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Observation of correlations in tunneling of surface-state electrons
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We measured the escape rates of surface-state electrons from an electron layer confined at the liquid-
helium —vacuum interface in the temperature range of 30—450 mK, for densities (0.02—2.2) X10' cm
We compared the measured escape rates with calculated tunneling rates in a model where the interac-
tions between the escaping electron and the other electrons are described by an effective single-particle
potential. Below 200 mK the escape rates were temperature independent. The single-particle rates were
enhanced exponentially as the density was increased up to a critical density n, . In this regime the calcu-
lated and measured rates were in good agreement. At n, we observe a one order of magnitude steep rise
and the time development of density becomes extremely nonlinear. We show that this nonlinearity can
be explained by the electron impact excitation of helium atoms on the walls of the cell. As the barrier is
raised so that the escape rates decrease below 5.0X 10 sec ', a new mechanism seems to dominate the
escape and the rates become very weakly density and external field dependent. Thermally activated es-
cape was observed above 250 rnK and the activation energies were in good agreement with the calculat-
ed values.

I. INTRODUCTION

Tunneling of a particle whose motion under the barrier
is modified by the interactions with other systems has re-
ceived an increasing amount of attention over the past
decade. Its importance in the operation of tunneling
electron microscopes, ' Josephson junctions, tunneling
devices, as well as in the physics of correlated electron
systems on dielectric surfaces and in heterostructures
renders this problem of broad practical interest. Al-
though theoretical work concerning the dynamical as-
pects of tunneling is quite abundant, detailed experimen-
tal studies on well-characterized systems remain very
few.

Recently we reported the observation of tunneling out
of a layer of electrons bound to a liquid-helium surface.
This system is ideally suited for studying the dynamical

1aspe=ts- "-f- tunnehng- due to- '.ts- except-'. onal- e=perimental-
Aexibility. Some of its unique features are a well-defined
and tunable potential barrier, interactions which can be
dialed in gradually, and an observable single electron tun-
neling limit. In this paper we give a detailed account of
these experiments and present additional data.

The paper is organized as follows. In Sec. II we discuss
the current issues associated with tunneling in the pres-
ence of interactions. In Sec. III we describe the system of
surface-state electrons (SSE), the experimental cell, the
detection methods, and procedures for analyzing the
data. In Sec. IV we present our results and discuss the
density, temperature, and external electric-field depen-
dence of the escape rates.

II. TUNNELING AND CORRELATIONS

Correlations play an important role in the physics of
electron layers and are responsible for many interesting

phenomena such as the fractional quantum Hall effect
and the Wigner crystallization. The phase of the system
is determined by the interplay between three energies
the correlation energy V, =e /Vvrn, the thermal energy
kT, and the Fermi energy Ez=A mn /m, where n, m, and
e are the two-dimensional (2D) electronic density, mass,
and charge, respectively. In the presence of a magnetic
field, the magnetic energy Ace, plays a role in determining
the various magnetic phases, where co, is the cyclotron
frequency. In this paper we consider only the classical
regime EF « kT, whose phase boundary is determined by
the classical ordering parameter I =V, /kT. When the
Coulomb correlation energy is much smaller than the
thermal energy, I «1, the system is in an uncorrelated
gas phase. As I increases correlations become more im-
portant and at I =127+3 the electrons solidify into a
Wigner crystal. " In the quantal regime EF kT, the
thermodynamics of the system is determined by the quan-
tal ordering parameter r, = V, /EF ~ n ' . Monte Carlo
calculations' predict the melting of the quantum Wigner
crystal at r,~=37.

Correlations also affect the motion perpendicular to
the surface: evaporation and tunneling. ' ' With
surface-state electrons these effects can be studied over a
wide temperature and density range covering the classical
solid and liquid phases as well as the boundary between
them. Iye et al. ' used a simple model to account for the
correlations in their measured thermally activated rates.
According to this model, which we will refer to as the
correlation hole model (CHM), each electron excludes all
neighboring electrons from a disk of radius ro (correla-
tion hole) whose size is obtained from the relation
g(ro)=0. 5, where g(r) is the pair-correlation function. '

The resulting effective potential is that arising from a
continuous charge sheet pierced by a hole whose radius
ro shrinks as the electron moves out of the surface and
closes at a distance ro above the plane. More recently
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Goodkind et a/. measured escape rates and the thermal
activation energies in the density range n =(3 X 10 )
—(5X10 ) cm and also found that the CHM accounts
well for the thermally activated processes. Below 0.5 K,
their escape rates became temperature independent and
therefore were attributed to tunneling out of the ground
state. But these temperature-independent rates were up
to 50 orders of magnitude larger than calculated tunnel-
ing rates in the CHM. This enormous discrepancy
raised questions about the applicability of a single-
particle approach to the decay of this many-body system.
Correlations were treated in a more rigorous way by Vil'k
and Monarkha, ' who used a harmonic lattice approxi-
mation (HLA) to determine the potential energy of an
electron above a triangular electron lattice. For the tern-
perature and density regime explored by most experi-
ments, there is good agreement between the potential of
the CHM and that obtained in the HLA. In this paper
we compare our results to the CHM only because of its
simple analytical form.

At su%ciently high densities, however, the escape from
the surface can no longer be viewed as a single-particle
problem, and a theory of tunneling of two-dimensional
electrons should take into account the many-body effects
as well as the interactions with the thermal baths and
external fields. Such a general theory does not yet exist
and therefore approximate methods are needed. A sim-
ple approach is to assume that one electron at a time tun-
nels and the correlation effects can be incorporated into a
static effective potential as was done in the CHM. This
approximation is expected to break down when the
characteristic time scale of tunneling is longer than the
response time of the two-dimensional electrons because
the hole left by the tunneling electron in the charge sheet
may close during the escape and modify the barrier
significantly.

The possibility of observing the dynamical response of
the barrier focused attention on the question of how long
it takes for an electron to tunnel. The tunneling time of
both quasibound and scattering electrons was studied ex-
tensively over the past decade. Although some consensus
as to its definition has arisen, there still exist competing
points of view regarding its interpretation. A tunneling
time for a bound electron in the context of ionization in

intense laser fields was introduced by Keldysh. ' Recent-
ly Yucel and Andrei' ' studied the ionization of SSE in
time-dependent fields and showed that the tunneling time
of SSE is the same as the Keldysh time and its inverse is
the real positive expectation value of an operator. The
surface-state electrons are well suited for studying these
questions since both the tunneling time and the response
time of the electrons can be varied independently over
wide overlapping ranges. In other electronic systems the
tunneling time is usually much shorter than the response
time of the many-body system. In heterostructures, for
example, the tunneling time is typically 1 ps or less,
while in atomic systems and tunneling electron micro-
scopes it is 10 ' —10 ' s as compared to 10—100 ps in
SSE.

III. EXPERIMENT

A. Surface-state electrons

An electron above liquid helium is attracted to the sur-
face by the Coulomb potential of its image charge but is
prevented from entering the liquid by a 1-eV barrier. ' If
this barrier is made infinitely high the surface-state elec-
tron may be thought of as a one-dimensional hydrogen
atom with a scaled nuclear charge Q=[(e—1)/
4(e+1)]e, where @=1.0572 is the dielectric constant of
the liquid helium. The electronic energy for motion per-
pendicular to the helium surface is quantized in a Ryd-
berg series ' with a ground-state energy of Ez =7.6 K.
Its wave function in the ground state describes an elec-
tron free to move in a plane parallel to the liquid-helium
surface at a distance of 114 A above it. The superAuid
helium substrate is inert and appears completely smooth
at these temperatures since the root-mean-square fluctua-

0
tion amplitude of the surface, —1 A, is much less than
the distance between the electron and the helium surface.
The electronic motion within the 2D layer is affected only
by the interaction with capillary waves (ripplons) and
with helium atoms in the vapor. At temperatures T & 0.7
K, where the helium vapor pressure is negligible,
electron-ripplon interactions are the main scattering
mechanism. These interactions are sufficiently weak so as
not to change the electronic mass for small pressing
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FIG. 2. The barrier seen by electron tunneling out of a layer
of density n = 10 cm for several values of the applied voltage:
solid line, V, =0.0 V; dashed line, V, =+5.0 V; dot-dashed line,

V, = —5.0 V. The correlation hole potential (12) is used to
determine the barrier.

fields. Their effect is described in terms of a mobility
which is exceptionally high, p-10 cm /Vs, rejecting
the fact that the electronic motion within the layer is
essentially free.

In a typical experiment the surface-state electrons
(SSE) are pressed toward the helium surface by an exter-
nal field created between two metal plates which are
parallel to the electron layer that is placed between them
(Fig. 1). For distances large compared to the interelec-
tronic spacing a, the electric field above the electron sheet
has three components: the repulsive field arising from
the uniform charge sheet 8, = —2~ne, the external press-
ing field 6 = —V, /(d/e+h ), and the attractive field of
the positive image charges of the electrons on the metal
plates 6, = (d —eh /eh +d )6, . Here the helium level d is

measured from the bottom plate and V, is the voltage
difference between the top and bottom plates which are
separated by a distance D =h+d (Fig. 1). Thus, at large
distances z ))1/&urn the potential energy of an electron
is

by D =2. 5 mm (Fig. 1). The liquid-helium level
d =eh = 1.28 mm was chosen to eliminate the trivial den-
sity dependence due to the image charge field 6;. The
position of the helium surface was determined from the
shift in the capacitance between the top and bottom
plates while the cell was filled with liquid helium. The
cryostat was an Oxford Instruments model 200 dilution
refrigerator mounted on a vibration isolation platform
which employs gimbal piston isolators. The tilt of the
cell was determined from the helium levels in three iden-
tical vertical parallel plane capacitors positioned around
the cell. The tilt was corrected, if necessary, by adjusting
the pressures in the piston isolators. With the capaci-
tance measurements the uncertainty in the helium level
and the alignment were + 25 pm and + 5 mrad, respec-
tively. The electron source was a thin tungsten filament
located above the top plate behind a 200 mesh copper
grid. A calibrated carbon resistor thermometer mounted
on the cell was used to monitor the temperature.

To charge the surface we apply —400 V between the
filament and the top plate at 1.2 K, after which the
tungsten filament is briefly heated to initiate the glow
discharge. Then the top plate and the guard ring volt-
ages are ramped slowly to —50 and —55 V, respectively,
to charge the surface to a density of =2.2X 10 cm
which is the maximum attainable value when d=eh.
After the glow discharge is turned off, the system is
cooled below 100 mK and the top plate and guard ring
voltages are increased to —15 and to —42 V, respective-
ly. These reference voltages were used in all density mea-
surements discussed below.

C. Measurement of the plasmon spectrum

The density was determined from the frequencies of
the rf absorption peaks in the plasmon spectra of the
electron disk. Plasm on resonances were excited by
transmitting an ac signal of frequency co through a
meander transmission line located underneath the elec-
tron layer. The meander line creates a longitudinal exci-
tation field in the plane of the electrons that can be ex-
pressed as a sum of plane waves:

i(,cot —k, x ) —k, zE(x,z, t)= QE, e ' e

lim U(z)=-
+—+ oo

+e(C +6', +e;)z,
z

where the first term arises from the interaction between
the helium substrate and the electron and z is the distance
to the electron layer. At low temperatures, when 6 is
reduced so that the total field ( 8 +6, + 8; ) & 0, the elec-
trons are confined by a finite potential barrier through
which they can escape by tunneling. The size of the bar-
rier can thus be tuned with the applied voltage V„as il-
lustrated in Fig. 2. At higher temperatures, thermally ac-
tivated processes will also contribute to the escape.

B. The cell

The experimental cell consists of a guard ring of radius
R =9.0 mm placed between two parallel plates separated

where E, is the Fourier component of the electric field
generated by the meander line at wave number
k, =sko+~/vL, s=0, 1,2, . . . , and H=2~/ko is the
period of the meanders as illustrated in Fig. 3(b). The pa-
rameters of the meander line were chosen so as to match
the propagation velocity of the electromagnetic waves in
the line, vL =cH/I. e,'z —10 cm/s, to the propagation
velocity of the screened plasmons in the electron layer in
the density range of (0.02 —2.0)X10s cm . Here L is
the length of a meander [Fig. 3(b)] and e,tr is the effective
dielectric constant for electromagnetic waves propaga-
ting above the line. The meander line was photolitho-
graphically etched from a 4-pm-thick copper film sput-
tered on a 25-pm-thick kapton sheet which was later
glued to the bottom plate of our cell. Its impedance was
50+ 1 0 for co & 2 GHz.
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In Fig. 3(a) we show the schematics of the rf spectrom-
eter. The 10-dBm output from a swept frequency syn-
thesizer was equally divided by a power splitter between a
compensating line and the meander line. A variable at-
tenuator reduced the power level into the meander line to
within a range of —40 to —60 dBm. The signal transmit-
ted through the meander line was then amplified and
compared to the signal output from the compensating
line with a double balanced mixer which produces a dc
output proportional to the phase difference of the two in-
put signals. We adjusted the length of the compensating
line so as to equalize the electrical path lengths of the two
spectrometer arms. When rf power is absorbed by one of
the plasmon modes of the electron disk, it changes the
effective path length of the meander line, which gives rise
to a phase shift in its output signal. This phase shift is
detected by the mixer. The background signal was sub-
tracted by locking the mixer output onto a low frequency
at which the electronic density was modulated. We
modulated the electronic density by applying an ac volt-
age of frequency 100—300 Hz and amplitude 0. 1 —0.5 V
to the guard ring.

D. Determining the electron density

The boundary condition of vanishing radial current at
the edge of the charge disk quantizes the plasmon spec-
trum by restricting the k vectors to a discrete sequence.
By measuring the frequencies of the plasmons we can in
turn deduce the plasmon dispersion relation and the elec-

tronic density. It is straightforward to calculate the spec-
trum of allowed k vectors for a step-function charge dis-
tribution:

no, r ~R*
noo(r )=.

0, roR

where R is the radius of the charge disk. The sequence
of allowed wave vectors, k „, which determines the
plasmon spectrum of the electron disk is then given by
the condition J,'(k,„R )=0, where J' is the derivative
of an integral order Bessel function.

The frequencies of the plasmon resonances are then
found by substituting the values of the allowed wave vec-
tors in the dispersion relation of plasmons in a two-
dimensional electron liquid:

4mnoe 2

w (k)= k
coth( kh ) + e coth( kd )

where we took into account the screening by the top and
bottom electrodes. In the long-wavelength limit
k '))h, d the dispersion relation is linear in k: co=Uk
and U =((4~noe /m )[hd/(d+eh )])'

The step-function approximation of the density profile
(3) is adequate for a cell with a small aspect ratio,
D/R ~0, but for our cell D /R =0.2 and the small devi-
ations from this density profile introduce significant
corrections to the plasmon wave numbers. The density
distribution for d=h and D/R «1 was calculated by
Glattli et al. ,

[sinh[(R —r —s )vr/D ]sinh[(R +r+s )n/D ]] '~
noo (r) =no

cosh[(R r)m/D].—
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where no is the density at the center of the disk and s is
the distance from the edge of the charge disk to the guard
ring and is given by

~ 2 ~S 2 Vg 4 D Vt

2D 2e, D
(6)

where V is the guard ring voltage. The total number of
electrons in the disk is

D &S ITS= —v cosh ln tanh
D

XJ (k,„R*),
where the effective radius of the disk is

R*=f dr/cr(r) .
0

(9)

After obtaining the resonance frequencies from the rf
spectrum, we numerically determined the density by us-
ing (4)—(9). For an initial estimated density we calculat-
ed the radius of the disk from (6). Subsequently this
value of the radius is used in (8) to evaluate k„, which
are substituted in the dispersion relation (4) to determine
the plasmon spectrum. After the calculated and the mea-
sured spectra are compared, a better estimated value for
the density is obtained and the spectrum is recalculated
with this new value. This process is continued until the
measured and the calculated spectra are in satisfactory
agreement.

%=no f 2mo(r)r dr .

The quantized k vectors, to first order in D/R, are
found by solving

k „R*J'( k„„R")

AG =(a/p)' G, where a and p are the surface tension
and density of helium:

ne
2 2+y G

G 2m' ~ —Q G

(10)

Here WG=1/4G (u ) is the Debye-Wailer factor for
the electron lattice and (u ) ~ T is the mean-square fluc-
tuation of the electronic position at temperature T. For—2WG
frequencies co ))fl - such that e « 1 (typically
co ~ 50 MHz) the dispersion relation takes the form

-47 dBm

-50 dBm

-52

co =co +coo(t, e ),
where the gap frequency coo2( T, @ )—2WG=QGe (ne A ~/ 2ma) corresponds to the vibration
frequency of the electron in its dimple. As the gap dimin-
ishes with increasing temperature, the frequencies of the
plasmon-ripplon resonances of the electron crystal de-
crease and the spectrum approaches that of an electron
11quid 26

Figure 4 illustrates the temperature evolution of the rf
spectrum of an electron crystal of density n =1.5X10
cm . We plot the rf spectra for a sequence of increasing
rf power levels which can heat the electrons when applied
at a resonance frequency, while not affecting directly the

E. Measurement of the electron density
in the Wigner solid phase -53 X25

At sufficiently low temperatures, where the electrons
solidify into a Wigner crystal, the rf absorption spectra
consist of a series of temperature-dependent broad peaks
corresponding to coupled ripplon-phonon modes. The
quality factor of these resonances is typically
Q =co/b, co & 5, where co, b,co are the resonance frequency
and width. For k « no the longitudinal phonon disper-
sion of the electron crystal is still given by Eq. (4),
reflecting the fact that the electron system is nearly in-
compressible. On an undeformable surface this disper-
sion relation remains unchanged even if the electron crys-
tal is pressed into the substrate. However, as is the case
in most experiments, when the electron crystal is pressed
by the external field 8 into the surface of a deformable
substrate, such as liquid helium, it imprints a dimple lat-
tice in it. The dimples scatter ripplons resonantly for
wave vectors that are commensurate with the reciprocal-
lattice vectors of the electron crystal, Cx. The resulting
enhancement of the electron-ripplon interactions opens a
gap in the plasmon dispersion relation whenever the
plasmon frequency coincides with the ripplon frequency

-55 X50

-57 X50

-59 X100

-61 X100

-63 X250

0.0
I I

50.0 100.0
Frequency (MHz)

I
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FIG. 4. The rf power dependence of the spectra at T=0.04
K and n. 0

= 1.5 X 10 cm when the 7-dBm output of the swept
frequency synthesizer was fed into the meander line through an
attenuator. The power levels were marked on the graph. The
arrows indicate the positions of the calculated plasmon reso-
nances.
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helium substrate which is kept at a temperature of
T=0.040 K. We note that as the rf power increases the
resonance frequencies drift downwards and the amplitude
grows nonlinearly, indicating an increase in the electronic
temperature. There is a critical power level where the ab-
sorption peaks suddenly become very narrow and above
which the resonance frequencies remain fixed. The fre-
quencies of these resonances are identical to those one
would obtain for uncoupled plasmons. Their narrowing
and frequency downshift imply that the electron crystal
melts during the passage through the resonances if the rf
power level exceeds the critical power.

These narrow and temperature-independent resonances
give a more accurate measurement of the electronic den-
sity than the broad phonon-ripplon-coupled spectrum.
In order to melt the solid while keeping the liquid helium
at 40 mK, we increased the rf power and reduced the
thermal coupling of the electrons to the cold helium sur-
face bath by decreasing the pressing field. The top plate
voltage V, = —15 V and rf power into the meander line,
——50 dBm, were chosen so that in the process of
recording the spectra there is no measurable loss of elec-
trons. The lifetime of the electrons under these condi-
tions was virtually infinite, —10 s. This procedure for
the density determination, while giving the highest possi-
ble accuracy in the density measurement, does not, as will

be discussed below, affect the tunneling rates.
Equation (8) for the allowed wave vectors is accurate

for small v while the sensitivity of the resonance to the
electron density is better for high v peaks. For all the
density measurements we used the v=2, p=1 peak, the
second-lowest frequency peak in Fig. 4, because of its
good coupling to the meander line while at the same time
it presented a good compromise between the sensitivity to
the density and the accuracy of the dispersion relation.
The uncertainty in the absolute value of the density was
+5 Jo but the accuracy in the relative density measure-
ments was much better, -0.01%. We cross checked our
density measurement with the density determined from
the ripplon-plasmon spectra in the solid phase without
overdriving the resonances and from the liquid-solid tran-
sition temperature at which the ripplon-plasmon and
transverse phonon spectra first appear. The densities
determined with all three methods were in good agree-
ment.

F. Measurement of tunneling rates

To initiate measurable escape rates we applied a volt-
age pulse which changed the top plate voltage from —15
V to a larger (positive) value V, for a finite time interval
At. During the pulse the rf power and the modulation
voltage were turned off to eliminate any possible escape
due to heating. Subsequently the top plate voltage was
brought back to —15 V where the number of electrons
lost was determined by comparing the rf spectra before
and after the pulse. The pulse duration, At —100 ps to
50 s, was adapted to the escape rates and was chosen to
be short enough so that no more than a few percent of
the electrons were lost in a single pulse. The rise time of
the pulse —30 ps was chosen so as not to induce further
escape arising from transient heating. By repeated appli-

cations of pulses at a fixed amplitude V„we measured the
time evolution of the density no. The tunneling rate
W(n) = [N(t) N—(t+b t )]/N(t)br was determined from
the charge distribution (5) by evaluating the number of
electrons N(t) at the beginning and at the end of the
pulse. We then used Eqs. (5)—(7) to calculate the electron
density during the pulse from the known values of the top
plate and guard ring voltages and the total number of
electrons, N(t) and N(t+bt), at the beginning and the
end of the pulse. Assuming that during the rise and fall
of the pulse no electrons were lost, we assigned the aver-
age density during the pulse n =[n(t)+n(t+b, t)]/2 to
the escape rate W(n).

We studied the effect of switching the top plate voltage
on the escape rates by measuring the time evolution of
the density with different pulse durations in the range 150
ps —20 min. By varying the number of pulses as much as
four orders of magnitude, while keeping constant the to-
tal time the electrons were exposed to a given barrier in
between two density measurements, we ascertained that
changing the top plate voltage with a rise time of 30 ps or
slower did not cause any detectable electron loss below a
critical density discussed below. When the rise time of
the pulses was further decreased to —1 ps, the rates
started increasing precipitously at low densities when the
lowest plasmon absorption frequency became comparable
to the frequency introduced by the transient voltages on
the top plate. We increased the rise time until there was
no measurable rise-time dependence of the escape rates.
To check the effects of electrical noise which may reach
the meander line through coaxial cables, we lowered the
barrier and kept it low while feeding rf power into the
meander line at a level comparable to that used for
recording the plasmon spectra. No extra loss of electrons
was detected for off-resonance frequencies. We repeated
some of the measurements with different guard ring volt-
ages and found no detectable dependence of the rates on
these values.

IV. RESULTS AND DISCUSSION

We measured the escape rates as a function of density,
temperature, and external field. The measurable rates
span 11 orders of magnitude over a temperature and den-
sity range of 35 —450 mK and (0.02—2.2)X10 cm
The top plate voltage was varied in the range V, = + 10 to
—15 V, corresponding to an external field in the range

= —40 to +60 V/cm. The external fields applied in
these experiments are much smaller than both the atomic
unit of electric field for surface-state electrons, 1727
V/cm, and the static field ionization limit -200 V/cm.
Typical magnitudes of the experimental parameters for
an electron density of n =1.0X10 cm are 8, = —90
V/cm for the field of the uniform electron sheet and
ro = 1.4/&n ~=0.8 pm for the correlation hole radius.

In Fig. 5, we plot the escape rates 8'at 40+5 mK as a
function of density for a series of top plate voltages rang-
ing from 9 to —15 V. The data can be separated into
three different regions where 8' exhibits qualitatively
different behavior as a function of density, external field,
and pulse duration. In region 3, where 8') 5 X 10 s



12 678 S. YUCEL, L. MENNA, AND E. Y. ANDREI 47

e 0
O

523

i-(o.04K)
740 907 1046

I
I I ~ ~

I
I

O
O
O

O
O

V =9.0V o
0

0
0 o~

7.55V
ooo

o
oo

o
o

00
oo

~ooocp

5.5V
6

6

4.5V+ 3.5V =

e ~++

V

1V =

O0
(D

O
O

IO

I

O

O

b
4+ x && 0V -=

S + x 0 Vx

@S
6 y+ x P" III

S ++ x V S

y+
the'N~%'e O "IVi%$ Oy~

@IIS (ISR8@ E Hl—3V~ I R
Hl

—6V

0
I

O

I

O
0

—9V Hi

-12V

0.5 1.5

Density (10 cm )

FIG. 5. The density dependence of the escape rates 8' at
40+ 5 mK for a series of top plate voltages V, . The vertical ar-
rows indicate the positions of the critical densities n, (V, ) at
which the escape process becomes nonlinear. On the upper
scale we show the values of I for T=0.04 K.

In region A, where the measured rates increase ex-
ponentially with density, we compare our results to cal-
culated tunneling rates through the potential

+e(6 +6, )z+ee, , z —zo ~ roz+ 2r0

and the density is less than a critical density n, ( V, ), indi-
cated by vertical arrows, the rates depend strongly on
density and external field but are independent of the pulse
length At. Below we show that the escape in this regime
can be attributed to tunneling. In the region where
8'(5.0X 10, referred to as region B, the rates depend
weakly on density and external field but are independent
of temperature. In region C, defined by n & n, ( V, ), the
rates depend strongly on the pulse duration, indicating a
nonlinear process or an instability.

A. Region A —the tunneling regime
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In the zero density limit where 6', =0, and for p=o and

V0 = ~ this problem reduces to that of a one-dimensional
hydrogen atom in an externally applied field. The values
p=1.04 A and Vo=1 eV represent corrections to the
usual image potential description of the electron-helium
interaction raising from the finite size of the helium-
vacuum interface and the finite barrier for penetration
into the helium-. This value- of- I9 is chosen to fit the Ieso=
nance frequencies obtained in microwave absorption mea-
surements. The second term in the potential arises
from the externally applied field and the image in the me-
tallic plates. The effects of correlations with the elec-
trons remaining in the layer are contained in the third
term. This is the CHM potential modified to take into
account the fact that the electron layer is located at a
finite distance zo=(z) =114 A above the helium. By
expanding this term about z0 we note that the quadratic
term is identical to the CHM potential used in Ref. 5, the
linear term is equivalent to an additional pressing field—(zo/ro )6, + —0.036, and the constant zo /2ro 8, gives
a small (0.01%) correction to the resonance energy. By
substituting z'=z +p and by redefining the resonance en-
ergy and the pressing field to include these corrections
the problem reduces to the one solved in Ref. 5. We ob-
tained the binding energy E~ and the tunneling rates
from the complex energies of the metastable state solu-
tions of the Schrodinger equation by using the Breit-
Wigner technique developed in Ref. 5. The barrier width
Az was then determined from the distance between the
turning points for the calculated Ez.

We also calculated the tunneling rates in this regime
from the WKB approximation: 8' = 8'0e ~ where

y =2/A f +2m [Es —U(z) jdz
1

is the numerically calculated WKB exponent in the

eU(z)= ' — +e(6 +6 )z+e@ z —zz+p c 0
r0

2

10

Ea (K)

15

V0, z (0. z —z0 r0 (12) FIG. 6. The escape rates of Fig. 5 plotted as a function of
barrier height calculated from the correlation hole potential
(12).
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CHM. We found that the WKB exponent is in good
agreement with that calculated with the Breit-Wigner
technique. The advantage of the latter is that it also gives
an accurate value for the prefactor 8'0. The value of Ez
used in the WKB calculation can be approximated (when
V, )0) by

FIG. 7. The escape rates of Fig. 5 plotted against the barrier
width calculated from the correlation hole potential (12).

the top and bottom plates was calculated from the total
cell height and the dimensions of the individual parts to
be 2. 55+0.05 mm at room temperature. Capacitance
measurements indicate that upon cooling the cell con-
tracts by 2% resulting in a cold cell height of 2. 5+0.05
mm. Finally, the externally applied voltage was mea-
sured to within 5 mV. An additional uncertainty in
this experiment stems from the fact that the actual volt-
age difference between the top and bottom plates can
differ from the externally applied voltage. This happens
in the presence of a surface dipole layer which can form
due to the work-function difference between the plates or
as a result of adsorbed species and trapped charges. As
the cell is cooled adsorption on its walls could further
change the contact potential. We attempted to measure
the contact potential in the cold cell by three different
methods.

(1) Measurement of the equilibrium density as a func-
tion of applied pressing voltage. After charging the sur-
face to a voltage V, at T = 1.2 K, we determined the den-
sity from the rf spectrum recorded after cooling to
base temperature. The contact potential was then
calculated from the equilibrium condition 2mne
= —(e+ 1)( V, + V, ) /2D. The accuracy of this method is
limited by the precision with which the absolute value of
the density can be determined. This method gave a con-

V'
c)

E~ =0.523+31@,I
/2+3I @,I/2ro

2v'I ~, I,

(13)
c)c)c)

pp

and the barrier width

~Z =(r,
I ~, I/I ~, I)I(1+ I ~, I/. ,~,')'"—I]—2 . (14)

Here all quantities are expressed in scaled atomic units:
energy = 15.2 K, length =76.1 A, and electric
field=1727. 2 V/cm. In our experiment 20(b,Z (80,
0.2 & E~ & 1, and 70 & ro & 700. As a first check on the es-
cape mechanism in region A we replot in Figs. 6 and 7
the data of Fig. 5 as a function of E~ and Az. We ob-
serve that in region A, for E& ~ 6.5 K, the rates drop ex-
ponentially with increasing barrier height and width, as
expected of tunneling. Below T =200 mK, the rates are
temperature independent, again as expected of tunneling.
The temperature dependence of the escape rates is fur-
ther discussed in Sec. IV.

Next we compare the measured rates with the calculat-
ed tunneling rates. The tunneling rates are exponentially
sensitive to the cell height, the helium level, the density,
and the voltage difference between the plates. Therefore,
a comparison between the calculated and measured rates
requires precise knowledge of these quantities. The accu-
racy of the capacitively measured helium level is 1% and
the relative density measurement is accurate to within
0.01 Jo. The dimensions of the cell parts are measured to
within +12 pm. After assembly, the separation between

CO

c)

Y)
Ic)

I I I I I I I I I

0.5

Density (10 cm )

FIG. 8. Tunneling rates calculated in the correlation hole
model potential (12): (lower solid line) helium level is at the
electrical rniddle, d =eh =1.28 mm, and cell height D =0.250
cm, (upper solid line) d =1.305 mm and D =0.250 cm, (dot-
dashed line) d =1.28 mm and D =0.245 cm, (dashed line)
d =1.28 mm, D =0.25 cm and a pulling contact potential of
+0.5 V. The rates are calculated for n =0, 0.4, and
0.8 X 10 cm . The lines are drawn to guide the eye. Top plate
voltages are (0) 9.0 V, (0) 7.55 V, and (E) 6.5 V.
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n = 0.8X10 cm
T= 40rnK

tact potential which was in the range 1—2 V.
(2) After charging the helium to a given value of V, we

reduced the guard ring voltage until a loss of electrons
was first observed. This was interpreted as a sign that the
electron disk has expanded and made contact with the
guard ring. The values of V, and V corresponding to
this situation are then used in Eq. (6) to determine the ac-
tual potential difference across the cell. The accuracy of
this method depends on the precision of the density mea-
surement. The value of the contact potential will also de-
pend on whether there is a contact potential between the
top plate and the guard ring. By assuming no contact po-
tential between these two electrodes, this method gave
2+ V, ~3 V.

(3) We measured the current to the bottom plate as a
function of top plate voltage while injecting charges from
the filament discharge into the region between the top
and bottom plates. When the temperature was
sufficiently high, T~1.2 K, the injected charges would
thermalize well before reaching the bottom plate and give
rise to a drift current caused by the electric field between
the plates. Measuring the top plate voltage where the
current was zero would then be equivalent to measuring
the voltage difference between the bottom and top plate,
provided there is no charge accumulation between them.
By using this method we found 1 ~ V, ~ 2 V.

In spite of the large scatter in the data there was an
internal consistency between the results for V, : V, )0
for all the runs in which electrons were introduced in the
cell, indicating a pulling field, and changed sign only
when the bottom plate was bombarded with positive ions.
In one of the runs in which we changed the experimental
procedures significantly, the tunneling rates were
markedly slower than in the others. At the same time we
noted a 1-V decrease in V, (as measured by the last two
methods but not with the first) which was consistent with

C)
CQ

(

Pulse ms

0.0 5.0 10.0
Time ( msec)

15.0

FIG. 10. The time evolution of the density at T=0.04 K
measured by di6'erent pulse durations above the critical density
at V, =4.5 V. The lines were drawn to guide the eye. The pulse
durations are marked on the graph.

a slow down of the escape rates due to an increase in the
barrier size. We speculate that this change in V, was
caused by a new configuratoin of trapped charges. The
tunneling measurements were repeated numerous times
over a two-year period. Throughout these experiments,
for similar experimental conditions, the measured rates
were reproducible to within a factor of 2. We did not ob-
serve sharp changes in the rates unless a large number of
electrons or positive ions were injected into the cell or the
procedure of charging and cooling was significantly
modified. This indicates that the charge distribution on
surfaces inside the cell does not vary arbitrarily during
the experiments or between runs.

In Fig. 8 we illustrate the sensitivity of the calculated
rates to the uncertainty in the measured experimental pa-

C)
I I ~ I I I I ~ ~ ~ I ~

~ -~s -&o —5 10

V,=10.0 V

v, (v)

FIG. 9. The escape rates as a function of top plate voltage V,
at the density n =0.8X10 cm and T=40+5 mK. The
squares represent the data from Fig. 5 and the solid line shows
the calculated rates from the correlation hole model. The trian-
gles are the rates reported in Ref. 7. The top plate voltages of
Ref. 7 were scaled so as to give the same field value for our cell.
Dashed line shows the rates when the contact potential V, =0.5
V.

0.0
l

5.0 10.0 15.0 20.0
Time ( msec)

25.0 30.0

FIG. 11. The time dependence of the tunneling current in re-
gion 2 for an initial density of 1.2X10 cm and top plate
voltage V, =10.0 V. In this experiment the helium level was
d =0.117 cm.
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tial, the uncertainties in the measured parameters do not
allow a reliable determination of the details of the poten-
tial near the helium surface.

I

5.01.0 2.0 3.0 4.0 6.0
Time ( rnsec)

FIG. 12. The time dependence of the tunneling current in re-
gion C. The initial density and top plate voltage were 2.3 X 10
cm and 7.0 V. The density at the position of the peak is equal
to the critical density = 1.3 X 10' cm . In this experiment the
helium level was d =0.117 cm. The current measured in a sub-
sequent pulse of V, = 10.0 V is shown in Fig. 11.
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FIG. 13. The critical density plotted against the voltage
difference between the electron layer and the top plate for three
different helium levels, d =D —h.
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rameters: +50 pm in the cell height, +25 pm in the heli-
um level, and the contact potential. These are compared
to the measured escape rates for three runs with different
applied voltages. We note that if we assume V, =O the
measured rates would be almost one order of magntiude
faster than the calculated ones and this gap cannot be
closed by adjusting the values of the cell height or the
helium level within their range of uncertainty. However,
by assuming a contact potential of +0.5 V the calculated
rates align neatly with the measured ones for all the data.
This value of V, is somewhat below the range of the mea-
sured values described above. It should be noted, howev-
er, that an equally good agreement between the data and
the calculated rates was obtained by assuming P=O,
Vo 00 V, =0, and D =2. 50 mm and a helium level of
d =1.255 mm.

We conclude that the data in region 2 are consistent
with the tunneling mechanism. However, although the
density dependence of the tunneling rates is an accurate
measure of the contribution of correlations to the poten-

B. Region B—the limiting rates

In region B, the escape rates 8'~5X10 s ' and de-
pend very weakly on density and external field. For
pulling fields, V, )0, and low densities all the data con-
verge to a single value of the escape rate. When the
direction of the external field is reversed from pulling to
pressing (from a positive V, to a negative value) the rates
become weakly density dependent again.

To gain insight into the escape mechanism in this re-
gime we replot in Fig. 9 a slice of the data in Fig. 5 at
fixed density, n =0.8X 10 cm, as a function of the top
plate voltage V, . We note that the calculated rates follow
closely the measured ones for V, )4 V, region 3, and
break away sharply at smaller voltages where the limiting
rates take over. We also show the temperature-
independent rates reported in Ref. 7, which are clearly
situated in region B. The reasonable agreement between
the two sets of measurements suggests that the rates in
this region may not be experimental artifacts. As shown
in Figs. 6 and 7, when the barrier becomes larger,
E~ «6. 5 K and wider AZ ~0.5ro, the escape rates be-
come independent of the barrier width and depend only
on its height. The exponential barrier height dependence
of the rates in region B suggests an activated escape
mechanism with an effective temperature of —3.5 K.

The data strongly suggest that tunneling might not be
the primary escape mechanism in region B, so that with
increasing barrier size a new escape mechanism becomes
dominant and puts a lower limit on the observable tun-
neling rates. It is not clear what the origin of this escape
is and whether the interpretation of the slope of Fig. 6 in
terms of a temperature is justified since, to our
knowledge, nothing in our experiment is this hot. So far
we have ruled out vibrations or a tilt of the helium sur-
face as the source of the limiting rates. Another possibili-
ty is that the electrons are weakly coupled to a photon
reservoir that may form due to radiation that is guided
into the cell through the electrical leads. To reduce the
amount of radiation into the cell we have inserted mi-
crowave filters into all the leads. The filters (100-dB at-
tenuation at 5 GHz) were thermally grounded at the mix-
ing chamber. The installation of the filters did not intro-
duce a measurable change in the limiting rates. As for
the escape rates in region 3, we did observe a consistent
decrease in the rates for n ~0 limit, but this rate reduc-
tion which was at most by a factor of 2, did not exceed
the measurement error.

C. Region C—the instability

In region C, located to the right of the vertical arrows
in Fig. 5, the escape rates become very nonlinear in the
pulse duration At. In Fig. 10 we present the time evolu-
tion of the density as measured with different pulse
lengths for V, =4.5 V. For At ~200 ps, the decay of the
density is not very sensitive to the pulse duration. As At
increases the rates became successively more sensitive to
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FIG. 14. The impact energy dependence of the rates above n,
in the energy range 15—45 eV. The slope of the 20-eV peak on
the low-energy side is mostly due to the response time of the
current amplifier. In this experiment the helium level d was
0.117 cm. In the inset we show the current which was integrat-
ed to obtain the impact energy and density.

Density(10 crn )
FIG. 15. The temperature dependence of the escape rates for

the pulling field of V, =5.5 V. The inset illustrates the correla-
tion hole barrier and the resonance energy for V, =5.5 V and
n =0.4X10 cm . The arrow on the T=0.45 K data indicates
the density corresponding to I =47 where an instability was re-
ported in Ref. 14.

the pulse duration and for At ~0.5 ms a large fraction of
the electrons is lost before the system stabilizes itself
again at a density n (n, ( V, ). The data points in region C
that are depicted in Fig. 5 were measured with very short
pulses, —150 ps.

A better understanding of the instability in region C
was gained by measuring the tunneling current. A
current amplifier was connected between the meander
line and the electrical ground to detect the current in-
duced by the escaping electrons. Figure 11 shows the
typical time evolution of the tunneling current in region
A, where it decays exponentially and no instability devel-
ops. To study the time evolution of the current in region
C, it was convenient to charge the surface to a higher
density, n, & n &4X10 cm, which was possible to do
by slightly reducing the helium level to d=0. 116 cm.
The maximum density 2X10 cm can be attained for
d &0. 10 cm. In Fig. 12, we show a typical trace of the
tunneling current in region C obtained during a 6-ms
pulse of V, =7.0 V for an initial density of 2.3X10
cm, well above the critical density. At the beginning of
the pulse the current is almost zero, but grows exponen-
tially in time until it peaks at the critical density and sub-

sequently decays exponentially.
For the helium level used in the data of Fig. 5,

d =0.128 cm, we found that the locus of critical densities
separating regions A and C is determined by the empiri-
cal condition 8=(8~+8,+8;)=—164 V/crn, where 6
is the total field above the electron layer, or equivalently

by U=h@=20+1 V, where U is the potential difference
between the electron layer and the top plate. In order to
resolve whether the total field or the potential difference
is the relevant parameter, we measured the critical densi-
ties with three different helium levels. The results, plot-
ted in Fig. 13, show that with all three helium levels the
instability starts at the same potential difference of
U =20+1 V, indicating that the onset of the instability is
associated with the kinetic energy of the escaping elec-
trons when they impact the top plate. This value of the
threshold kinetic energy is very close to the lowest two
excitation energies of the helium atom: 19.8 and 20.6 eV
for the first excited orthohelium state 1s2s S and
parahelium state 1s2s S, respectively, while the ioniza-
tion threshold is at 24.5 eV. This suggests that impact
excitations of the atoms in the superAuid helium film

coating the top plate are responsible for triggering the in-
stability.

This is better illustrated in Fig. 14 where we plot the
tunneling rate for an initial density of 3.5 X 10 cm as a
function of the impact energy in the range 0—45 eV. We
observe two peaks and a relatively flat region between
them. The first peak occurs at 19.6 eV, the energy neces-
sary to excite one helium atom, while the second at 39 eV
suggests a process involving the excitation of two helium
atoms.

The details of the connection between the instability
and the excited helium atoms still need to be clarified, but
our experiments suggest they are closely linked. The
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FIG. 16. The escape rate vs inverse temperature. The circles
represent a slice of the data in Fig. 15 at fixed density
n =0.4X10 cm . The solid line is a two-parameter fit to the
calculated thermally activated rates, with E& =4.4+0. 1 K and
C =0.071.

thickness t of the helium film coating the top plate is
given by t =to/h ', where h =0.12 cm is the separation
of the top plate and the helium surface, and to —350
A/cm '~ for metal surfaces. Certainly the helium film
covering the top plate is suf5ciently thick, =700 A, so as
to result in an ionization or excitation probability of
roughly l (Ref. 29) when hit by an electron with the ap-
propriate kinetic energy. The 20-eV photons emitted by
these excited helium atoms can interact with the surface-

state electrons either directly or via excitations of the
liquid helium. Alternatively they may produce photo-
emitted electrons on the cell walls which may lead to an
avalanche of escaping electrons. Since b~ is kept con-
stant during the experiment, it is 6, = —2mne which
determines the impact energy of U. As the electrons es-
cape, their density decreases and with it the energy they
transfer to the helium atoms. When the density has de-
creased below the critical value where the impact energy
of the escaping electrons is less than the excitation
threshold of the helium atom, this process stops. This ex-
planation of the instability is also consistent with the fact
that the critical densities are temperature independent, as
discussed below.

Three different types of instabilities have been reported
for the SSE at the helium-vacuum interface. The instabil-
ity we have observed in region C is unlike any of those re-
ported so far.

The electrohydrodynamic instability caused by the
softening of the ripplon-plasmon modes puts an upper
limit of 2X 10 cm ' on the density that can be sustained
on a bulk helium substrate. Beyond this density the elec-
trostatic pressure exerted by the electrons on the helium
surface when an external pressing field is applied can no
longer be restored by the surface tension, and the surface
collapses. The instability in region C is of different ori-
gin since it occurs even at zero electrostatic pressure.

In Ref. 31 another stability boundary has been report-
ed which was attributed to interactions with electrons in
thermally populated excited states. However, in region C
of our experiments the instability is independent of tem-
perature and the potential barrier can support only one
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FIG. 17. The density dependence of the escape rates for
V, = —6.0 V at a series of temperatures: Q', 0.45 K; X, 0.35 K;
+, 0.30 K; 0, 0.20 K; E, 0.04 K.

n (10 cm )
FIG. 18. The activation energies (0) to the first excited state

and ( 0 ) to the top of the barrier calculated from the correlation
hole potential (12). We also show (Q') the values obtained from
the data of Fig. 17 at 0.450 K and 0.350. The lines are drawn to
guide the eye.
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theoretical expression for this process:
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1.5
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FIG. 19. The calculated tunneling rates from the first excited
state of the correlation hole potential at V, = —6.0 V. They
were obtained for five densities and the lines between them were
drawn as a guide to eye.

Here a is the helium surface tension and C=0.3S4 is a
prefactor obtained from a first-principle calculation of P~
in the uncorrelated limit, ro =0. The best fit for the bar-
rier height EB =4.4+0. 1 K is lower than the value cal-
culated from the modified CHM potential in the absence
of a contact potential: EB =4.7 K. Assuming a contact
potential correction of V, =+O. S V (the value of V,
which brings the calculated tunneling rates in agreement
with the measured ones), the calculated barrier height be-
comes 4.57 K.

We note that the temperature-dependent escape rates
are practically constant in density. This is not surprising
since the height of the CHM barrier indicated on the
upper horizontal scale is almost density independent in
this regime. Thus, we conclude that all the aspects of the
temperature-dependent data studied in region A are con-
sistent with thermally activated escape.

2. Thermal activation in region B

quasibound state, which rules out this explanation. We
did not study the instability reported in Ref. 31 since it
was outside the density and temperature range of our ex-
periments.

Buntar et al. ' reported a precipitous increase in the
escape rates when the classical ordering parameter
I =47. They attributed this instability to a transition be-
tween a glassy phase and an electron gas. In Fig. 15,
where the escape rates were plotted at T=0.45 K, we
have indicated by an arrow the position where I =47. In
the vicinity of this point the rates vary monotonically and
do not seem to exhibit any instability.

D. Thermal activation

1. Thermal activation in region A

In Fig. 1S we plot the temperature dependence of the
escape rates in region A for V, =5.5 V. Below 200 mK
the data are independent of the temperature, as expected
of tunneling. As the temperature is raised, the low-
density portion of the escape rates becomes temperature
dependent and peels off the steep tunneling rates at suc-
cessively higher values of density.

In Fig. 16, we plot the escape rates as a function of in-
verse temperature at a density of n =0.4X10 cm
Above T=0.2 K we observe activated-type behavior.
Since the escaping electrons are coupled to ripplons and
helium gas atoms, the activated rates should be of the
form (Pz+PG)exp( E~/kT) where P—z and PG are
electron-ripplon and electron-gas collision rates, respec-
tively. But in this experiment, where T (0.5 K, the heli-
um vapor pressure is negligible and therefore it is
sufficient to consider electron-ripplon scattering alone.
The solid line in Fig. 16 is a two-parameter fit to the

For all the barriers in region A the potential has only
one metastable state. This simplifies the interpretation of
the escape data considerably since the absence of a se-
quence of metastable states ensures that escape by a more
complex multistep process, such as thermally assisted
tunneling, cannot occur.

In Fig. 17, we plot the temperature dependence of es-
cape rates for a pressing field, V, = —6.0 V. For T)0.2
K they increase with temperature and exhibit a compli-
cated density dependence. Regardless of the tempera-
ture, all curves overlap at low densities. Part of the com-
plex behavior in this regime might stem from the fact
that the barrier is higher than in region A and has excit-
ed states. We illustrate this in Fig. 18, where we plot in
the excitation energies to the top of the barrier and to the
first excited state in the CHM. On the same graph, we
also indicate the experimental activation energy calculat-
ed from the expression

lnI(T~/T, )[W, (n) W/~(n)]I

(1/T, —1/T2)

by using the T, =0.350 K and T2=0.450 K curves of
Fig. 17 at the two densities n = 1.6 and 1.7 X 10 cm
For these densities Q(n) is well below the excitation ener-
gy to the top of the barrier and roughly 1 K below the ac-
tivation energy to the first excited state. At lower densi-
ties the thermally activated rates reach the limiting rates
at T=0.350 K and the data can no longer be used to cal-
culate Q(n).

At 0.450 K, the rates mostly lie above the limiting
rates and exhibit two different types of density depen-
dence separated by a plateau. At high densities where
the barrier height is expected to be almost constant, the
rates increase rapidly with the density, indicating that the
density dependence is coming through another process.
A likely mechanism for the enhanced escape rates is
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thermally assisted tunneling, whereby electrons tunnel
from a thermally populated excited state. As pointed out
by Yucel and Andrei, the tunneling rates increase much
faster with density than the thermally activated rates.
Consequently, as the density increases, tunneling from
the excited states will eventualLy beco1Tcc--IT?ore probabie--
than thermal activation to the top of the barrier. There-
fore, at high densities and elevated temperatures, the es-
cape rates are expected to become strongly density depen-
dent, as verified by our data.

At low densities, however, we expect thermal excita-
tion to the top of the barrier to be the dominant escape
mechanism. As illustrated in Fig. 19, the tunneling rates
from the first excited state as calculated in the CHM are
strongly density dependent. For n (1.4X 10 cm, they
become negligibly small, indicating that thermally assist-
ed tunneling does not play a role in the low-density re-
gime. Consequently the plateau region in Fig. 17 can be
attributed to thermal activation to the top of the barrier
whose height in this regime is almost independent of den-
sity.

V. TUNNELING AND THE LIQUID-SOLID
TRANSITION

Most of the data in Fig. 5 represent escape out of the
Wigner crystal phase as can be seen from the values of
the classical ordering parameter I marked on the upper
scale. As the density decreases the crystal melts into a
liquid at I =127+3. But the escape rates vary smoothly
through the transition indicating that the tunneling pro-
cess is insensitive to the long-range order in the electron
layer. This might not come as a complete surprise since

throughout our experiments the barrier width is smaller
than the interelectronic spacing, AZ(0. 5ro, so the es-
caping electron interacts primarily with its nearest neigh-
bors while it tunnels. On this short length scale the
liquid and solid phases are indistinguishable.

VI. CONCLUSIONS

We have observed the effects of electron-electron corre-
lations on the tunneling of electrons bound to a liquid-
helium surface. In the relatively low-density regime stud-
ied in this work we did not observe the dynamical
response of the electron lattice to the tunneling. Neither
did we observe any structure in the density dependence of
the rates at the liquid-solid phase transition. These
effects are expected to be significant when the barrier
width is comparable to the interelectronic spacing, and
when the response time of the electron layer is of the or-
der of the tunneling time. We estimate that in our system
this should occur for densities n ~ 10 cm . Although
we have not yet been able to accurately measure tunnel-
ing rates for such high densities, we demonstrated the
feasibility of a new generation of experiments which
could reveal the many-body and time-dependent aspects
of tunneling.
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