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We present a model of excited-state dynamics in dimerized molecular crystals such as a-perylene. The
essential element of the exciton-phonon interaction in this case is the modulation of resonance integrals
by the relative motion of the molecules engaging in excitation transfer. Eigenstates are found for a sub-
stantial part of the model Hamiltonian and a small remainder is treated perturbatively. The eigenstates
are identified with the excimer and Y states found in a-perylene, and a fit of experimental data is per-
formed on this basis. Experimental quantities considered include Stokes shifts, Y-state lifetime, and

fluorescence linewidths.

I. INTRODUCTION

In photophysical processes involving collisions of ex-
cited and unexcited molecules, it is possible for repulsive
core potentials to be overcome by attractive excited-state
interactions which do not exist when the same molecules
are in their electronic ground states. The transient hy-
bridization of molecular orbitals which typically occurs
during molecular collision allows two-molecule excited-
state orbitals to appear which have lower total energy
than the separated excited and unexcited monomers.
Should some agency allow surplus energy to be removed
during the collision, the result can be a bound state of
two molecules which exists only in an excited state—an
excited dimer, or excimer.! In solids, collisions are re-
placed by lattice vibrations, and excited states by energy
bands.

Excimers are distinguished by long lifetimes, Stokes
shifts which are particularly large, and by a characteristic
asymmetry between the shapes of absorption and emis-
sion spectra.2~® Absorption spectra in excimeric systems
are typically narrow and structured or ‘“monomeric,”
while observed emission spectra typically contain broad,
structureless “‘excimeric”’ components which may dom-
inate the usual monomeric emission.

It is perhaps another outstanding characteristic of ex-
cimers that the picture which has developed for excimers
in the gas phase and in solution'® also works very well in
solids. The reason appears to be that the mutual interac-
tion of the molecules comprising the excimer pair is so
strong that the influence of the host environment
amounts to only a weak perturbation. Still, there are
clear indications from a number of experiments that the
restrictive environment of a crystal lattice does modify
excimer equilibrium configurations (e.g., relative to
“free” excimers) and may in some cases inhibit excimer
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formation.’

In this context, we encounter the experimentally
motivated notion of excimer precursor states. The ex-
istence of excimer precursor states is inferred from low-
temperature spectral studies of a number of excimer ma-
terials wherein spectral features appear having charac-
teristics intermediate between those of the more typical
monomeric and excimeric emissions observed at higher
temperatures.!! “2? At the lowest temperatures, the usual
excimer emission disappears as the intermediate emission
grows in strength, giving strong support to the inference
that the associated state is a precursor to the excimer.
For definiteness, we focus on the dimerized organic
molecular crystal a-perylene, where the precursor to the
excimer or “E” state has been dubbed the “Y”’ state.!?

Since Tanaka!! first observed the Y-state emission from
a-perylene, a simple kinetic picture based on an asym-
metric double-well potential has provided a framework
within which all observations could be neatly organized.
The more recent study by Walker, Port, and Wolf'® has
elaborated upon this basic picture and shown it to be sa-
tisfactory in considerable detail. While this kinetic pic-
ture provides a serviceable description of the multistage
process of precursor and excimer formation and decay, it
lacks a satisfactory constructive basis in terms of elemen-
tary mechanisms. A number of authors have identified
the reaction coordinate implicit in the double-well pic-
ture with the intermolecular separation of the excited
pair. Thus a number of anharmonic potentials have been
used to model the excimer vibrational manifold.?* 26 In
one recent study, for example, Dunlap and Kenkre?® have
demonstrated how a single-well anharmonic potential
typical of intermolecular interactions can be deformed by
a crystal field into an effective double-well potential, ex-
plicitly demonstrating the possibility that lattice inhibi-
tion of excimer formation may result in the creation of
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precursor states.

We depart somewhat from this company in proposing
that a satisfactory explanation of the observed charac-
teristics of the Y and E states in a-perylene can be real-
ized through a simple description of the linear interaction
of a single excited dimer with the low-lying phonons of a
dimerized lattice. We propose that the Y state is not an
incompletely formed excimer, but is derived from a dis-
tinct electronic state which undergoes an activated transi-
tion to the excimer level.?”>?® This mechanism does not
fall directly under the heading of lattice inhibition, and is
thus complementary to inhibition mechanisms such as
discussed in Ref. 26.

There is broad general agreement that the E state is de-
rived from the symmetric pair state of the excited dimer,
and that its principal characteristics can be attributed to
deformation of the vibrational manifold associated with
this state. We make the simple proposition that the Y
state is derived from the antisymmetric state of the excit-
ed dimer, and that its principal characteristics can be
similarly explained. (A similar idea has been proposed by
Sumi;?® however, it is based on electronic-state assign-
ments quite different from ours, and leads to different re-
sults.)

Our proposal is motivated by several observations:
Lattice inhibition, as commonly viewed, causes a defor-
mation of the vibrational manifold of the excimer elec-
tronic level, and, as shown by Dunlap and Kenkre,2® may
introduce a second minimum in this manifold under ap-
propriate conditions. While it is intuitively clear that this
might lead to thermal activation and have some impact
on lifetimes of the Y- and E-state emissions,” %% it is not
clear (or at least has not been demonstrated) how lattice
inhibition might lead to the significant isotope effect ob-
served in the E-state emission and the essential absence of
an isotope effect in the Y-state emission.!® While it is not
necessary that these characteristics follow from our pro-
posed mechanism, both observations are consistent with
a Y to ground-state transition which is largely allowed
and an E to ground-state transition which is largely for-
bidden. Such a difference in selection rules would indi-
cate a difference in symmetry in electronic states from
which the Y and E states are derived.

There are other observations suggestive of such
differences in symmetry. Pressure-shift data show the Y
and E emissions to shift in different directions with in-
creasing pressure.’’ Moreover, it is known that the ¥
state can be populated by absorption into the 4,
Davydov component of a-perylene, and that the Y emis-
sion comes from a level below the A4, level and above the
gerade doublet (Ag,Bg ), suggesting that the Y state may
be formed by relaxation from the 4, level.'* On the oth-
er hand, the E emission comes from a level below the
gerade doublet, suggesting that the E state may be
formed by relaxation from these levels. Inspection of the
crystal structure suggests to us that the important
difference between the A, level and those of the gerade
doublet lies in the gerade/ungerade symmetry and not
the 4 /B symmetry.’! From this, we infer that the Y
state should be identified with an antisymmetric linear
combination of monomer orbitals, and that the E state
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should be identified with a symmetric combination.

This identification allows for the existence of Y states
only in solids, since the antisymmetric state is an anti-
bonding state and is therefore unstable in the gas phase
and in solution. Should the Y and E states be derived
from different electronic levels, as we propose, there
would exist two electronic levels for each value of inter-
molecular separation. As we presently show, weakly
structured, even harmonic, vibrational manifolds suffice
to explain the bulk of the experimental observations, pro-
vided the coexistence of the Y- and E-state vibrational
manifolds are properly accounted for. Moreover, con-
sistent with the observations noted above, radiative tran-
sitions between the symmetric ground state and the an-
tisymmetric excited state should be largely allowed, while
radiative transitions between the symmetric ground state
and the symmetric excited state should be largely forbid-
den.’>*® Thus we begin with a model which is already
qualitatively consistent with some of the more problemat-
ic experimental data.

We envision the following multistage
absorption/emission process: (1) (largely allowed) optical
absorption creates an excitation in the undeformed an-
tisymmetric pair state; (2) fast vibrational relaxation de-
forms the antisymmetric pair state into the Y state; (3)
the Y-state population is depleted by (largely allowed) ra-
diative transitions to the ground state and (activated)
nonradiative transitions to the E state; and (4) the E-state
population is depleted by (largely forbidden) radiative
transitions to the ground state.

In this paper, we focus on characterizing the Y and E
states according to our interpretation, and in substantiat-
ing the thermally activated behavior we anticipate. In
Sec. II, we make explicit identifications of the Y and E
states, and we consider diagnostic quantities which clari-
fy the properties of these states. In Sec. III, we derive the
nonradiative transition rate from the Y to E state by
means of the Fermi golden rule, and in Sec. IV we make a
number of comparisons with the experimental observa-
tions of Walker, Port, and Wolf!® for a-perylene. We
summarize our conclusions in Sec. V.

II. THE MODEL

We assume that electronic excitations can transfer res-
onantly from one monomer to another within a given di-
mer, but not between dimers in distinct unit cells. We
make a Born-Oppenheimer separation and assume the
monomer energy levels to be functions of the instantane-
ous configuration {Q]} of the lattice, and the resonance
integral for the excited dimer to be a function of the sepa-
ration between the two monomers AQ. Thus the total
model Hamiltonian has the form

H{Q}=E,{Q}ala, +E,{Q})ala,

—J(AQ)ala,+ala,), @2.1)

where a; (a;) creates (annihilates) an excitation on mono-
mer i. (Here and throughout this paper, the excited di-
mer is assigned the cell label “0,” and this label is
dropped where it is not specifically needed.)
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AQ =Qy; —Qy, is the separation between the two mono-
mers, where Q,; is the position of the monomer i. As-
suming that small oscillations about ground-state equili-
bria {R} are sufficient to describe the desired effects, we
expand E;{Q} and J(AQ) in Taylor series and truncate
at linear order

E,{Q}=E+ EF(')';j(umj—uOi)+"' ’ (2.2)
mj

J(AQ):J+G(u01_u02)+ ey, (2.3)

where u,,; is the displacement of the jth molecule of the
mth unit cell from its equilibrium position. E is the ener-
gy of an excited state of an isolated monomer, and J is
the corresponding resonance integral, both evaluated
when the lattice is in its ground-state equilibrium
configuration. The force constants F// and G character-
ize the exciton-phonon interaction; detailed definitions
are given in Appendix A. Using second quantized nota-
tion for the lattice, the Hamiltonian takes the form

H=H;+Hy+H;, , (2.4a)
= T T, y— T t
H,=E(aia,+a,a,)—J(aja,+asa,), (2.40)
th: Eﬁwqab;abqa ’ (2.4¢)
qga

H,, = Eﬁwqa(b;ra+b—qa)[)(ﬁza 11Lal +Xg§‘a;a2
qa
+xi§ala,+ala)], (2.4d)

where H,; describes the electronic excited states of a di-
mer in the undistorted lattice, and H, describes the lat-
tice vibrations. b;a (bg,) creates (annihilates) a phonon
of mode g of branch a. X% is the “local” coupling func-
tion for monomer i in the excited cell. In general, the lo-
cal coupling functions corresponding to different lattice
sites are equal in magnitude but differ by a phase factor
which arises from the symmetries of the lattice. x{5 is
the “nonlocal” coupling function.

Since the major consequences of our model depend pri-
marily on the local geometry of the excited dimer and on
the gross characteristics of the host-lattice vibrations, we
can simplify our analysis by working in one dimension.
Thus we take as our model lattice a dimerized harmonic
linear chain having two alternating sublattice constants d
and I —d (d <1 —d, cf. Fig. 1). Corresponding to these
alternating sublattice constants are alternating stiffness
coefficients k; and «, (k;>k,), where k; is the stiffness
coefficient of the “internal” spring, and «, is the stiffness
coefficient of the “external” spring. The angular frequen-
cies @, of the normal modes of a dimerized chain are
then given by

Ma)gaz(K2+K1)'—‘f]qa'\/K%+K%+2K2K1COS(q1) , (2.5)

where M is the mass of a single molecule, and {%is +1
for the acoustic branch, and —1 for the optical branch.
The acoustic bandwidth and the characteristic optical
frequencies are given by
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FIG. 1. Geometry of the exciton-phonon coupling. (a) x; and
K, are the stiffness coefficients, kK, > k,; G is the nonlocal cou-
pling constant; d and [ are the dimer spacing in the ground state
and lattice constant, / >/ —d >d. (b) Forces affecting monomer
level 1; |Fy|> |F,+8F|> |F,|>|F,—8F|. (c) Forces affecting
monomer level 2; while the magnitudes of corresponding forces
are the same as in (b), the difference in symmetry affects the
complex phases of coupling constants.

2 1/2
K
W= *172 , (2.6a)
wp=Hotw,), o,=io;—w,), (2.6b)
2k, +i) |7 2. |12
_ 2 1 _ 1
0= T , W= 7 (2.6¢)

It is well to note here that in addition to the acoustic
and optical modes there are internal modes of the
perylene molecule which are relevant in some respects.
We do not expect internal modes to make significant con-
tributions to either the structure of the Y and E states or
the transitions between them; thus we neglect them from
the bulk of our analysis. However, it is clear from experi-
ment that such modes contribute structure to the emis-
sion line shape of the Y state, and it is possible that a
similar structure is hidden beneath the broad excimer
emission. Thus, when we take up the subject of emission
line shapes, we will reconsider the effect of internal
modes.

The detail of the exciton-phonon interaction is
significantly affected by the dimerized structure of the
lattice. From three “local” force constants F,, F,, and
8F, we construct the four local forces F,, F,+8F, F,,
and F; —8F. These forces describe the modulation of an
excited monomer level by displacements of those unexcit-
ed monomers whose ground-state equilibria are found at
distances d, | —d, I, and | +d, respectively, from the ex-
cited monomer. Through these three force constants, a
value is assigned to each of the ten interactions linking
the excimer to monomers within the excited cell and the
two nearest-neighbor unit cells (cf. Fig. 1). Only one
“nonlocal” force constant G is needed to describe the
modulation of the resonance interaction by changes in
the separation of the monomers comprising the excimer
pair. The specific forms of the dimensionless coupling
functions x{ appearing in (2.4) and throughout this pa-
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per are derived in Appendix A.

While our model and most of the calculations which
follow admit a wide range of exciton-phonon interaction
strengths, we anticipate that the excimer requires values
of G and F, much larger than F| and 8F, since the form-
er are derived from interactions of the two monomers
comprising the excimer while the latter mediate the in-
teraction of the excimer with its environment, an interac-
tion which is known to be weak. G and F should thus
play important roles in determining the properties of the
Y and E states. Phonon-induced transitions between the
Y and E states will depend crucially on the value of 8F;
however, no gross property of the excimer appears to de-
pend sensitively upon the value of F,;. We note that in
the limit k;— o, the internal bond of the excimer be-
comes rigid, rendering F; the only meaningful force con-
stant; F, is thus the link between properties of the exci-
mer and properties of the well-known exciton-polaron de-
rived from acoustic phonons and must be retained in or-
der to maintain a complete description of the exciton-
phonon interaction.

We transform the Hamiltonian (2.4) into the ‘“Bloch
representation,” in which H, is diagonal:

H,=E.,a%a,+E_ala_, (2.7a)
ai=—‘/l—§(alia2) : (2.70)
E,=E¥J, (2.7¢)

a, (atr) annihilates (creates) a symmetric excitation of
energy E., and a_ (a' ) annihilates (creates) an an-
tisymmetric one of energy E__. In the Bloch representa-
tion, the exciton-phonon interaction can be decomposed
into two parts,

Hint =Hmod +Htran ’ (283)
where

Hooa= zhwqa(bT +b_g)(x%%ala, +x%%ta ),

(2.8b)
trans zhmqa)( Ehel (bT +b—qa)(a+a +a a+)

(2.8¢)
x¥ =3t +x%)=x17 (2.8d)
X=X —x4) (2.8¢)

H .4 describes the modulation of the bare eigenstates by
phonons, and H, . describes phonon-induced transitions
between the bare eigenstates.

Since the strength of the phonon-induced transitions is
due to the phase asymmetry in the local coupling
coefficients x{f and x%5, we refer to the transitionless
problem posed by the Hamiltonian

Ho=H;+Hy+Ho4 (2.9)

as the symmetric or symmetrized case. Consulting the
definitions in Appendix A, it is easily shown that y%_ is
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small relative to Y% under any reasonable circumstances,
and y% _ is small relative to y¥* provided that 8F is small
relative to FytG or F,. If y%°_ is neglected, there are
no phonon-induced transitions between the (+) and (—)
states, allowing us to use the well-known displaced-
oscillator transformation®® to diagonalize H, in the basis
of Bloch states. Thus we define the unitary transforma-
tion

U =exp

S (b)a—b_po)x%a'a, +x1% a_ )] :
qa

(2.10)

The annihilation operators representing the new dressed
quasiparticles and dressed phonons are given by

A,=Ula, U=a exp ZXg_Fa(b;a—bkqa)], (2.11a)

wa=UMb,U=b,,+(x%%ata, +x1%ta_). (.11b)

In order to maintain the distinction between these
dressed quasiparticles and the more usual small polarons
defined by a similar transformation in the site representa-
tion, we refer to the quasiparticles annihilated by 4, as
“Bloch polarons.” We identify the (+) and (—) Bloch-
polaron states with the excimer and Y states, respectively.
The aim of this paper is the characterization of these
states and the transitions between them.

In the Bloch-polaron basis, the symmetrized Hamil-
tonian takes the simple diagonal form

Hy=E, A% A4 +E_at a_ +zﬁa) Y Boa >
(2.12a)
where
E,=E,—E%9, (2.12b)
l.’_k nd = Eﬁwqab(f{“]z (2.12¢)

[A two-body term has been neglected in the Hamiltonian
(2.12a), since at present we consider only one-particle
states.] Although the symmetric and antisymmetric exci-
tations put on different “phonon clothes,” the dressed
states retain the symmetries of the bare states from which
they are derived. The symmetric and antisymmetric
Bloch polarons have different binding energies, which al-
low the energy difference AE between these two polaron
states to be greater or less than the ‘“bare” value 2J. In
terms of the coupling coefficients in the site representa-
tion,

AE=F_—E, =2+ 3 fio, {f+xEnn’ . 213
qa

We note that the deviation of AE from its bare value de-
pends on the product of the local and nonlocal coupling
coefficients, and thus depends on the interplay of local
and nonlocal coupling.

Since our dimerized lattice has two classes of bonds,
there are correspondingly two classes of bond contrac-
tions. We denote the change in the shorter ‘“‘internal”
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bonds 8D, (m), and similarly denote the change in the
longer “‘external” bonds AD, (m). Thus
8D (m)=( YV, (0)|2,,,(t)—1,,()| ¥, (0)),
(2.14a)
U (D|WL(0))

(2.14b)

where |¥,(0))=A4110), and #,,(¢) is the Heisenberg
operator representing the displacement u,,; given by

12 igml,q

N 1 # 77] t
mil) == | —= >— (bgoa+b_40) (2.15)
4 2 | MN o w;éz 99

where

nf*=+1, n{’=-1, (2.16a)
K1+K2€iql

{o= (2.16b)
K |K1+K2eiql| )

Since the polaron states are stationary states, we find the
time-independent results

8D (m)=8D%(m)+8D%(m) , (2.17a)
AD (m)=AD%(m)+AD% (m), (2.17b)
where 8D % (m) and AD% (m) are given by
. 172 cimiy =4
a = | — a__ ga
8D (m) UN % wll? nz 7{%)
(2.18a)
172 igml,,—qa
a —_ # e" X+ a2, iql __ @)
AD% (m) N ] % oll2 (n{%e" " —n§%)
(2.18b)

To leading order in the ratio k,/k;, we obtain the simple
result

(Fo£tG)+2F, F,
8D, (m)m — |8, g+ (8,18, 1)
- K1 Ky
(2.19a)
2F,
ADi(m)z—K—(SmYO+8m,_,) . (2.19b)
2

We note that the contraction 8§D (0) of the “excimer
bond” is determined primarily by interactions with opti-
cal phonons, while all other contractions are determined
primarily by acoustic phonons. In terms of the deforma-
tion functions 8D, (m) and AD,(m), the exact polaron
binding energies can be expressed in the intuitive form

ESmd =3 {1c,[8D.(m)*+1ik,[AD L (m)]*} , (2.20)
which is clearly just the net potential energy stored in all
the compressed or stretched bonds of the chain. Thus it

is clear that, relative to the ( —) state, the (+) state stores
“extra” energy in the “excimer bond” in the amount of
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E®ind — gbind = L 8D , (0)]*— 1k, [8D _(0)]?

~2C8 (F,+2F,), 2.21)
K

which is clearly due to the cooperation/competition of

local and nonlocal forces in compressing the internal

bond of the excited dimer.

III. FERMI GOLDEN RULE

There are several channels through which an excitation
in the Y state may decay.!® Decay to the ground state is
possible through radiative and nonradiative channels at a
combined rate which we denote by k,. Experiments on
a-perylene suggest any temperature dependence of k to
be unimportant, so we regard k, as a temperature-
independent constant to be determined by experiment.
We denote the rate of nonradiative Y- to E-state transi-
tions by k, _(T). The experimentally observed rate of
decay of the Y state is thus given by

k(T)=ko+k, _(T). 3.1)

We anticipate that k , _ (0) <<k, so the low-temperature
decay rate is essentially devoid of useful information re-
lating to the Y- to E-state transition. The purpose of this
section is to determine the temperature dependence of
k _(T) predicted by our model, and compare the result-
ing net rate k (T) with experimental observations.

For a single excitation, the eigenstates of H are direct
products of the Bloch-polaron states and products of the
dressed phonon number states. That is,

|4, () )=4%10)0 [T —2=10),

nqa

(3.2)

(1)

where {n,,} represents a general set of phonon occupa-
tion numbers. The eigenvalues of these eigenstates are
given by

E {n}=E,+ 3 fiwgang, - (3.3)
qa

The transition Hamiltonian in the dressed basis takes the

form

trans zﬁwan (BT +B_qa)
X(0,_Al A_+o_,4av4,), (4
in which
0,_=60"  =exp[23 xIX(B),—B_,q) 3.5
qa

is the operator which effects the rearrangement of the
phonon cloud during a transition from the (—) to the
(+) state.

Due to optical selection rules, the dimer can only be
excited from the ground state, which is symmetric, to the
(—) state, which is antisymmetric.3>3* The initial state is
surely an essentially bare state; however, vibrational re-
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laxation toward the antisymmetric Bloch-polaron state
begins immediately. In organic molecular crystals such
as a-perylene, typical vibrational relaxation times are of
the order of a few or a few tens of picoseconds. On the
other hand, the observed lifetime of the Y state in a-
perylene is o: the order of 10—100 ns.'® Since vibrational
J

k+_(T)=#f°° dt 3 P{ng},T){—,
T ()

{nqa} |Htran(t)Htran(0)| ) {nqa} ) ’
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relaxation times are several orders of magnitude shorter
than the observed Y-state lifetime, we can safely assume
that thermal equilibrium at the ambient temperature T is
quickly established on the Y-state vibrational manifold.
Thus the relevant Fermi-golden-rule rate for transi-
tions from the ( —) state to the (+) state may be written

(3.6)

where P({n,,},T) denotes the thermal equilibrium probability associated with the dressed phonon distribution set
{n,q},and H,,, (t) is the transition Hamiltonian in the interaction picture; that is,

iHyt /hi

—iHyt/#
Htran(t)ze Htrane °

— zha)qax?“a‘(ela)qatBJa_*—e_lw t
qa
with

—iw

0, (=0 (h=exp |23 xi§(e“*'B),—e ““B_,,)
qa

After evaluating the required expectation values and computing the thermal average, we find

k+_(T)= f_oo dt eiAEz/ﬁe¢(t)—¢(0) 2 wf;aIX‘iaftz{(Nqa—Fl)e_iw”"t+Nqaeiwq"t
o qa

where N, is the Bose distribution appropriate to w,,, and

—iw, t

“B_ e BEAg, (Al a_+eB9_ (a4t 4,1, 3.7
(3.8)

F 204 PLN g+ (1 e o) =N, (14 =) ) (3.9)

(3.10)

#()=3 |2XEI[(Nyg+ e o +Nqaei“’qa'] )
qa

Provided the nonlocal coupling is sufficiently strong, we can evaluate the time integral in (3.9) using a saddle-point
approximation in a manner which parallels the usual polaron problem.3®3” That is, we can rewrite ¢(¢) as a function of

a complex argument z =t +i#if3/2:

B(2)=2 3 12X15 1’ [N o Nyqt 1)1 2cos(@,42) ;
qa

(3.11)

¢(z) is then expanded in a power series about the saddle point z =0, so that

(2)=p(0)—y(z/H)?+ -+,
where

Y= (Fi,)* | 2X 151 [ N o Npu+ D112 .
qa

(3.12)

(3.13)

Upon truncating the series at second order in z, and deforming the integration contour to pass through the saddle point
where t = —if3/2, we may carry out the time integration and obtain an approximate formula for the transition rate.

The result is the somewhat cumbersome expression

172
m

ki (T)=*#

qa

—_— — & —_ 2 -
e (90 —§(0)—vB /4]2w§a|xi"_|2((Nqa+1)e @

E2? (—1)/4y —E2,(1)/4y
+Nqae a
— g2 (—2)/ —F2 (—
X AEP (N g+ D2 02 o 1)e e T
—2
F[1=2N (N g+ 1)]e a7
—E2 (1)/4 —E2 (2)/4
—2Nge @ T HNZe Tt (3.14)
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where for simplicity we have introduced the notation
E,(n)=AE—PBy+nfiw,, It is this expression which
has been used to fit the experimental data of Walker,
Port, and Wolf.!8

It should be noted that this approximation requires
strong coupling, but does not require temperatures to be
excessively high; thus the general result of this approxi-
mation may be valid over a wide range of temperatures if
the coupling is sufficiently strong. To obtain a more com-
pact and more familiar expression, we consider the limit-
ing form of this rate found at high temperatures:

1/2
drkp, T _
ki-(D=Q ——ri— FaaZta (3.15)
wherein

Q=3 o, lxi ?, (3.16a)

qa
L= #o,,12x{51*, (3.16b)

qa

r 2

Eact=(Mi—rr) . (3.16¢)

One can show that in terms of the various bond contrac-
tions, the coefficient I" can also be given as

=3 {1k [8D (m)—8D_(m)]?

+1k[AD  (m)—AD_(m)]*} . (3.17)

Because the transitions we consider are phonon assisted,
the transition rate is controlled by the number of pho-
nons present. Therefore, the prefactor is proportional to
T'/2 in the high-temperature limit, instead of the temper-
ature dependence T~ !? found for intersite transitions in
the usual polaron problem.?’

In order to make clear the crucial influence of the non-
local coupling on the transition rate, we examine the tem-
perature dependence of the transition rate in the absence
of nonlocal coupling. It is clear that (3.14) must cease to
be valid when nonlocal coupling is sufficiently weak; how-
ever, in the weak nonlocal coupling limit (G —0), we can
evaluate the transition rate directly from (3.9), where-
upon we find the exact result

lim k, _(T)=2m7, ﬁwfmb(‘!f‘_ 2
G—0 ps

X [N,o8(27 +Hiw,q)
+ (Nt 82T —Hiwr )] -
(3.18)

The phonon absorption term of (3.18) vanishes identical-
ly, reflecting the fact that in the absence of nonlocal cou-
pling, those transitions from the Y state to the E state
which would occur by absorbing phonons would fail to
conserve the total energy. The phonon emission term of
(3.18) generally contributes, but very weakly. The transi-
tion rate does not have an activated temperature depen-
dence, but is linearly proportional to temperature,
reflecting the fact that in the absence of nonlocal cou-
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pling there is (here) at most one phonon mode resonant
with the energy gap (2J) separating the Y and E states.
When the electronic energy gap exceeds the phonon
bandwidth, one-phonon processes are forbidden, resulting
in a vanishing rate. Thus it is nonlocal coupling that
must be responsible for several of our system’s important
thermal characteristics: (1) the activated temperature
dependence of the transition rate, (2) the contribution of
absorptive processes, and (3) the strength of the transi-
tion.

Having these conclusions in hand, we can summarize
the thermal behavior of the system in a configuration dia-
gram. We may use the separation of the excimer pair as
the reaction coordinate provided we account for the fact
that the potential energy surface has two sheets. Thus we
write

Vilr=E,+1ilk(r—d.y)?, (3.19)

where d.=d +6D(0). By setting V_ (r*)=V_(r*),
the two sheets of the potential energy surface intersect at

AE

*=1 —_— =
Pyl ) R

2

(3.20)

Thus, in terms of d. and r*, the quantities in (3.17) are
given by

L
E\ #
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FIG. 2. Effective semiclassical potential-energy surfaces for
the Y and E states. The reaction coordinate is the separation of
the excimer pair.
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F~ik(d;—d_)? (3.21)
E, =ik (r*—d_)? (3.22)

Therefore, we can draw these two sheets of the potential-
energy surface as in Fig. 2, and clearly identify the activa-
tion barrier with the intersection of the Y- and E-state vi-
brational manifolds. This identification at once provides
an explanation for the strength of the transition and the
contribution of absorptive processes as well. The
strength of the transition is enhanced due to the fact that
in the neighborhood of r*, the energy gap between the
electronic states grows arbitrarily small, allowing every
acoustic-phonon mode to contribute to the transition.
Beyond r*, the energy ordering of the Y and E states is
reversed, allowing absorptive as well as emissive process-
es to contribute.

IV. COMPARISON WITH EXPERIMENT

The Y and E states of a-perylene have been studied
rather extensively over a period of many years by a num-
ber of different experimental groups and by a number of
techniques.!’ 22 Certain measured quantities, such as
lifetimes, Stokes shifts, and linewidths, have proven to be
fairly robust and are generally accepted as intrinsic prop-
erties attributable to the excimer and the Y state. We
now test our model by fitting our results to a suite of ex-
perimental data.

Preliminary to fitting model results, we must establish
a reasonable phonon-dispersion relation. Direct mea-
surements of the relevant dispersion relations in a-
perylene appear not to be available; thus we must fix the
form of the dispersion relation using less direct informa-
tion. We fix the two unknowns (k; and k,) in the disper-
sion relation (2.5) by assigning the Einstein frequency wg
the value of the 104-cm ™! A, mode,*® and by assigning
the longitudinal acoustic sound speed the value 2.5X10°
cm/s found by Nelson, Dlott, and Fayer'* along the b
axis. This results in an acoustic-phonon bandwidth of ap-
proximately 25 cm ™!, in reasonable agreement with simi-
lar organic crystals. The width of the optical band deter-
mined in this way is a factor of 10 smaller than that of
the acoustic band. The two stiffness coefficients found
are quite different («;/k,=~17), consistent with assump-
tions made from time to time in the foregoing sections in
order to simplify the form of presented results.

Having fixed the dispersion relation, we must adjust
the four microscopic force constants G, F,, F, and 8F so
as to obtain the best description of the basic spectral
data. We do this in two stages. First, we note that in our
general formula for the Y-state lifetime (3.9), the force
constants F, and F; enter only through the quantity AE;
this quantity, however, can be obtained directly from the
Stokes shifts and Davydov splitting through the relation

AE=1(S;—Sy+2J), 4.1)

where S; and Sy are the experimentally determined
Stokes shifts for the excimer and Y states, taken to be the
separation of the centroids of the absorption and emis-
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sion bands. (This relation involves our model assumption
that the vibrational manifolds in the ground and excited
states have the same shape or curvature; this is a limiting
assumption which we address below.) Thus we fit the
lifetime data of Walker, Port, and Wolf'® using only the
force constants G and 8F as fit parameters. In order to fit
this data, however, we must recognize that the high-
temperature limit (3.15) is not strictly applicable. We
therefore use the more general saddle-point formula
(3.14). The result of this fit is shown in Fig. 3. (The two
data points at highest temperature have not been includ-
ed in our fit procedure because we have been informed
that the flattening out of the lifetime which these points
suggest has not been borne out by later experiments. We
are told that new data, not available to us at this writing,
continue the downward trend without flattening out.*)
Second, to determine F, and F,, we relate the polaron
binding energies to the relevant experimental Stokes
shifts and the Davydov splitting:

ESM=1(S,—2J), 4.2)

Ebrd=1g . 4.3)
The relative values of the microscopic force constants ob-
tained in this way are G =3XF,~=~100XF,8F. (Abso-
lute values are given in Table I.)

Using these fit parameters, a number of related quanti-
ties can be calculated. We find, for example, an activa-
tion energy of 428 cm~!. This is significantly higher than
the 310-cm ! value found by Walker, Port, and Wolf,'® a
difference which can be understood to some degree by
considering the role of the temperature-dependent prefac-
tor in our result; the corresponding prefactor in the rate
formula used by Walker, Port, and Wolf'® was tempera-
ture independent. We can also calculate the lattice dis-
tortions found in the excimer and Y states. In the exci-
mer state, we find a bond contraction of approximately
0.35 A. This value is in reasonable agreement with
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FIG. 3. The decay time of the Y fluorescence in a-perylene as
a function of temperature. The solid line is the result of our
model calculation. Points are experimental data from Walker,
Port, and Wolf (Ref. 18); the last two points at high temperature
were not included in the fitting procedure following advice of
the experimentalists (Ref. 39).
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Tanaka’s estimate of 0.3-0.4 A (Ref. 11) based on relat-
ed but distinct considerations. In the Y state, on the oth-
er hand, we find the internal bond to be stretched by
about half this distance.

Because the experimentally measured emission line

shapes are the result of steady-state measurements, and
because the vibrational relaxation times in both the Y and
E states are quite long relative to the Y- to E-state transi-
tion rate and both the Y- and E-state lifetimes, we can as-
sume thermal equilibrium conditions to hold in both the

TABLE 1. Input quantities are those model parameters which can be determined directly from exist-
ing experimental measurements. Derived quantities are those model parameters which can be derived
from input quantities without any knowledge of the four microscopic force constants. Fit quantities are
the four microscopic force constants not currently accessible to direct experimental measurement; the
force constants G and 8F were determined by a best-fit analysis of the Y-state lifetime data of Walker,
Port, and Wolf (Ref. 18), the force constants F, and F; were adjusted such that the model prediction
for the binding energies agreed with values derived from the Stokes shifts (Ref. 13) and the Davydov
splitting (Ref. 22). Calculated quantities are the model results of interest which depend on the specific
values taken by the microscopic force constants and thus must be derived post-fit. Comparison quanti-
ties are experimental data not used in the fitting procedure, but which can be directly compared with
model predictions as an independent check on the quality of the fit; the discrepancy between the com-
parison quantities and the calculated quantities is addressed in the text.

Quantity Value Source
Input quantities
d (interplane distance) 347 A References 11 and 48
I (b axis) 10.87 A References 11 and 48
M 422X1072 g Reference 48
o 104 cm™! Reference 38
v (sound speed along b axis) 2.5X10° cm/s Reference 14
2J 600 cm ™! Reference 22
S (E Stokes shift) 5500 cm ™! Reference 13
S, (Y Stokes shift) 1300 cm ™! Reference 13
ko 2.25X107 57! Reference 18

Derived quantities

i 4.72X10* dyn/cm (2.5)
Ky 8.10X 10* dyn/cm (2.5)
K1/K; 17.14
o, 25.12 cm™! (2.6a)
o, 3.0 cm™! (2.6b)
AE 2400 cm ! 4.1
EY=E, —E, 2450 cm ™! 4.2)
EYM=F —F_ 650 cm ™! (4.3)
Fit quantities
G 2.105X10™* dyn (3.1),(3.14)
8F 470X 1075 dyn (3.1),(3.14)
Fy 7.60X107° dyn (4.2),(4.3)
F, —2.47X107¢ dyn (4.2),4.3)
Calculated quantities
r 5454 cm™! (3.16b)
E. 428 cm™! (3.16¢)
8D, (0) 0.348 A (2.19a)
8D_(0) —0.176 A (2.19a)
FWHM (+) (at 50 K) 1233 cm™! (4.9),(4.10)
(at 300 K) 2362 cm™!
FWHM (—) (at 5 K) 598 cm™! (4.9),(4.10)
(at 50 K) 638 cm ™!
Comparison quantities
FWHM (+) (at 50 K) 1900 cm™! Reference 18
(at 300 K) 3500 cm™! Reference 18
FWHM (—) (at 5 K) 1000 cm ™! Reference 13

(at 50 K) 1000 cm™! Reference 13
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Y- and E-state vibrational manifolds for the purpose of
calculating emission spectra.

In order to address the full structure of the emission
line shapes, however, we must briefly consider the inter-
nal modes of the perylene molecule. Provided the inter-
nal and external modes of vibration are weakly correlat-
ed, the complete emission spectrum should be well
represented by the convolution of the fundamental spec-
tra F,(w) due to crystal modes, and the monomer spec-
trum M (w) due to internal modes

I~ [ do'Fio—o M) | (4.4)

27 Y —w

The monomer spectrum, of course, is itself an extended
convolution of contributions from all the internal modes
of vibration; however, one or two dominant contributions
suffice to give its approximate shape. For example, the
main peak of the Y emission and the few peaks resolved
on its low-energy side are separated by approximately
#iwy,, =1350 cm ™!, in good correspondence with one of
the known internal modes of perylene.*>*! (The peak on
the high-energy side of the main peak suggests a contri-
bution from a second internal mode which, for simplicity,
we do not consider. See Sumi®® for a more extended dis-
cussion.) Since #iw,, is high relative to kz T even at room
temperature, we do not need to consider thermal popula-
tion factors, allowing the monomer spectrum to be given
simply as

1
M(w)=M, S E-8[o—(+gwy], @.5)

<o !

where g is a constant related to the coupling strength of
the intramolecular mode;*’ this constant can be deter-
mined from the experimental spectra to be approximately
0.3 for the case of interest here.

To calculate the fundamental spectrum, we use the
methods of the previous sections; thus,

Fi(w):%Lui'zf_-Foodt e_i(ﬁm_Ei)t/ﬁe7¢i(t) i (4.6)
where
¢ (=3 |XLP[(N g+ e ="+ N, e "] . 4.7)

qa

Since both the excimer and Y emissions are very nearly
Gaussian, we may expand ¢..(¢) to second order in time
and use the resulting Gaussian integral to approximate
the line shape.*? Thus

_ (277.)3/2 i 1
171;(0))'~ # Il‘ | o
fio—(E, —2E8%"))?
X exp —[ ;2 =] , 4.8)
=
(4.9)

o= 3 Ix¥*i%w} coth(LBfiw,,) .
qa

The result of convoluting this approximate fundamental
spectrum with the approximate monomer spectrum is
shown in Fig. 4. The parameter values used in obtaining
the displayed line shapes are the same values determined
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by our fit of the transition rate data and Stokes shifts. It
should be noted that these parameters are determined
once for all temperatures, so the changes in line shape
seen in Fig. 4 reflect intrinsic properties of the theory and
are not the result of independent fits at different tempera-
tures.

Our calculated line shapes are narrower than the ob-
served lines by a significant fraction. The full width at
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FIG. 4. Emission spectra as calculated from (4.4) ff. Each
panel represents a different temperature; (a) 7 =300 K, (b)
T=50K, and (c) T =5 K. In consideration of the fact that our
approximate method does not allow the accurate determination
of total intensities, the height of the main peak of each emission
spectrum has been arbitrarily set to unity. Solid curves indicate
the predicted shapes of lines actually observed; dotted curves in-

dicate the predicted shapes of lines too weak to be resolved in
experiments reported thus far.
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half maximum (FWHM) given in terms of the Gaussian
dispersion is

FWHM(£)=2v2In2 o, . (4.10)

The absolute values of the FWHM thus obtained (cf.
Table I) are smaller than the measured values by roughly
one third; this factor appears uniformly in that the same
factor applies very nearly to both the excimer width and
Y-state width, and at all measured temperatures, suggest-
ing that the source of the discrepancy may lie in a single
scale factor. That there should be such a factor might
have been anticipated, based on a comparison of our
method with the previous analysis of Birks and Kazzaz®
applied to pyrene. These authors considered the decay of
an extinction from a single shifted harmonic vibrational
manifold, and concluded that the ground-state manifold
should be significantly “stiffer’ than that of the excited
state in order to account for the full width of the excimer
emission. In our approach, the vibrational manifolds in
the ground and excited states have the same shape, a fact
we have exploited to obtain simple and exact solutions.
We expect that a modest generalization of our method
which would allow for a softer internal spring constant in
the excited state would make up for the noted deficit in
width. Preliminary results of such a generalization sug-
gest that a comparable analysis is possible;** however, re-
portable results are not yet available.

V. CONCLUSION

In this paper, we have attempted to render plausible a
possible mechanism for occurrence of excimer and Y
states in dimerized solids such as a-perylene. While oth-
er mechanisms may also be considered plausible, we find
our proposal compelling for the simple reason that the
effects we identify follow necessarily from the most ele-
mentary interactions which must be present in the
relevant lattice geometry; we require no exotic or special
effects in order to arrive at a satisfactory explanation of
the available spectral data. Indeed, viewed from an ap-
propriate perspective, our proposal is almost prosaic.

If all that we suggest is true, one should immediately
ask two questions: First, why is the observation of exci-
mer and Y states not the rule in all dimerized solids; and
second, is our proposal limited to dimerized solids and
therefore not applicable to simpler solids, where the
dimerized lattice structure does not appear to play any
role? Regarding the first question, it is clear from our
analysis that distinct excimer and Y states should be
found only when nonlocal coupling as measured by G is
significant relative to local coupling as measured by F,
and this crucial property is not guaranteed by the mere
existence of a dimerized lattice structure. We should not,
therefore, expect excimers and Y states to appear routine-
ly in dimerized solids, but incidentally in those solids
where nonlocal coupling is strong. Regarding the second
question, almost the same answer applies: it seems likely
to us that the dimerized structure of the lattice is a con-
venience and not a necessity. The crucial element of the
proposed mechanism lies in the fact that nonlocal cou-
pling is quite sensitive to excited-state symmetry. In a
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generic lattice, where normal energy-band transport is ex-
pected in the absence of interactions with phonons, our
eigenstate label (L) generalizes to the wave vector k.
The wave vector, of course, is a symmetry label like our
(x); typically, states near one edge of an energy band are
nearly antisymmetric like our (—) state, and states near
the other edge of the band are nearly symmetric like our
(+). Generalizing our conclusions, one might expect ex-
cimerlike states near one edge of a band and Y-like states
near the other. Since excimer and Y states typically ex-
perience different kinds of energy shifts, one might expect
energy shifts to vary across the band, leading to phonon-
induced distortions of the energy band in materials where
this mechanism is operative. This is precisely what has
been found previously in related studies by Dissado and
Walmsley*>*¢ and by Munn and Silbey.*’

Our proposal allows us to account for important exci-
mer and Y-state characteristics such as Stokes shifts, rela-
tive linewidths, the activated nature of the Y- to E-state
transition, and the detail of the temperature dependence
of the transition rate. In addition, selection rules which
one would expect to apply make the model qualitatively
consistent with accessory observations of isotope effects
in decay rates. One detail which does not yet fall in line
with experimental observations is the absolute value of
the fluorescence linewidth; our results still show a deficit
in linewidth. As noted above, this detail appears to be
due to greater softness in the excited-state vibrational
manifolds than in the ground state. We expect this defect
to be remedied within a generalized model;** however, it
must be noted that one should expect the specific values
of the fit parameters to change somewhat in the course of
generalization. In consideration of this, and the fact that
we have approximated the four Davydov components of
a-perylene by only two levels, and have replaced the
three-dimensional a-perylene crystal lattice by a one-
dimensional harmonic chain, what is most meaningful
about these specific-fit parameters is not their absolute
values but their relative magnitudes; perforce, it should
be noted that throughout our fitting procedure, and un-
der many trial assumptions (including the use of synthet-
ic, noisy data to test the sensitivity of our fits to modest
random errors), the relative values of the best-fit elemen-
tary force constants were roughly maintained. The fact
that a satisfactory fit of the a-perylene data should re-
quire such a large relative strength of the nonlocal
exciton-phonon interaction is perhaps the most
significant single observation for future modeling con-
siderations.

Note added in proof. Since the original submission of
this paper, there have been several developments worth
noting.

(1) Neutron-scattering experiments mapping out the
phonon-dispersion relation for a-perylene have been re-
ported by Schliefer et al. in Ref. 49. The bandwidth of
longitudinal-acoustic phonons according to these mea-
surements is somewhat greater than 20 cm™ !, in reason-
able agreement with the estimated value of 25 cm ™! used
in this paper.

(2) The conjecture at the end of Sec. IV that the one-
third deficit in linewidth we find in this paper might be



47 QUANTUM THEORY OF SOLID-STATE EXCIMERS: ...

made up by explicitly accounting for a suspected softness
in the excited bond has been borne out in our analysis of
a generalized model to be presented elsewhere.’® That
analysis involves the formation of a local vibrational
mode on the excimer bond, and a renormalization of all
related quantities.

(3) Spectroscopic studies of perylene monolayers in
Langmuir-Blodgett films have produced results consistent
in many respects with the model presented here.’!">?
However, those experiments raise a number of difficult
questions which challenge all existing analyses of a-
perylene, including the one presented here. Continued
study of this problem from a sufficiently general perspec-
tive is required.
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APPENDIX A

In this Appendix, we derive the coupling constants
from a specific model of exciton-phonon coupling in a
dimerized chain. We make a number of assumptions in
order to obtain wieldable results; however, all of the
essential features of interplay of the exciton-phonon in-
teraction with the geometry of the lattice are preserved.
We assume that only motions within a given unit cell and
interactions between contiguous unit cells are of impor-
tance. In this approximation, the force tensor F7Y, given
by

aEm{Q}

Fri= ,
9Qm;  |io)=(r)

ni —

(A1)

has ten relevant nonvanishing elements indicated in Fig.
1:

Fg% = _Fgé =F0 ’ (A2a)
Fo=—Fq'' =Fg;=—Fq " =Fy, (A2b)
Foy=—Fq'*=F,+58F , (A2¢)
Fil=—Fy" ' =F,—&F . (A2d)

F, is the force constant giving the energy shift of an iso-
lated monomer level due to a unit displacement of the
unexcited monomer in the same excimer pair. F,; is the
force constant giving the energy shift of an isolated
monomer level due to a unit displacement of an unexcited
monomer occupying an identical position in one of the
two nearest-neighbor unit cells. In a reasonable approxi-
mation, the force constants characterizing the remaining
interactions between the constituents of nearest-neighbor
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unit cells can be taken to be F;+8F, with (+) corre-
sponding to the nearest and (—) to the farthest pairs of
monomers in nearest-neighbor cells. We refer to all such
“F forces as ‘““local” forces, and we shall find that all
three force constants F,, F;, and §F are essential to de-
scribe the excimer. On the other hand, to describe modu-
lation of the resonance integral, we need consider only
changes in the separation of the monomers comprising
the excimer pair; thus we require only one force constant,

co 8710} __ajo)

= s (A3)
9Q0; 9Q0,

{e}={R}

{e}={R}

which we refer to as a “nonlocal” force.
The dimensionless coupling functions ¥ are given by

1 12| F,
xir= m] 7(773 —n{%)
+iFsin(gl)(9§*+n{%)
—8F([cos(ql)m§*—ni{*] |, (A4)
) 2[R,
. S _____( a__ a)
X% [ﬁMNwSal 5 (m3%—ni
+iF sin(ql)(m§*+ni%)
—8F[n{*—mn{%os(ql)] |, (AS)
172
1 G
— —_— —_— a___ a R A
x13 [ﬁMNw;a 5 (M3 =n{%) (A6)

where the 17” are defined in (2.16). In the basis of Bloch
states, the coupling functions take the form

1 172
= ‘W (36
—8F cos(1gD) 1(n§*—ni%)
+iFsin(gl)(9*+n{*)} , (A7)
1 172 .
Xﬂa_ = m SF( ’l’]‘fa+7]ga )sz( %ql) . (A8)

Keeping in mind the anticipated relative magnitudes
K;>>k, and G, Fy>>F,8F, (A7) shows that the (+) and
(—) state characteristics are predominantly determined
by interactions with optical phonons; however, (AS8)
shows that the transitions between these states are
predominantly determined by interactions with acoustic
phonons. These expectations are borne out by detailed
calculations such as those in the main text.
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