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We report on results of the measurement of the linear specific-heat coefficient, the magnetic suscepti-
bility, the *Cu NMR Knight shift, and the **Cu NMR spin-lattice relaxation time of single-phased
metastable Ag-Cu alloys prepared by means of rapid quenching techniques. Difficulties in preparing the

metastable alloys are discussed in some detail.

Self-consistent Korringa-Kohn-Rostoker coherent-

potential-approximation calculations were performed to allow for a detailed and parameter-free discus-
sion of the experimental data and their relationship to the electronic structure of the alloys.

I. INTRODUCTION

In contrast to the isoelectronic noble-metal systems
Au-Cu and Ag-Au, the equilibrium phase diagram of the
alloy system Ag-Cu (Ref. 1) exhibits simple eutectic be-
havior with a wide miscibility gap (Fig. 1). However, un-
der certain nonequilibrium conditions the formation of a
crystalline-disordered fcc alloy (¢ phase) can be achieved.
Duwez, Willens, and Klement? showed that by applying
ultrafast quenching techniques to liquid Ag-Cu alloys,
the segregation into the Ag- and Cu-rich phases a and B

T(°C)

600

L T T T

0 ' S0 100
x. (at.%)

FIG. 1. Phase diagram of Ag-Cu (Ref. 1). The dashed line
gives the minimum undercooling temperature T of liquid Ag-Cu
necessary to obtain a transition to the metastable crystalline
phase of the same composition (Ref. 43).

can be suppressed. The lattice constant of the resulting
single-phased crystal varies smoothly with composition
as is found by x-ray diffraction.*” ¢ Until now few at-
tempts were undertaken to investigate the electronic
structure of such metastable alloys.””° Here we present
measurements of various physical properties related to
the electronic structure, namely the linear coefficient of
the low-temperature specific heat, the magnetic suscepti-
bility, and the NMR Knight shift and spin-lattice relaxa-
tion time of “*Cu in Ag-Cu. Moreover, charge-self-
consistent Korringa-Kohn-Rostoker coherent-potential
approximation (KKR-CPA) calculations were performed
to allow for a detailed interpretation of experimental re-
sults. Because the alloy Ag-Cu is one of the most difficult
systems to quench into the single-phased state,'® we de-
scribe the sample preparation in some detail.

II. SAMPLE PREPARATION AND x-RAY ANALYSIS

The Ag-Cu alloys were prepared by Degussa (Hanau)
by melting appropriate quantities of Ag (99.995%) and
Cu (99.999%) and casting the liquid into crucibles. Sam-
ples with a nominal silver content of 10, 20, 30, 40, 50,
60, 70, 80, and 90 at. % were obtained this way. The
various steps for this purpose were as follows: Pieces of
approximately 0.5 g were cut off the alloy bars, cleaned in
methanol, and etched in a H,0,/NH,OH mixture for 30
s to remove surface contaminations. To prepare metasta-
ble single-phased samples from this starting material, we
used a quenching apparatus that is based on the gun tech-
nique and is similar to that described by Davies and
Hull.'! The alloys were induction heated in a ceramic
crucible under an argon atmosphere, melted, and held at
a fixed temperature for 1 min. Then the liquid alloy was
forced through a hole of 0.5-mm diameter in the crucible
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by releasing a helium gas shock wave (pressure 7 MPa).
The rapidly accelerated liquid alloy hit a water-cooled
target and was quenched very quickly this way. Cooling
rates of 10® K/s are normally achieved by means of this
technique.!®!? The resulting quenched alloy samples
consisted of splats of different sizes. The material was
separated into groups according to their size using
meshes of different fineness. An x-ray diffractometer was
used to determine the lattice constants of the splat ma-
terial. Figure 2 shows the (111) reflex of Ags,Cus, sam-
ples using Cu Ka radiation. The cast but not quenched
sample consists of two phases a and B, whereas the
quenched alloy has formed the metastable ¥ phase and
only two weak structures are left over from the a and B
phases.

Many of the quenched alloy samples exhibited three
lines of varying relative intensities originating from the «
and B phases and the metastable ¥ phase, respectively.
This was due to too slow cooling and therefore
insufficient suppression of phase segregation. This prob-
lem has already been mentioned by Duwez.!° To investi-
gate this we define the phase segregation parameter S,

m

Y
=, 1
my,+mgt+m, M

S
“where m is the molar fraction of a specific case. The mo-
lar fraction was determined by measuring the intensities
of the corresponding x-ray peaks and weighting them by
the scattering powers of Cu and Ag. Obviously S =0
means total phase segregation and S =1 exclusive pres-
ence of the metastable phase. We found that S depends
primarily on two parameters. First, on the size of the
splats: the smaller they are the higher the value of S.
This can easily be understood because the cooling rate for
large particles on the cold target is much smaller than for
small ones and therefore the suppression of the equilibri-
um phases a and B is less efficient. Second S depends on
the initial temperature of the liquid metal before hitting
the cooling target. Figure 3 shows S for the alloy
AgeCuyg and three different splat sizes for various initial
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FIG. 2. X-ray diffractograms for AgsCus, intensity vs
diffraction angle 26. Left-hand side: powder (not quenched);
right-hand side: quenched samples (splat diameter <50 pm).
The positions of the pure metal diffraction peaks are marked.
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FIG. 3. Phase segregation parameter S for the alloy AggCuyg
and different splat diameters and temperatures AT above the
melting point T,, =780°C. Triangles: splat diameter <50 um;
circles: splat diameter =~0.2 mm; crosses: splat diameter > 1
mm.

temperatures given as the temperature AT above the
melting point (780 °C). Clearly the small particles have a
greater content of the y phase, as already mentioned.
For the fine splats, however, a high initial temperature is
necessary in order to suppress phase segregation. This
stems from two effects. First, for too low initial tempera-
tures the liquid metal cools down on its way to the target
through the argon atmosphere, thus allowing partial or
total crystallization (and subsequent segregation) before
hitting the target. Second, even in the liquid alloy there
might still be some local short-range order at tempera-
tures only slightly above the melting point, therefore fa-
cilitating phase segregation after cooling down. For the
large samples, however, a low initial temperature serves
better to avoid phase segregation. This is because the hot
drops take too much time to crystallize on the target
when the initial temperature is too high. These con-
siderations are completely consistent with the fact that a
liquid-solid transition without a change in concentration
occurs only if it is accompanied by a decrease of the
Gibbs free enthalpy. From this thermodynamic require-
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FIG. 4. Lattice constants of disordered single-phased meta-
stable Ag-Cu alloys. Full circles: this work; open circles: Ref.
4. Dotted line: concentration-weighted mean lattice constant
(Vegard line).
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ment a minimum supercooling temperature T, can be de-
rived that is included in Fig. 1.

Thus, the ideal conditions for the preparation of
single-phase alloys are (a) to remove the large splats, and
(b) to choose a sufficiently high but not too high initial
temperature depending on the melting point of the alloy.
For Ag-Cu and our apparatus we found AT = 500°C to
be a good choice. For all available compositions of Ag-
Cu approximately 0.5 g of single-phased splats (S >0.9)
were produced, requiring about 20 shots for each compo-
sition.

The measured lattice constants are shown in Fig. 4.
These values vary smoothly with concentration and are
in good agreement with the results of other authors.

III. SPECIFIC-HEAT MEASUREMENTS

The specific-heat measurements were performed by
means of a quasiadiabatic method between 1.5 and 8 K.
A newly developed apparatus used for the experiments
operates automatically and has a temperature regulation
based on a Cryocal germanium resistor.

Usually the low-temperature specific heat C of a metal
or alloy is expressed in terms of a power series
C(T)=yT+BT*+ - - -, where the first term stands for
the electronic contribution and the second for the lattice
contribution. While 3 is related to the Debye tempera-
ture ©p, vy is a direct measure for the total density of
states n (E) at the Fermi energy

y=2mkgn(Ep)(1+A,+Ag+ ), )

where kp is the Boltzmann constant. Compared to the
bare density of states (DOS), electron-phonon coupling
(Ae;) and spin fluctuations (Ay), and probably other
mechanisms in general, increase y. A factor 2 occurs in
Eq. (2) because we use the DOS per spin throughout the
paper.

The accuracy of the raw data, plotted as C /T versus
T? is better than 1% for our samples yielding an accura-
cy of about 1% for y and 3% for ©,. The resulting
values for y are given in Fig. 5. They follow a fairly
smooth function from Cu to Ag and connect the values
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FIG. 5. Measured and calculated linear coefficient of the
low-temperature specific heat y of Ag-Cu. Full circles: y mea-
sured in this work; squares: measurements by Ref. 13. Crosses:
calculated y (pure metal values by Ref. 14). For the calculation
of y from the DOS, Eq. (2) was used with a concentration-
independent enhancement parameter A, =0.05.
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for pure Ag and Cu taken from the literature by a nearly
horizontal line.

IV. MAGNETIC-SUSCEPTIBILITY MEASUREMENTS

The magnetic susceptibility Yy was measured by means
of a Faraday balance where the force on the sample in an
inhomogeneous magnetic field is used as a direct measure
for the magnetic susceptibility. The maximum field
which could be achieved by the apparatus was 0.8 T and
the resolution of the balance was 107° N. An Oxford
continuous flow cryostat allowed temperatures down to
4.2 K with a stability of 0.1 K. The apparatus was cali-
brated with CoHg(SCN), which has a magnetic suscepti-
bility of 16.45X 107 ® emu/g at 300 K."* The field depen-
dence of y was determined at various temperatures and a
Honda-Owen plot was used to eliminate the effects of fer-
romagnetic impurities. The resulting y for the various
temperatures were fitted numerically to the ansatz
x(T)=x(0)+C /T, where the second term is a Curie-like
contribution accounting for possible paramagnetic im-
purities.

The resulting x(0), representing the susceptibility of
the Ag-Cu matrix, is shown in Fig. 6. In our fitting pro-
cedure the small temperature dependence of the Ag-Cu
samples that has to be expected from the properties of
pure Ag and Cu (Refs. 16 and 17) has been ignored be-
cause for the investigated temperature range (4.2—-300 K)
it would be negligible compared to the error bars shown
in Fig. 6. The measured susceptibilities are all negative
and rather small. They are all very close to the
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FIG. 6. Magnetic molar susceptibility of single-phased Ag-
Cu at T=4.2 K. Full circles: this work; open circles: Ref. 18;
squares: pure element values Refs. 16 and 17. The dotted line is
the concentration-weighted mean experimental susceptibility.
cgs units are shown on the left-hand side, SI units on the right.
The crosses connected by the dash-dotted line give the sum of
the theoretical Pauli spin susceptibility and the diamagnetic sus-
ceptibility, X, + Xq4ia- An estimate for Y, + X4ia+ X1 is represent-
ed by the crosses on the dashed line.
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concentration-weighted mean susceptibility (dashed line).
Literature values of y for small Ag and Cu concentra-
tions'® fit well into the measured overall tendency.

V. NMR MEASUREMENTS

A modified Bruker pulsed NMR spectrometer [soft x-
ray photoemission (SXP)] was used for measuring the
spin-lattice relaxation time T'; and Knight shift K of “*Cu
in Ag-Cu alloys. An Oxford Cryomagnet was operated at
5 T corresponding to a resonance frequency of about 55
MHz. The cryostat allowed cooling down to 4.2 K. At
this temperature all measurements were done.

For the measurement of the spin-lattice relaxation time
15 7/2 (20 us) saturation pulses were applied in order to
destroy the longitudinal magnetization in the sample.
After a delay time 7 the recovered magnetization was
monitored by a sequence of two 7/2 pulses. The intensi-
ty of the resulting spin echo, determined by integration,
was assumed to be proportional to the longitudinal mag-
netization M,(7). In order to determine the relaxation
time T, we measured M,(7) for 40-50 delay times 7 and
fitted a biexponential function to the data by a least-
square procedure

MZ(T)=M0+(MOO —Mo)(l—%e_T/Tl—ie_6(T/T1)) .

5
(3)

This function describes the recovery of the nuclear mag-
netization for a nuclear spin I =3 after saturation of the
central transition.!” In Eq. (3) M, is the rest magnetiza-
tion not removed by the saturation pulses, M the equi-
librium magnetization. The spin-lattice relaxation time
could be determined only for the copper-rich alloys with
sufficient accuracy while for the silver-rich alloys the data
could not be fitted to the function in Eq. (3) properly.
The resulting spin-lattice relaxation rate (T, T) ! for the
copper-rich samples is shown in Fig. 7, exhibiting a
slight, nearly linear increase with increasing silver con-
tent. The two values on the copper-rich side by From-
hold®® are compatible with our measurements whereas
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FIG. 7. Nuclear spin-lattice relaxation rate (T, T)~' of **Cu
in single-phased Ag-Cu. T=4.2 K, B,=5T, v=55 MHz. Full
circles: this work; open circles: Ref. 20; diamond: Ref. 21;
square: Ref. 22. The theoretical rate is represented by crosses
connected by a full line. Its decomposition into s, p, and d con-
tributions according to Eq. (8) are marked by crosses on a
dashed, dotted, or dash-dotted line, respectively.
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FIG. 8. Knight shift of Cu in single-phased Ag-Cu. T=4.2
K, B,=5T, v=55 MHz. Full circles: this work; diamond: Ref.
21; open circle: Ref. 23; square: Ref. 22. The crosses on the dot-
ted line give the direct contribution K § to the Knight shift ac-
cording to Eq. (10), while the crosses on the dash-dotted line
represent K. according to Eq. (11).

the value by Matzkanin et al.?! for 95% Ag is much
higher than we would expect from extrapolating our mea-
surements or from our calculations (see the next section).
We assume that the influence of quadrupolar interaction
on the nuclear recovery behavior expressed by Eq. (3) has
not been taken into account by these authors.

The Knight shifts were obtained from spin-echo profiles
by varying the field continuously over a range of about 20
mT around the resonance position while the spin echo
produced by applying two 7 /2 pulses was observed. In
Fig. 8 the resulting shifts are shown. These data are
based on the nuclear gyromagnetic ratio y /27=11.285
MHz/T for ®Cu, corresponding to a Knight shift of
0.238% for pure copper.’2?* Except for 20% Ag all
values follow a smooth line from Cu to Ag. The values of
two other authors for the diluted range?""?* and the pure
metal?? support our results.

VI. ELECTRONIC STRUCTURE CALCULATIONS

As is obvious from the equilibrium phase diagram of
Ag-Cu in Fig. 1, the components of this system show
only very limited solubility in the solid phase. This be-
havior could be explained by Robbins and Falicov?® on
the basis of electronic structure calculations using a
tight-binding-like Hamiltonian. More recently Sanchez,
Stark, and Moruzzi?® were able to calculate the miscibili-
ty gap of the solid phase using the cluster variational
method (CVM) proposed by Kikuchi.?’” Following the
suggestion of Conolly and Williams,?® the effective mul-
tisite interaction parameters entering these calculations
could be derived from first-principles band-structure cal-
culations for hypothetical ordered Ag-Cu alloys. In con-
trast to this situation an adequate description of the elec-
tronic properties of our metastable single-phased samples
requires treatment of these systems as random alloys.
Such treatment can be achieved in a very rigorous
way by applying the Korringa-Kohn-Rostoker (KKR)
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method of band-structure calculations in connection
with the coherent-potential-approximation (CPA) alloy
theory.?%3°

We used this KKR-CPA method to calculate the elec-
tronic structure of a number of Ag-Cu alloys in a self-
consistent manner within the framework of the local-
density-functional theory. The resulting DOS curves for
three different compositions are shown in Fig. 9. Obvi-
ously these curves exhibit a pronounced split-band behav-
ior. For all compositions the Ag and Cu d-band com-
plexes are energetically well separated from each other.
While the Cu-related structure is centered at around 2 eV
below the Fermi energy, that of Ag lies about 6 eV below
the Fermi level. In Ag,;,Cugy and Agy,Cu,, the majority
component contributes to the DOS with a broad peaky
structure very similar to the pure metal. The minority
component, however, shows a bell-shaped DOS charac-
teristic for a virtual bound state. For all compositions
the Fermi energies lie well above the Cu-related d-band
complex in a region where the DOS varies only slowly
with energy. All these findings are in full accordance
with the ultraviolet photoemission spectroscopy (UPS)
data of Shevchik and Goldmann® as well as with the in-
terpretation of the optical investigations of Nielsson and
Forssell” and Rivory® on evaporated polycrystalline films.

In contrast to these experimental investigations, the
measurements presented in this paper are intimately re-
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FIG. 9. Total densities of states for disordered Ag-Cu alloys
(full line). Concentration-weighted local DOS for Ag (dotted
line) and Cu (dashed line) are also shown. The energy is given
with respect to the Fermi energy.
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TABLE 1. Angular-momentum-resolved partial DOS at the
Fermi energy of Ag and Cu in disordered Ag-Cu and corre-
sponding total DOS. The values for the pure components were
taken from Ref. 14. All values are given in units of states/Ry
spin atom.

Xag NNER) nSEp) n$(Ep) n*%(Ep) n}(Ep) nf%Eg)n(Ey)

0 0271 0.744 0.980 2.00
10 0291 0.726 1.126 0.244 0.680 0510 2.07
25 0322 0.766 1.168 0.269 0.725 0.535 2.07
50 0.368 0.846 1.230 0.307 0.807 0.561 2.06
75 0.409 0.854 1.243 0331 0.823 0.563 1091
90 0.433 0.883 1.251 0315 0.855 0.566 1.82

100 0.358 0939 0480 1.78

lated to the electronic properties at the Fermi energy.
For this reason we give the angular-momentum-resolved
partial DOS at this energy in Table I. As one can see for
both components, these quantities show a similar varia-
tion with concentration, namely an increase with Ag con-
tent. This behavior can at least partially be related to the
accompanying increase of the lattice constant (Fig. 4).
The most striking difference between the data for Ag and
Cu occurs for the d-like DOS which is more than twice as
large for Cu as for Ag. Clearly this reflects the fact that
the d-band complex of Ag lies at a much higher binding
energy than that of Cu, as can be seen in Fig. 9.

In the next section we shall use the data summarized in
Table I together with some additional quantities derived
from our electronic structure calculations, to give a de-
tailed interpretation of the experimental material present-
ed above.

VII. DISCUSSION

A. Low-temperature specific-heat coefficient y

For multicomponent systems the low-temperature
specific-heat coefficient y supplies a rather direct probe of
the total DOS at the Fermi energy. For the alloy system
studied here, the enhancement of ¥ due to spin fluctua-
tions in comparison to the bare value [see Eq. (2)] can be
ignored. For the pure components the electron-phonon
enhancement factor A, has been calculated by various
authors using the so-called rigid muffin-tin approxima-
tion due to Gaspary and Gyorffy.>! This approach has
been generalized to be applicable to random alloys by
Gyorffy, Pindor, and Temmerman,*? leading to an ex-
pression containing local averages of the mean-square
displacement of the corresponding atom which for pure
systems may be estimated using the Debye temperature33
and containing the so-called Hopfield parameter. This
parameter is a purely electronic quantity and is deter-
mined by the angular-momentum-resolved partial DOS,
the corresponding phase shifts, and the Fermi energy.
Because A, has substantial contributions related to the f
states®> and our calculations were restricted to I, =2,
i.e., d electrons, we could not use the expressions given by
Ref. 32 to evaluate A, for the Ag-Cu system. Fortunate-
ly it turns out that A, for pure Cu and for pure Ag are
quite small and similar to each other. Papaconstanto-
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poulos et al®®  find A$'=0.069(0.058)  and
}»eApg=0. 059(0.051), where the values given in parentheses
were obtained by reducing the d-f contribution to A,, by
half to account for some shortcomings of the rigid
muffin-tin model. Thus, it seems reasonable to assume
A lies between 0.05 and 0.06 throughout the entire con-
centration range. Using Eq. (2) we therefore set A, to
0.05 to calculate ¥. As can be seen in Fig. 5 both sets of
data indicate a slight maximum on the Cu-rich side of the
system, and the resulting theoretical y is therefore in very
satisfying agreement with the experimental results.

B. Magnetic susceptibility

As for the low-temperature specific-heat coefficient 7,
the magnetic susceptibility is intimately connected with
the electronic structure at the Fermi energy. Similar to
Eq. (2) the Pauli contribution X, to y can be written as
(cgs units)

X, =2ugn (Eg)S . 4)

Here the Stoner enhancement factor S accounts for the
influence of exchange and correlation. Within the frame-
work of spin-density functional theory .S can be obtained
from the expression
1

STy ®
with I the Stoner parameter or integral.>* For pure Cu as
well as for pure Ag S has been found to be 1.12 by
Janak.3* Although Eq. (5) is strictly applicable in this
form only to pure systems, there is no reason to expect
any remarkable deviation of S from this value for the
Ag-Cu system. This could indeed be verified by perform-
ing self-consistent spin-polarized calculations taking an
external field of several mRy into account. The spin sus-
ceptibility determined from the induced spin moment and
the external field agreed in all cases within some few per-
cent with the susceptibility obtained from Eq. (4) using
the concentration-dependent DOS and S=1.12. Thus,
X, follows the variation of n (Ef) as given in Table I.

In addition to the spin there is an orbital contribution
to the susceptibility, which can be further split into the
diz;smagnetic, the Landau, and the Van Vleck susceptibili-
ty

Xoro=Xaia T XL T Xvv - (6)

The diamagnetic term is proportional to the expectation
value of r? evaluated within the Wigner-Seitz cell and
summed for all the electrons within that region. For
most of the pure elements with Z <48, x,, has been
given in a previous publication by Banhart et al.>® As it
has been shown by these authors, it is a very good ap-
proximation to replace ), for an alloy by the sum of the
concentration-weighted diamagnetic susceptibilities of
the pure constituents. Using x4, for Cu and Ag, —19.4
and —33.0X 10~ ¢ emu/mol, respectively, we give in Fig.
6 the sum of the spin and diamagnetic susceptibility. Ob-
viously the variation of y with the concentration is dom-
inated by the diamagnetic contribution.
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Comparing X, +Xg4i, to the experimental data one has
to conclude that there is an appreciable contribution to
the total susceptibility due to Y; and yyy of around
3X107% emu/mol. This conclusion is supported by the
theoretical results of Yasui, Takahashi, and Callaway®’
for the total orbital susceptibility ., of pure Cu and Ag:
—10 and —35X107% emu/mol, respectively. Unfor-
tunately the approach of Yasui, Takahashi, and Callaway
does not allow for splitting the orbital susceptibility ac-
cording to Eq. (6) in a straightforward way. Subtracting
the values for ), given above, one finds y; +Yyy to be
+9.4 and —2X 107 ¢ emu/mol for Cu and Ag, respec-
tively. Although the value for pure copper is obviously
too high, as can be seen by adding x, to Yasui’s X, and
comparing it with the experimental data in Fig. 6, these
figures give the correct order of magnitude for x; +xvyv
expected from Fig. 6. To get an estimate for the Van
Vleck contribution on the basis of the available data, one
may approximate Y, by*®

2
=1 x8. @)

*

—_1
XL 3 | m

Here m (m*) is the (effective) electronic mass and )(2 the
nonenhanced Pauli susceptibility, i.e., ¥ in Eq. (4)
without the factor S. This relation was derived for nearly
free-electron systems and may serve as a crude estimate
of x, for the present case by setting m =m?*. Adding
the corresponding term to X, +Xgi, gives the dashed line
in Fig. 6. The distance of this curve from the experimen-
tal data has to be ascribed to Yvy which is obviously quite
high and of the same order of magnitude as x,.

Although this analysis clearly demonstrates the impor-
tance of yyy for Ag-Cu it should be emphasized that, pri-
marily because of the use of Eq. (7), reliable quantitative
data for vy can only be obtained by a corresponding
direct calculation of this term.*

C. Nuclear spin-lattice relaxation rate
(T, T)" ! of 3Cu

In contrast to the specific-heat coefficient ¥ and the
magnetic susceptibility y the nuclear spin-lattice relaxa-
tion rate (T,7)"! supplies a very distinct and
component-specific probe for the electronic properties at
the Fermi energy. This appealing property is evident
from the following expressions for the rate (T,T); "' of
the component a:*

(T, '=3 (T, T}, (8)
(T'T)g}=3 CHlviBAnMER)T . )
1

Here [ is the angular-momentum quantum number and
the index i stands for the various coupling mechanisms
between the nuclear and electronic systems, i.e., the Fer-
mi contact, the dipolar, and the orbital hyperfine interac-
tion. yj is the nuclear gyromagnetic ratio, the C con-

tain some constants and express the selection rules, and
the B/, finally, are the so-called hyperfine fields. Explicit
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expressions for the C/% and B/ are given in Ref. 39, e.g.,
and a derivation of the corresponding formulas can be
found in references given therein. Within a nonrelativis-
tic description of the electronic structure the hyperfine
field connected with the Fermi contact interaction is pro-
portional to the electronic density at the nuclear region
and therefore is nonzero only for s electrons. The dipolar
and orbital hyperfine fields, on the other hand, occur only
for p and d electrons. Both fields for a given angular
momentum [/ are identical and represent the expectation
value of 3 for the corresponding partial-wave function.

Because relativistic effects may influence the hyperfine
interaction even for relatively light elements,> we used a
scalar-relativistic description of the electronic structure
to account for the mass enhancement and the Darwin
correction. This approach, however, demands the use of
modified expressions for the hyperfine fields, which have
been derived by Bliigel et al.*

Results for (T, T)g,! based on Eq. (8) are shown in Fig.
7. Obviously the agreement with experiments is very
satisfying. Because the experimental data point at 95
at. % Ag neither fits our theoretical nor the other experi-
mental data it is assumed that it is erroneous, presumably
because the authors did not take into account the
influence of quadrupolar interaction as we did using Eq.
(3).

The angular-momentum decomposition of (T,T)g,
also given in Fig. 7 shows that it is dominated by its s
contribution. For the non-s electrons the orbital part is
much more important than the dipolar contribution. The
ratio of the orbital to the dipolar part is 10:3 for p elec-
trons and 14:1 for d electrons, assuming a relative weight
of the t, - to the e,-like states of 3:2.%

As can be seen from Fig. 7, the d contribution exceeds
the p part for all concentrations because of the higher re-
lated DOS n$" (Eg), although the corresponding
hyperfine fields are somewhat smaller. Moreover
(T, T)Eul,p and (TIT)(—Jul,d do not increase with Ag con-
centration, although one would expect that from the con-
centration dependence of an“ (Ep) and n$® (Eg). Thisis
due to the decrease in the hyperfine field which is caused
by a reduction of {7 ~?) due to the lattice expansion with
increasing Ag content. This also affects the other
hyperfine fields but does not compensate for the increase
in n" (Ey) for the Fermi contact part of (T T)“ulys. This
finally leads to the observed increase of the total rate with
increasing Ag concentration.

D. Knight shift of $>Cu

Analogous to the susceptibility y the Knight shift K is
of spin and orbital origin. For cubic systems the spin
part stems exclusively from s electrons via the Fermi con-
tact interaction. If one assumes that this contribution to
the Knight shift is only due to the imbalance of the s elec-
trons of spin up or down, induced by the external mag-
netic field, it may be expressed as

K8r=SB pupn (Ep) . (10)

Here B, is just the hyperfine field produced by one S elec-
tron and is identical to that entering Eq. (8). Figure 8
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gives the direct contribution K& to the Knight shift of
8Cu in Ag-Cu calculated according to Eq. (10) by a dot-
ted line. As for (7;7)! this term increases monotone-
ously with the Ag concentration. This behavior is more
pronounced for K§" than for (T,T)”' because here only
the increasing s part is present while for (T, T) ! it is par-
tially compensated for by the decreasing d part. Compar-
ison with the experimental shifts in Fig. 8 shows that K &
alone already accounts for most of the shifts.

Although Eq. (10) accounts for the Stoner enhance-
ment via the factor S it completely neglects any contribu-
tion to K due to a distortion of the wave functions by the
induced charges in the exchange-correlation potential. A
straightforward way of accounting for this polarization
mechanism is to perform spin-polarized electronic struc-
ture calculations including an external field. In this case
the Fermi contact Knight shift is given by (cgs units)

87 m(0)
Kp=—F =",
fc 3 B

ext

(11)

where m (0) is the spin magnetization induced at the nu-
clear site by an external field of strength B,,,. As for the
hyperfine fields this expression has to be used in a
modified form if a scalar-relativistic description of the
electronic structure has been adopted, as was done here.®

In Fig. 8 results obtained using Eq. (11) are represented
by a dash-dotted line. The contribution to these shifts
from the polarization of the core wave functions turned
out to increase only very slightly in the magnitude from
—0.015% to —0.017% from the Cu-rich to the Ag-rich
side of the system. This variation is completely compati-
ble with the experience that this contribution to K is pro-
portional to the local spin susceptibility.*! Because the
core polarization contribution is rather small in magni-
tude one can ascribe the difference of the direct and total
Fermi contact Knight shift to the polarization of the
conduction-band electrons. Here one should note that
the division of Ky according to Eq. (11) into core and
conduction-band polarization and the direct contribution
is not always sensible. For systems where the Stoner
enhancement of the pure constituents is very different,
pronounced intersite effects may occur which may even
give rise to a negative shift, as for example for Ag in Pd-
rich Ag-Pd.*? However, this does definitely not apply to
Ag-Cu.

Comparing the total Fermi contact shift K to the ex-
perimental data points K.,, in Fig. 8, one realizes that
the agreement has improved compared with that using
Kdr instead of K. Nevertheless, there is still some
discrepancy left. Apart from the problem of choosing a
suitable diamagnetic standard to which the experimental
Knight shift is referred, the only explanation for this is a
contribution due to the orbital Van Vleck term.*! This
conclusion seems plausible in light of the discussion of
the susceptibility given above. Unfortunately neither the
Van Vleck susceptibility nor the closely related Van
Vleck Knight shift Ky is related to the electronic struc-
ture in a simple way. In fact Kyy has been calculated
only for very few systems (V, Cr, Nb, Mo: Ref. 41; Lij,
Na, K, YBa, Cu;05: Ref. 43). Although the spatial and
electronic structure of YBa,Cu;0; has no direct relation-
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ship to that of the system studied here, it should be noted
that in this case noticeable orbital contributions to the Cu
Knight shift have been found.

VIII. SUMMARY

(i) Single-phased metastable Ag-Cu alloys could be pro-
duced for the whole composition range applying ultrafast
quenching techniques and by optimizing the process pa-
rameters.

(ii) The measured values of the linear coefficient of the
low-temperature specific heat, the **Cu spin-lattice relax-
ation rate, and the ®Cu Knight shift are found to be only

weakly concentration dependent, whereas the magnetic
susceptibility exhibits a nearly constant slope when seen
as a concentration-dependent function.

(iii) The densities of states, specific-heat coefficients,
susceptibilities, spin-lattice relaxation rates, and Knight
shifts calculated by means of the fully self-consistent
KKR-CPA method allow for a satisfactory explanation
of the experimental findings.
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