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Growth of lattice-matched Ino»Ga047As/InP and Ino»Ga047As/Inl „Ga„As~P&~ quantum wells

(QW s) by low-pressure metal-organic vapor-phase epitaxy with specific growth-interruption cycles leads

to three simultaneous effects in the photoluminescence (PL) spectra: (I) energy shifts of all PL lines, (II)
line broadenings, and (III) splitting of individual QW lines into multiplets associated with the formation
of extended molecular-layer (ML) flat islands. Samples were grown with four or six single QW s exhibit-

ing overlapping PL multiplets with up to twelve "coherent" lines in sequence and ML thickness
differences of their parent islands. It is shown, by temperature-controlled PL and PL-decay-time mea-

surements, that these flat islands behave as independent QW s at low temperatures, thus giving evidence
of their large extensions. The unambiguous assignments of PL energies to island widths made possible

by the coherence of the line sequence demonstrate significant and systematic deviations from pertinent
theoretical calculations based on square-well potentials. It is argued that the potentials are not ideally

squarelike but rather graded in the well due to an initial excess indium concentration caused by switch-

ing perturbations of the gas liuxes. For In053Ga047As/In, „Ga„AsP, QW s this extra potential (i.e.,
the band-gap variation of In, „Ga„As)is estimated to be =30 meV with a relaxation length of order

0
100 A along the growth direction. The corresponding excess indium concentration is =6% over the
lattice-match composition of 53%. Scanning cathodoluminescence (CL) was employed taking CL im-

ages and spot excitation spectra. "Monochromatic" images, recorded with light detection at different

wavelengths of a particular luminescence line, reveal complementary, complex-shaped dark-bright la-

teral regions. The complementary regions fit perfectly together, even in details down to lateral exten-
sions of below 1 LMm. We conclude that such structure originates from lateral fluctuations of the
nonsquare QW potentials associated with the composition gradient in the growth-interruption cycle.

I. INTRODUCTION

In the past few years the effect of growth interruption
on the optical properties of quantum wells (QW's) has
been studied to some extent for samples grown by
molecular-beam epitaxy (MBE) and metal-organic
vapor-phase epitaxy (MOVPE) both in GaAs-based ma-
terial systems' ' and in InP-based systems, ' ' and in
Ino 53Gao 47As/Ino szAlo 4sAs. ' Observed is, either in
low-temperature photoluminescence (PL) or absorption,
the splitting of the n =1 QW transitions into multiplets
due to the formation of extended Bat islands within a
given quantum well differing in width L, by single molec-
ular layers (ML's). As a standard model it is assumed
that growth interruption allows additional surface migra-
tion to smooth out residual roughness of the heterointer-
faces. However, line splittings associated with atomically
abrupt extended QW islands were also observed (al-
though sometimes less distinct) when the crystal growth
was not interrupted but with growth conditions "opti-

mized. "' Figures of merit in this respect are crystal
growth on substrates which are exactly oriented parallel
to (001) planes (whereas 2' misorientation, e.g., leads to
single, unsplit QW lines), or low growth temperatures to
make timing as precise as possible and to minimize tran-
sition effects. This was recently demonstrated in
MOVPE grown In, „Ga„AsP& /InP QW's by Thijs
and co-workers ' and in In& „Ga„As/InPQW's grown
by vapor levitation epitaxy by Morais et aI., respective-
ly. In both cases, significant splitting effects were ob-
served without growth interruption.

In the present paper, we investigate a vari-
ety of lattice-matched Ino 53Gao 47As/InP and
Ino 53Gao 47As/In, „Ga„AsP, (y =2.2x ) quantum
wells grown by low-pressure MOVPE as a function of
substrate orientation and different growth interruption
cycles. We study in detail such samples where the split-
ting of QW PL lines into multiplets is particularly pro-
nounced and leads to "enumerable" sequences of transi-
tions, namely, up to 12 overlapping peaks from four nom-
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inal QW's in a particular sample. Transmission electron
micrographs confirm the presence of four QW's and al-
low the determination of their average widths. We as-
cribe the appearance of the PL multiplets to the forma-
tion of extended flat islands with constant thicknesses L,
over the island regions, equal to multiple numbers of
molecular layers, ao/2=2. 9347 A, in the following also
referred to as monolayers. Such samples are ideal for
systematic physical studies since no uncontrollable
sample-to-sample growth fluctuations emerge. The
coherence of the PL line sequence removes the uncertain-
ty in determining island widths L„andallows us to study
L, -dependent effects, such as confinement energies, on a
firm quantitative basis. We study the optical properties
of the monolayer islands by photoluminescence, photo-
luminescence excitation (PLE), temperature-controlled
PL, and luminescence-decay-time measurements, and
scanning cathodoluminescence (SCL) recording spectrally
resolved cathodoluminescence (CL) images and fixed-
spot-excitation spectra.

II. EXPERIMENT

Ino 53Gao 47As/InP and Ino 53Gao 47As/
In, Ga„AsyP] y

heterostructures were grown by low-

pressure metal-organic vapor-phase epitaxy (LPMOVPE)
at 630'C, 100 mbar in a horizontal, lamp-heated reactor
at a typical growth rate of 9—12 A/sec. Trimethylindium
(TMIn), trimethylgallium (TMGa), 100% PH3, and AsH3
were used as gas sources. Gas flow and switching was
controlled by a computer with an accuracy in time of 0.1

sec. Lattice matching of the Inp 53GaQ 47As and

In, ,Ga„As P& layers with respect to the Fe-doped
InP substrates is better than

~

b a /a
~

& 1 X 10 as
confirmed by double-crystal x-ray diffraction.

PL spectra were taken at sample temperatures from
=2 to 300 K in various optical cryostats. The samples
were either immersed in liquid helium or cooled in a heli-
um vapor stream at a controlled temperature. The spec-
tra were excited by red (Kr) or green (Ar) laser lines or by
filtered incandescent lamp light, dispersed by different
grating monochromators up to 1 m focal length, detected
by cooled Ge detectors and processed by conventional
lock-in techniques. Time-resolved spectra taken at sam-
ple temperatures from 1.7 to 4.2 K were excited by a
cavity-dumped mode-locked Ar laser (514-nm line, single
pulse duration =150 psec, repetition frequency =800
kHz) and low average power P =0.5 mW to avoid sample
heating. They were detected by a cooled S1-cathode
photomultiplier (time resolution br=0. 3 nsec) or a Ge
avalanche photodiode ( b, t =0.6 nsec) employing time
correlated photon counting.

Scanning cathodoluminescence was performed with a
scanning electron microscope (International Scientific
Instruments/Akashi Seisakusho, ISI-DS-130) equipped
with a La86 filament source and an adapted cold stage
(Oxford Instruments) enabling sample temperatures of
=6 K. The diameter of the electron beam hitting the
sample surface is =40 A. However, the spatial resolu-
tion of the CL system corresponds to the "recombination
volume" of excess electrons and holes which is much

larger. It is given by the generation volume and carrier
diffusion out of this volume. For an acceleration voltage
of 4 kV used in our experiments the electron penetration
depth is =0.3 pm (Ref. 25) which we take as a measure
for the generation volume. Lateral transport investiga-
tions by optical time-of-flight measurements indicate that
in the lattice-matched Inp 53Gap 47As/InP system for
QW's with 1.,=10 A the (ambipolar) diffusion length is
of order 2 pm at cryogenic temperatures; this value can
be much smaller at significant impurity or defect concen-
trations. Hence, a spatial resolution of =2 pm or better
was assumed in the CL experiments.

Transmission electron microscopy (TEM) studies were
performed on cleaved wedges in a Philips EM430 ST
electron microscope with a point-to-point resolution of 2
A. 90' wedges parallel to [001]were obtained by cleavage
along two perpendicular (110) directions and were in-
vestigated along the [100] direction. Both standard TEM
bright field and high-resolution TEM were performed.
Details of the method are given in Refs. 27 —29. The
wedge observation technique avoids any artifact due to
sample preparation (ion milling, etc. ) and is very power-
('ul for chemical analysis. ' Bright field imaging in the
microscope yields equal thickness fringes as the electron
intensity in the transmitted beam is oscillating with the
thickness. The fringes run in parallel with the edge in the
case of a wedge-shaped sample. The distance between
these oscillations is sensitive to the composition of the
crystal thus enabling composition analysis down to ap-
proximately 5%%uo accuracy.

III. SUBSTRATE MISORIENTATION AND GROWTH
INTERRUPTION CYCLES: EFFECTS ON

PHOTOLUMINESCENCE SPECTRA

Many samples of lattice-matched In() 53GaQ47As/InP
quantum wells and Ino 53Gao 47As/In, ,Ga„As P,
(A, =l. 1 and 1.3 IMm) quantum wells were grown and
characterized routinely by low-temperature PL. They
differ in their substrate (mis)orientations and growth-
interruption cycles. The substrates are (001) type and ei-

ther exactly oriented with an accuracy of +0.2' or
misoriented 2 off the (001) plane towards [110]. Growth
interruption includes three times: t

„
t2, and t, . For the

barrier material InP, for instance, growth was interrupt-
ed with the group-III element In. The flux of the group-
V component P exceeded that of In for a time t, . The As
flux was then started with a delay time t2 after interrupt-
ing the P fiux. The group-III components in the QW, In,
and Ga, were added after an additional time t3. At the
heterointerface between QW and barrier, the same se-
quence of interruption times was applied in the reverse
order of the components. A schematic sketch of the in-
terruption cycle is shown in Fig. 1. In a preliminary
stage of the growth experiments all three interruption
times were varied. It was found that variation of t, and

t2 had no significant effect on the optical properties of the
QW's as long as t, & 10 sec and tz & 2 sec. The term "op-
tical property" is meant to include PL intensity,
linewidth, and variation of line positions. Hence, stan-
dard values were used in the following: t, =1 sec and
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FIG. 1. Top: Flow diagram in the LP MOVPE growth for
Inp 53Gap 47As/InP quantum wells defining the interruption
times t„t2, and t3. Bottom: Possible associated quantum-well

potentials for electrons. Three models are shown: square-well

potential with abrupt interfaces (dashed line), square-well poten-
tial with an additional alloy step 1-ML wide (broad solid line or
dashed-dotted line), and potential with composition swing

5 V(z) in the Ine 53Gae 47As QW (narrow solid line).

t2 =0 or 0.5 sec. (See Table I.) Variation of t3 from 0 to
10 sec inAuenced the PL spectra depending on the sub-
strate orientation. This is demonstrated in Fig. 2 for
three samples of InQ 53GaQ 47As/InP. Samples grown on
exactly oriented substrates exhibit, in a systematic way,
three simultaneous effects with increasing t3: (I) The
lines split into multiplets, (II) they broaden significantly,
and (III) the centers of the multiplets shift to lower ener-
gies. There is also a reduction in intensity of the refer-
ence layer peak for low optical excitation in such sam-
ples, but no appreciable intensities of impurity bands are
observed. As shown in Fig. 2, the reference layer
( =2000-A wide) virtually does not change emission
wavelength, and concomitant x-ray-diffraction studies
performed on each sample did not show significant
changes in composition. Therefore, we conclude that

Wavelength (nm)

FIG. 2. Photoluminescence spectra (T=10 K) of three

Inp 53Gap 47As/InP quantum-well samples. Included in

parentheses are the growth-interruption times t3 and substrate
misorientations off (001) for samples A &, A&, and B. All sam-

ples incorporate six QW's. For sample B the PL lines split into

multiplets which partially overlap. Line numbers refer to island

widths in molecular layers (ML's). Identification of the lines

was performed as described in detail in the text for sample C
(Fig. 3).

these effects are not due to the introduction of mismatch
strain. To study the effect of substrate misorientation,
constant interruption times of t3=0.5 sec were chosen.
Growth on substrates misoriented by 2' off (001) general-

ly led to broad linewidths for all QW lines of a sample
and to shifts toward higher photon energies compared to
simultaneous growth on oriented substrates (Fig. 2). This
result is consistent with findings of other groups in
MOVPE and MBE growth.

Basically the same effects were observed for
InQ 53Gao 47As/In, „Ga„AsP, . The splitting effect
was even stronger in the Ino 53GaQ 47As/

In& „GazAsyP& y system. This is shown in Fig. 3 for
two samples (C and D) each incorporating a stack of four
QW's grown with t3 =2 sec. The QW growth times were

20, 10, 5, and 2 sec (sample C) and 20, 10, 3, and 1 sec
(sample D). To remove uncertainties in the determina-
tion of the QW widths from growth times alone, sample

D.
TABLE I. Substrate orientation and t3 growth-interruption time of the samples A 1, A2, 8, C, and

Sample

A2
8
C
D

Material
system

In& 53Gap 47As/InP

Inp 53Gap 47As/InP
Inp 53Gap 47As/InP

Inp 53Gap 47As/In, „Ga~Asy P I —y

Inp 53Gap 47As/In& «Ga„AsyP&

Substrate
orientation

(001), 2 off
towards [110]

(001)+0.2'

(001)+0.2'

(001 )+0.2'

(001)+0.2'

Group-V
preflow
time t3

0.5

0.5
2.0
2.0
2.0
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C was investigated by transmission electron microscopy
(Fig. 4i .The high-resolution image (Fig. 4, top) yields the
width of the widest QW to be (94+3) A. The widths of
the other QW's observed in bright field were related to
this value and found to be 42, 28, and =12 A, with a
reference layer of I., =1450 A. The thickness fringes in

Fig. 4 are parallel to the edge ending abruptly at the
well-barrier interfaces. This indicates good composition
homogeneity in the barriers. In the PL spectrum of sam-
ple C (Fig. 3, bottom) the four QW's give rise to the lines
between 1150 and 1500 nm. They are arranged in four
corresponding groups which we assign as the 1.47-pm
line (L, =94 A), group centered at 1.42 pm (L, =42 A),

0

group centered at 1.33 pm (L, =28 A), and group cen-
tered at = 1.22 pm (L, =12 A). The two latter multiplets
overlap, possibly with contributions to the line labeled 6
from both of the wells with L, =28 A and =12 A. PL

0.8
I I

Sample D

Photon Energy» (e~)
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I I I I
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FIG. 3. Photoluminescence spectra (T=2 K) of two lattice-
matched Ino 53Gao 47As/In, Ga As~PI —y (k 1 1 pm)
quantum-well samples. Plotted are also photoluminescence ex-

citation (PLE) spectra, with indication of the detection wave-

length, showing the band-edge absorption of the barrier materi-
al. This yields y=0.42, x=0. 19 for sample C and y=0. 38,
x =0.17 for sample D. Each sample incorporates an = 1500-A-
thick Ino, 3Gao ~7As reference layer and four QW's, with growth
times of 20, 10, 3, and 1 sec (sample D) and 20, 10, 5, and 2 sec
(sample C). Line numbers refer to the widths I, of the parent
Hat islands in integral numbers of molecular layers (1
ML=2.93S A). They were determined as discussed in the text.

spectra at T=4.2 K instead of 2 K (as in Fig. 3) show a
distinct shoulder on the high-energy side of the peak la-
beled 14. The residual peaks at the lowest and highest
energies in the spectrum are associated with the bulklike
thick reference layer and with the barrier, respectively.
Comparison with literature data ' yields the composition
of the In& Ga, As P& barrier to be y =0.42
(x =0.19).

Similar to sample C a multiplet structure is observed
for sample D (Fig. 3) which contains also four QW's. The
assignment of the 1.47-pm and the 1.39-pm line groups to
the two thickest QW's is unambiguous. Comparison to
sample C suggests that the group centered at =1.22 pm
is preferentially due to the second narrowest QW. It is
unclear whether the narrowest QW grown for only 1 sec
is optically active and contributes part of the intensity of
the latter multiplet. The undulations between 1.1 and
1.15 pm could originate from this QW. The position of
the barrier peak yields a slightly different composition of
In& „Ga,As P& in this sample, y =0.39 (x =0.18),
while x-ray-diffraction measurements show lattice match-
ing of barrier and well material. This composition
change explains why peaks in the spectrum of sample D
fall to valley positions for sample C and vice versa at high
energies.

In both samples, positions and spacings of the multi-
plet lines correspond very closely to QW's that differ in
width L, by a single monolayer, 1 ML=2.935 A (cf.
below for details). Hence, we interpret the multiplet
splitting as being due to the formation of extended ML-
fiat islands within a QW differing in width by EL, =1
ML. It is important to note that the perfect energetic
coincidence of the multiplet lines from different QW's
and the very systematic energetic sequence of all ob-
served lines (cf. also Fig. 8) demonstrates the existence of
islands with accurately dined widths L, . The line labels
chosen in Fig. 3 refer to the number of monolayers of the
emitting QW island. Arguments for our particular as-
signment are given in Sec. V below. At 2 K, the PL spec-
tra of samples C and D do not change under excitation
with red or green laser lines or with narrow-band-
excitation light from an incandescent lamp. The relative
intensities of the lines also do not change when the exci-
tation of a red laser (Kr: 647. 1 nm) is varied from a few
microwatts to milliwatts. The insensitivity of the spec-
trum to excitation intensities in a very wide range is a
measure for the high sample quality since otherwise, for
low excitation, wavelength shifts and relative intensity
changes are often observed for QW PL lines. Photo-
luminescence excitation measurements, performed with a
lamp-monochromator combination to excite the PL,
showed no sharp structure with detection on any of the
PL lines but a steep edge at around 1.1 pm due to band-
edge absorption in the barrier (Fig. 3). The onset of the
edge coincides with the highest PL energy peak and
shows that this peak is due to emission from the
In, Ga As P, barrier material. The small energy
spacing between these peaks in the independently grown
samples C and D is a measure for the good composition
control in our MOVPE growth. In the following section,
we study in detail sample C of Fig. 3.
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FIG. 4. Transmission electron microscopic picture of part of sample C (Ino 53Ga047As/Inp 8]Gao ]9Asp 42Pp 58) showing the four
QW's and the reference layer. The high-resolution picture on top yields the thickness of the widest QW, L, =(94+3) A, and is used
to calibrate the bright field image on the bottom. The widths obtained for the three remaining QW's are L,=42, 28, and =12 A.
The reference layer of Ino 53Gao 47As is 1450-A thick.

IV. ML ISLANDS: TEMPERATURE-CONTROLLED
PL AND LUMINESCENCE DECAY MEASUREMENTS

Temperature-dependent PL spectra of sample C are
shown in Fig. 5. The appearance of multiplet lines with
nonthermal intensity distributions from up to five
different ML islands in one QW demonstrates that the is-
lands are decoupled at low temperatures. Up to 90 K,
the integral intensities from the two thinnest wells are
comparable and, relatively, do not change much. In con-
trast, there is a significant, and very similar, redistribu-
tion of multiplet line intensities within the two QW
groups: In both groups, higher temperatures favor the
emission of lower energetic multiplet lines. This effect is
ascribed to enhanced diffusion of electrons and holes at
higher temperatures: excess carriers created in one ML
island reach adjacent islands within their lifetime. In the
range of 90 K, the available thermal energies of kT=7. 5
meV are not sufficient to significantly populate higher en-
ergetic states so that quasithermalization to islands with
lower energetic states is obtained. In a similar way, but
at lower temperatures of 20 K, Zachau and
Griitzmacher observed difFusion of excitons to low-
energy QW islands in In, Ga„As/InP in absorption.
The present higher temperatures needed for interdiffusion
could indicate that the island sizes are larger or the
mobilities poorer in our samples than in this work. The
situation is different for the integral intensities of the
QW's. For temperatures higher than 90 K essentially all
PL from the thinnest well is quenched, due to dissocia-
tion of the electrons and holes into the barrier.

Time-resolved PL measurements confirm the view of
decoupled ML islands at low temperatures. The mea-
surements were performed on a total of 19 lines of sam-
ples C and D. The lines, in a spectral range from 1.1 to
1.55 pm, were all measured using a fast Ge avalanche
diode. The higher-energy lines, between 1.115 and 1.25
pm, were strong enough to be studied in addition with a
S1-cathode-type photomultiplier. The results were iden-
tical. A typical luminescence decay curve as observed for
the stronger peaks is shown in Fig. 6. The decay of the
4-ML peak in Fig. 6 is purely exponential over more than
two orders of magnitude. The decay time does not
change for excitation strengths increased by a factor of
order 10. It also does not change at 4.2 K. The time-
resolved measurements are summarized in Fig. 7. The er-
ror bars depicted for the peaks close to 40-A QW width
are not due to the scattering of the individual sampling
points on a given curve; instead they reflect the fact that
the decay curves are no longer exponential but superposi-
tions of at least two exponentials. This hints to the parti-
cipation of additional recombination channels, e.g., via
donor or acceptor related states, but was not further in-
vestigated in the present paper. The experimental points
in Fig. 7, closed squares or open circles, represent the
dominant exponential portion of the decay. Some of
these points around L, =40 A appear a little high within
the sequence of decay times; however, on the whole it is
clear that these lifetimes form a characteristic curve with
high values for narrow wells, a strong decrease towards
broader wells, a minimum at L, =30 A, and finally a rein-
crease of the lifetimes for broad wells. These trends are



9530 R. SAUER et al.

Sample C In() ssGao 47As t' In( „Ga„AsPi
Ino53Gao4+s / In Ga As P,

tO
C
(D

C

Q)
O

(I)
O

(D
C:

E

0
0

CL

11QQ
I

1200
I I

1300 1400
Wavelength X (nm)

I

1500 1600

i 2—

o Sample C

~ Sa m pie D

0 I

0
J i I I I I I

10 20 50 40 50 60 70 80 90
0

Quantum-well width (A)

FIG. 7. Luminescence decay times vs relevant quantum-well
widths (= island widths) at low temperature, T=1.7 or 4.2 K.
Circles: sample C; squares: sample D. Full line, theoretical
model as described in the text. PL line assignments to QW
widths are as in Fig. 3 (see text).

FIG. 5. Photoluminescence spectra of sample C
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FIG. 6. Photoluminescence decay curve at T=1.7 K of the
4-ML peak of sample C (cf. Fig. 3). The least-squares fit (full

line) corresponds to a decay time ~= 1.87 nsec.

reminiscent —though much more distinctive here —of re-
cent decay time measurements on a six-QW stack of
lattice-matched InQ 53GaQ 47As/InP grown by chemical-
beam epitaxy (CBE). ' In the latter case, an interpreta-
tion of the experimental results was successfully based on
2D exciton dynamics as adopted from theoretical con-
siderations under certain plausible simplifications; these
concerned weak dependences on L, of some of the pa-
rameters involved, or partial cancellations of the L,
dependences of such parameters. Since the material sys-
tem InQ 53GaQ 47As/InP studied there is much related to
the present InQ 53GaQ 47As/In, „Ga„AsP, ~ system, we

apply in the present work the same simplifications as
made by Cebulla and co-workers ' and, for brevity, cite
only the original and final expressions for the 2D-exciton

lifetimes as discussed previously. The original expression
for the transition strength of the 2D free excitons is

F„=fQ[47rh r(T)][A„b(T)M]

where fQ is the oscillator strength, r(T) the fraction of
excitons contributing to the recombination, 3„the area
of the 2D excitons for a 2D Bohr radius aQ(L, ), b, (T) the
homogeneous linewidth of the excitons, and M the sum of
electron and heavy-hole masses m,'+m z&. This expres-
sion was transformed, using applicable simplifications as
mentioned, into an expression for the exciton lifetime ~
proportional to (F„)

r=constX(z)(p )
1

(2)

where (z ) is the average extension of the exciton in the
growth direction z and (p ) is the average extension of
the exciton in the area perpendicular to z. The L, depen-
dence of the latter parameter was neglected and the resid-
ual parameters were expressed in terms of the envelope
wave functions %', and 4'z of the confined electrons and
heavy holes, respectively. The oscillator strength is
proportional to the electron-hole overlap

fQ ~
~ f4, Iphdz~ and (z ) was taken as the geometrical

average of the halfwidths hz„wHM of the squared en-

velope wave functions:

(Z ) [ [AZFWHM(+e )] [EZFWHM(+h )] (3)

This procedure finally allows us to express ~ as a function
of %,(L, ) and Vh(L, ), all other parameters being only
proportionality factors. In the present work we have cal-
culated ~ as a function of L, in a square-well potential
model using Bastard's boundary conditions at the
heterointerfaces, and normalizing the functions accord-
ingly in the whole z range, —00 &z ~ + 00. The result is
shown in Fig. 7 as the full line. Only a constant factor
was employed as an adjustable parameter shifting the
model curve up or down as a whole for optimum coin-
cidence with the measured lifetimes. The agreement is
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0

good including the very narrow wells L, &20 A where
the lifetime measurements of Cebulla and co-workers
did not yield a convincing trend towards higher ~ values.
Therefore, the present data are the first to establish
definitively a lifetime minimum for quantum wells of
thickness L, =20—30 A. We note that the lifetimes mea-
sured by Engel et al. in MOVPE grown
In, „Ga„As/InP quantum wells significantly decrease
from L, =200 A down to =15 A but do not show a
minimum. There is a significant scatter in their data pos-
sibly since they were taken from several independently
grown samples. Also, lifetime values for QW's of the
same nominal width but difFerent origin are widely
spread: for L, =20 A, Cebulla and co-workers ' find

approximately 0.8 ns (T=2 K), Engel et al. =4—6 ns

( T=7 K), and our value in Fig. 7 is around 1.6 ns ( T=2

K). The large difference between the low- and high-
temperature data could be sought in long-lived tempera-
ture activated feedback channels for the exciton popula-
tion, such as donor-acceptor pairs, although this was not
discussed by Engel et al.

The agreement of our data with the theoretical model
developed for independent single QW's are a direct mani-
festation that each ML-Hat island in our samples can be
considered as an isolated QW with no "communication"
(i.e., diffusion and, optically, apparent thermalization)
with its neighboring islands at low temperatures. Within
a given QW this is only possible when the island size is
larger, on the average, than the exciton diffusion length
plus exciton diameter. In this case, the multiplet line in-
tensities should reAect the relative size distribution of the
ML islands within a QW. In fact, envelopes on the PL
multiplets from sample C yield average QW widths of
= 14 ML =41.1 A, =8.3 ML=24.4 A, and =3.8
ML=11.2 A, consistent with the corresponding TEM
values.

V. CONFINEMENT ENERGIES AND QW POTENTIAL

The peak wavelengths in the PL spectrum of sample C
at 2 K are listed in Table II. The energy upshifts from the
In053Ga047As wide layer reference peak at 801 meV
(1.547 pm) are plotted in Fig. 8 as a function of the QW
island widths L, . It is apparent that the peaks represent
a coherent sequence of energies given by ML width
differences of their parent islands. There are no missing
members up to the region around 1.39 pm (Fig. 3) or
=100-meV upshift (Fig. 8), respectively. The eye guide-
line in Fig. 8 shows that in this spectral region two peaks
are missing. Given the absolutely smooth empirical
curve through all data points we can exclude that one or
three peaks are missing. In either case, the guideline
would have a kink with slopes from both sides that would
not fit together. It follows that we are concerned with a
sequence of totally 14 coherent data points.

The data points significantly disagree with theoretical
confinement energies in square-well potentials for any ab-
solute assignment of PL lines to QW widths L, . This is
essentially due to the "wrong" shape of the theoretical
curve which is too Qat compared to the data points. The
discrepancies cannot be reconciled by small variations of
the parameters used in Fig. 8 to calculate the square-well
potential curve. Also, these parameters are firmly estab-
lished; this holds for the total band offset which is direct-
ly observed in our case, the offset partitioning between
electrons and holes, and the band-edge masses. Energy-
dependent masses due to the coupling of electrons, light
holes, and split-of holes shift up the square-well potential
curve, thus increasing the discrepancies. Details are dis-
cussed in Appendix A also including the inhuence of the
exciton binding energy. It is important to note that the
inconsistency between experimental and theoretical
curves is not sample specific but general since it is ob-
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I I I I I I I I I I I I I I I I I I I I I I I I I I I I I

5 10 15 20 25 30
Quantum-well width Lz (Monolayers)

FIG. 8. Spectral upshifts due to particle confinement vs quantum-well widths L, (in units of 1 ML=2.9347 A). Experimental data
(dots) are from Fig. 3 or Table II. The "square-mell potential'* curve was calculated using the parameters given in the figure based on
a square-shaped potential of the QW's. The "modified potential" curve assumes an exponential excess potential at the bottom of the
QW due to a composition swing when starting QW growth (see text).



9532 R. SAUER et al.

Line

Barrier peak
2 ML
3 ML
4 ML
5 ML
6 ML
7 ML
8 ML
9 ML
10 ML
13 ML
14 ML
15 ML

94 A=32 ML
Reference

Wavelength

(pm)

1.092
1.154
1.190
1.224
1.254
1.278
1.302
1.325
1.345
1.364
1.410
1.420
1.429
1.473
1.547

TABLE II. Wavelengths of the 15 peaks exhibited by sample
Cat T=2—4K.

When we attribute bulklike material properties to this
monolayer the corresponding band gap would be between
0.43 and 1.425 eV, in the extreme limits of InAs and InP,
respectively. This would lead to an intermediate step in
the potential as shown in the lower diagram of Fig. 1. An
equivalent step could be introduced at the interface be-
tween the well and the barrier, giving rise to a monolayer
of quaternary In, Ga„As P& material. Computa-
tions for electrons and holes were done with a potential
step 1-ML wide for various negative step potentials (i.e.,
ML step is lower than the QW bottom), see Appendix B.
This procedure lowers the energy eigenvalues as request-
ed by the experiments but the upshift corrections are
most significant for very narrow wells, L, = 1 —8 ML, and
tend to decrease rapidly for wider wells contrary to ex-
periment (Fig. 8). This "wrong" shape of the curve was
obtained for all choices of the step potential. Therefore
we rule out this model as an explanation of the apparent
energetic discrepancies.

B. Potential model with compositional transients

served for all our Ino 53Gao 47As/InP and
Ino 53Gao 47As/In, „Ga„As~P, samples grown on
oriented substrates with growth interruption. These con-
siderations motivate us to seek the reason for the
discrepancies in a nonsquare form of the well potentials
and to discuss below realistic potentials likely to occur in
the growth process cycles.

Despite the energetic discrepancies we can make the
assignment of PL lines to QW widths L, shown in Fig. 8.
It is based on the facts that for very narrow wells the PL
upshifts must approach the total band-gap discontinuity
and the particle wave functions are mostly in the barrier
material. In this case, mass mixing is negligible, the
confinement energies become virtually independent of the
form of the localizing potential, and the exciton binding
energy takes a three-dimensional small value. Hence, the
experimental curve should lie a few milli-electron-volts
below the calculated curve. This can only be achieved by
our particular assignment in Fig. 8 for sample C. In a
similar way, the assignment for sample D in Fig. 3 has
been made (see Appendix A). A more direct assignment,
in principle preferable to that used here, would consist in
the observation of the 1-ML optical transition. In fact,
Zachau and Grutzmacher in an absorption study pro-
ceeded this way studying samples with QW growth times
varied in small time intervals of =0.15 sec from 0 to 2.5
sec. In their absorption spectra they observed islands
with widths from 1 to 7 ML's.

In the following, we discuss three possible realistic QW
potentials referring to the schematic MOVPE flow dia-
gram in Fig. 1.

A. Intermediate layer model

During the interruption time t3, after the fiux of phos-
phorus is replaced with arsenic and before the group-III
fluxes are initiated, there is a probability that P atoms
evaporate and As atoms substitute for P atoms in the sur-
face monolayer so that a monolayer of InAsP is formed.

In the second model we assume initial lattice mismatch
at the onset of QW growth due to perturbed flow rates
during the growth interruption cycle. It is well known in
MOVPE that small differences between exhaust and reac-
tor line can lead to gas How perturbations when switching
a reactive gas from the first line into the reactor to start
growth of the well; this can cause compositional tran-
sients. Due to the different vapor pressures of TMGa and
TMIn, the H2 flow into the TMGa source is only small

( = 8 cm /min) for growth of Ino 53Gap 47As, and can easi-

ly be disturbed; we assume that it takes some time to es-
tablish the equilibrium composition of TMGa in the reac-
tor. This makes plausible that at the beginning of the
Ino 53Gao 47As well the composition is Ga lean and
reaches the final value as in the reference layer only after
a certain time. Associated with such compositional tran-
sients would be a potential variation 5V(z) of the bottom
of the QW, equal to the composition-dependent band-gap
variation of Ino 53Gao 47As. Computations were per-
formed (see Appendix B) taking for b, V(z) an exponential
with maximum value 6 Vo and an extension k of the lat-
tice mismatch or transient-composition variable-potential
region. Confinement energies in such modified potentials
can be reasonably well fitted to the experimental data for
a small range of parameters, AV„around 30 meV and k

0

around 100 A (cf. Fig. 8). Using pertinent In() 53Gao 47As
data ' a variation of the band gap of 30 meV corre-
sponds to approximately 59% indium at the beginning of
the QW, instead of S3% indium composition for lattice
matching. The experimental point at L, =32 ML in Fig.
8 is underestimated by the fit shown. The reader may be
reminded here that we are more discussing trends than
quantitatively good fits, the assumed correction potential
AV(z) being arbitrarily chosen in its special form. Also,
we have not taken into account the (small) strain induced
energy shifts necessarily associated with the assumed lo-
cal mismatch. In summary, it appears that the
discrepancies between experiment and theory in Fig. 8
can basically be explained by this model.
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A third model worth mentioning includes interfaces
with nonvertical potential steps smoothed out due to
"memory" effects in the gas flows. Simple approaches
would be linearly or exponentially graded potential tran-
sitions. We have not considered such a model in detail as
evidently narrow well states would be lowered most in en-

ergy, with little effect on wider weHs contrary to the ex-
perimental data.

VI. SCANNING CATHODOLUMINESCENCE RESULTS
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Scanning cathodoluminescence was performed on the
two samples, C and 8. Cathodoluminescence images
were taken by scanning the electron beam over lateral re-
gions of the sample while the recombination light was
measured at a fixed wavelength. The spectral resolution
was 15 nrn. In a second CL mode, the beam excited a
fixed spot on the sample, and the luminescence signals
were dispersed by scanning the monochromator.
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A. Sample C

Figure 9 shows CL images of sample C of
Inc s3Gao 47As/Ino „Gao,9Aso 42PO 5s. The detection was
set to the wavelength 1224 nrn corresponding to the 4-
ML emission line (left-hand picture) and to 1190nm cor-
responding to the 3-ML line (right-hand picture). These
two emission lines were chosen as they are the strongest
features in the high-energy multiplet of this sample and
advance the best spectroscopic resolution due to the
energy-versus-wavelength dispersion (cf. Fig. 3). There
are bright and dark regions in Fig. 9, of laterally identical
shape for the 3- and 4-ML emission light, respectively.
One may suppose that at another wavelength the same la-
teral dark-bright regions emerge. This is indeed demon-
strated by the complementary SCL operation mode
where we have excited luminescence on a fixed bright and
on a fixed "dark" spot in Fig. 9, and have spectroscopi-
cally resolved the emitted spectra (Fig. 10). The two
spectra are identical, the only difference being the abso-
lute luminescence intensity. The intensity is significantly
lower in the "dark" areas yielding much worse signal-to-

I
I

10pm

FIG. 9. Scanning cathodoluminescence (SCL) monochromat-
ic images of sample C of Inp 53Gap 47As/Inp, &Gap»Asp 42Pp 58.
Left-hand side: light detection on the 4-ML peak (A, =1.224
pm); right-hand side: light detection on the 3-ML peak
(k= 1.190 JMm), cf. Fig. 3.

FIG. 10 "Spot excitation spectra" in scanning catho-
doluminescence experiments on sample C of
Inp»Gap 47As/Inp 8&Gap»Asp 42Pp». (a) and (b) refer to the
dark-bright images of Fig. 9. Due to the weak light intensities
from the "dark" regions the signal-to-noise ratio in (b) is

significantly worse than in (a). The numbers in (b) are the
thicknesses L, of the emitting islands in monolayers as in Fig. 3.

noise ratio in the lower spectrum of Fig. 10. Similar ex-
periments, with equivalent results, were performed for
bright and dark area excitations on various spots as close-
ly together as possible. We conclude from these experi-
ments that the bright regions do not correspond to ML-
flat islands and that a resolvable extension of ML-flat is-
lands must be confined to a lateral scale smaller than the
present one given by the spatial resolution of the CL sys-
tem, of S 2 pm (see Sec. II). It is clear from the data that
the dark-bright contrast in Fig. 9 originates from lateral
quantum efficiency differences in the sample. These may
be due to nonradiative defects which trap electrons
and/or holes and hence, quench luminescence to the
same extent for all emission lines.

It is interesting to compare these results with SCL data
of others which were recently reported for
GaAs/Al& Ga„As QW's. Bimberg et al. ' studied a
triplet PL structure ascribed to ML-flat islands of 18-,
19-, and 20-ML widths, respectively, of MBE grown sam-
ple by CL imaging. On a lateral scale comparable in size
to ours they found for each of the triplet lines bright-dark
lateral patterns difj"erent for the three wavelengths, and
concluded that the bright areas represented the lateral ex-
tensions of 18-, 19-, or 20-ML-wide islands, respectively.
In a more recent paper, Christen, Grundmann, and Birn-
berg studied the same samples with an improved SCL
technique and could show that the lateral regions giving
rise to the three emission lines are essentially complemen-
tary and cover completely macroscopic sample regions.
Wada et ai. ' in their SCL study of MBE grown
GaAs/A105Gao, As QW's observed in monochromatic
CL images dark-bright stripe patterns with periodicity in
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the 0.6-pm range. They associated the patterns with
"clustered terrace" formation in the heterointerface basi-
cally due to the inadvertent residual offset angle of =0.2'
for "exactly" oriented substrates. Stiitzler et al. ,

' in
MOVPE grown GaAs/Alo 5Gao 5As QW's, observed in
PL spectra a doublet splitting of a high-energy emission
line from a nominally 18-A narrow QW, which they as-
cribed to extended ML-flat islands in this QW. Concomi-
tant CL images, with light detection on the two doublet
peaks, showed irregularly shaped bright-dark lateral re-
gions of —1 pm size on average, with partially comple-
mentary brightness. None of these different features in
the works cited is observed in our work when the mono-
chromator is set on intensity maxima of various multiplet
lines.

B. Sample 8

A second CL experiment was performed on sample 8
of Ino 53GaQ 47As/InP where, similar to sample C of
Ino»Gao ~7As/Ino s,Ga0, 9Aso 42PO 5s a multiplet PL
spectrum indicates the formation of islands with 2-, 3-,
and 4-ML widths (cf. Fig. 2). In this sample, the 3-ML
peak is dominant over all other peaks thus enabling the
following experiment. Instead of detecting luminescence
on the peaks of two different ML lines for CL images, we
compare two CL images taken with light detection on the
positive and negative flanks of the 3-ML line at approxi-
mately half maximum intensity and with a spectral reso-
lution of 15 nm (Fig. 11). In this case we do find comple-
mentary dark-bright lateral regions at these two detection
wavelengths. The complementary features are extremely
well developed on the right-hand side of the diagrams in
Fig. 11, e.g. , in the middle and in the lower corner. De-
pending on the adjustment of the contrast ratio in plot-
ting the diagrams complementary dark-bright structures
can be recognized over almost the whole area depicted in
Fig. 11. In the spot excitation mode, we have excited
fixed spots on the sample close to the dark-bright transi-
tions and have spectroscopically resolved the CL. Re-
sults were obtained as shown in Fig. 12 as an example.

10pm

FIG. 11. Scanning cathodoluminescence {SCL) mono-
chromatic images of sample B of Ino 53Gao 47As/InP. Left-hand
side: light detection on the left shoulder of the 3-ML peak
(A, =1.001 pm); right-hand side: light detection on the right
shoulder of the 3-ML peak (A, =1.022 pm), cf. Fig. 2.
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FIG. 12. "Spot excitation spectra" in scanning catho-
doluminescence experiments on sample B of Ino 536ao 47As/InP.
A spot at a dark-bright transition in Fig. 11 was excited by the
electron beam, The spectrum shows fine splitting of the 3-ML
peak (indicated by arrows) and a splitting/shift effect also of the
4-ML peak (see text). The halfwidth of the 3-ML structure is 28
nm (33.6 meV), as compared to 29.5 nm (36 meV) of the 3-ML
line in Fig. 2; both fine structures lie essentially within the
shapes of the 3- and 4-ML lines, respectively, of Fig. 2.

The 3-ML line splits into a doublet and concomitantly,
the 4-ML line also seems to split or, at least, to shift its
major component. [In Fig. 12, e.g. , the spacing between
the 3- and 4-ML lines from Fig. 2 is reproduced between
the peak of the 4-ML line and the side component (lower
arrow) of the 3-ML line. This indicates that the 4-ML
line is split into a doublet as is the 3-ML line. ] It is im-
portant to note that the fine structure of the lines in Fig.
12 lies essentially within the shapes of the 3- and 4-ML
lines of Fig. 2 obtained in photoluminescence. This
shows that the SCL mode chosen selects out special por-
tions from the full, spatially unresolved lines that are as-
sociated with the complementary luminescing areas in
Fig. 11. Similar complementary dark-bright structures
over complex-shaped regions as in Fig. 11 have been ob-
served when different sample spots were monitored.

An explanation of these data is straightforward. All
bright areas in Fig. 11 emit part of the same broad
luminescence line but their lateral structures are associat-
ed either with the low-energy side of the line (left-hand
CL image) or with the high-energy side of the line (right-
hand CL image). Hence, the effect causing the lateral im-

age structure is also responsible for the enhanced
linewidths typical of the growth-interruption cycle
defined earlier. To be specific, for sample 8 grown with

t3 =2s interruption time the halfwidth (FWHM) is =36
meV whereas sample A2 with t3 =0.5 sec (Fig. 2) exhib-
its less than half of this value. As the lines broaden on a
scale below ML spacings (58 meV between the 3- and 4-
ML lines in Fig. 2) the only effect that could be responsi-
ble for these different emission energies within a line is a
perturbation of the QW potentials fluctuating in the
different island regions. It is more than natural to assume
that such QW potential fluctuations are the same ones
which were discussed earlier and were ascribed to compo-
sitional mismatch when growth of a new QW is started.
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VII. CONCLUSION

ofLow-pressure MOVPE growth lattice-
matched Ino 53Gao 47As/InP and
Ino 53Gap 47As/In& „Ga„As«P,«quantum wells was
studied on oriented and misoriented (100) substrates with
different growth-interruption cycles. Quantum wells
have been obtained which split up into four or five
luminescent island regions with islands widths L,
differing by monolayer thicknesses. One sample contain-
ing nominally four QW's with appropriately chosen
widths showed overlapping PL line spectra from 11 is-
lands; these could be associated with a coherent sequence
of island widths from 2 to 15 monolayers. This sample
and similar others providing the same material quality in
all QW's are excellently suited to study I.,-dependent op-
tical properties. Exciton transfer is not observed between
the islands at low temperature but sets in at higher tem-
peratures in the range of 90 K. When the islands are
decoupled at low temperatures, the exciton lifetimes as a
function of L, form a rather smooth curve with a
minimum value ~=1.5 ns at L, =20—30 A. The experi-
mental curve can satisfactorily be fitted by a simple mod-
el expressing ~ in terms of the vertical electron-hole over-
lap and the vertical exciton extension. The availability of

The objection that such lateral fluctuations of the excess
potential 6V(z) should be continuous, whereas in Fig. 11
we observe, ideally, "digital" structure in the bright-dark
contrast, can be refuted: in monitoring the contrast at
the two positions on each side of the peak (at about 50%%uo

maximum intensity) with approximately nonoverlapping
but almost line-covering resolution we average out more
detailed bright-dark structure and cast the total contrast
information into the two detection "classes." Hence, we
expect to see more complex-shaped bright-dark regions in
Fig. 11 for better spectroscopic resolution. However, this
cannot be achieved at present.

To summarize this section, the grossest scale in our la-
teral investigations is realized by a laser beam focused to
an excitation spot of —100 pm. On this scale, no spatial
variations of the PL spectra are observed; hence, any spot
monitored must contain the same distribution of QW
changes and fluctuations, such as island sizes and QW po-
tentials. The finest scale is represented by the extended
ML-flat islands within a given QW, with a perpendicular
scale of 1 ML=2.9347 A. The lateral island size must be
larger than the sum of exciton diameter and low-
temperature diffusion length but smaller than the
effective lateral resolution of the SCL, approximately be-
tween 0.3 and 2 pm. Within the sampled area of the elec-
tron beam, QW islands of individual ML widths are con-
tained in an "identical" distribution. The complementa-
ry regions in Fig. 11 appear on a scale from =1 pm up.
These regions include islands with specific potential fluc-
tuations out of a whole manifold 5{6 V(z) ) given by flow
inhomogeneities; the observed potential fluctuations
are —by means of the limited spectroscopic resolution in
SCL—in two classes with, on the average, higher or
lower values of the excess mismatch potential b, V(z), re-
spectively.

14 coherent confinement energies allows for a comparison
with the standard theory of energy states in square wells.
It is shown that the assumption of square wells is incon-
sistent with the data. Realistic potentials are discussed.
The data can be explained by a model assuming that, due
to flow inhomogeneities by the growth interruption, each
well is grown with an initial mismatch over the first 100
0

A before lattice matching is achieved. Scanning catho-
doluminescence measurements were performed on two
samples. In one of the samples, of In053Ga047As/InP,
we observe complementary dark and bright areas associ-
ated with PL detection on the lower- or higher-energy
side of the same island PL line. It is argued that the local
mismatch along the first 100 A of a QW is nonuniform
across a sample (parallel to the QW), thus causing addi-
tional lateral fluctuations of the associated QW potential.
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APPENDIX A

The parameter values used and their influence on the
confinement energies in square wells are discussed. The
full curve in Fig. 8 was calculated using Bastard's boond-
ary conditions and the parameter set given in the figure.
The effective band gaps of InQ 53GaQ 47As and
In&, Ga As„P& were experimentally obtained from
the recombination lines of the reference layer and the
barrier, respectively (see Fig. 3). Therefore, the total
band-gap discontinuity is empirically determined. The
total offset was partitioned among conduction and
valence bands as hE, :AE„=40:60consistent with the
finding of Forrest et al. who determined
AE, =0.396E for the complete range of compositions
in the In& „Ga„As«P,«/InP system from InP to
InQ 53GaQ 47As, and with Zachau et al. , who found
EE,=0.366E for selected values of the composition
close to the InQ 53GaQ47As limit. Mass values are from
Refs. 31 and 39, where for In

& ~ Ga, As~ P» InP
(y =0.42) with Es= 1.135 eV a linear interpolation was
applied: m ' =0.080—0.039y and m hh =0.85 —0.385y.
The influence of the masses on the first QW subband
n =1 is only small. This can be visualized by graphic
representation of the corresponding secular equation and
has been discussed by Nelson, Miller, and Kleinman.
The energy dependence of the masses, due to the cou-
pling of electrons, light holes, and split-off holes, was
computed in a Kane three-band k-p perturbation calcula-
tion ' and yields larger upshifts for the n =1 subbands
than without coupling. This positive upshift correction is
=4 meV at maximum for 50—80-A wide QW's. (In con-
trast, all excited states are lowered, to a much larger ex-
tent. )

The experimental energies include the exciton binding
energy which has to be added to the data for a compar-
ison with computations. Theory yields L,-dependent
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binding energies E of excitons in QW's. In the partic-
ular case of lattice-matched In& Ga As/InP quantum
wells, Lin et al. measured exciton binding energies by
thermally modulated PL, and found a maximum value of
E = 18 meV for I.,= 12 A, with sharp drops to values of
around 8 meV for smaller and larger widths. Therefore,
when dealing with narrow wells of =6—10-A thickness a
value of E„=10meV may represent a fairly good ap-
proach. This value was also applied as a representative
value in recent PLE studies of excited excitonic transi-
tions in lattice-matched In, „Ga„As/InPQW's. With
a proper account of E, the experimental points in Fig. 8

should be roughly 10 meV below computed confinement
energies for the narrowest wells.

For sample D, a totally equivalent situation to example
C is found when energy upshifts are compared to com-
puted values. Here, the barrier material
In, „GaAs P& has a slightly different composition,
y =0.38, as obtained from the band-edge position
E = l. 158 eV (Fig. 3). We have taken appropriate
masses —as given by the above-mentioned y-dependent
interpolation expressions —to calculate an energy-vs-
QW-width curve, and have cross-related growth times
and PL peak positions in Fig. 3 of samples C and D. This
leads us to the line assignment given in Fig. 3.

Finally, the general problem arises whether it is physi-
cal to apply simple square-well potentials to quantum
wells as narrow as a few monolayers, without account of
microscopic features on this scale. We cannot answer
this question in principle as it stands but we refer to the
work of Morais et al. on samples grown by vapor levi-
tation epitaxy where excellent agreement between the
simple standard theory and experimental data was found
even for QW's two monolayers wide. This gives us
confidence that our conclusions from a comparison of ex-
periment and standard theory are physically meaningful.

APPENDIX B

The calculation of eigenstate energies in a square-well
potential with a step were performed using the secular
equation

tan(al ) {(1—g )+q(y/a+a/y)tan[y(L —t ) ] )

—2g —
( g a /y —y /a )tan[ @(L—I ) ]=0, (B1)

where

a=[(2m /A )E]'~, 13=[(2mb/fi )(Vo E)]'—
y=[(2m /A' )(E—V, )]', q=(Pm )/(amb) .

The equation was derived from basic quantum mechan-
ics. The barrier mass is mb, the QW mass is m, and the
widths of the step and the whole QW are (L —I) and L,
respectively. Vo denotes the barrier potential and V, the
step potential, and the QW bottom is at E =0. Equation
(Bl) is consistent with analogous expressions obtained in
a different form from theoretical calculations of others.
When the step is positive (between the top and the bot-
tom of the QW) the eigenvalues of electrons and heavy
holes in the well are lifted and vice versa.

The calculation of eigenstate energies in the potential
swing model assuming initial local lattice mismatch was
based on the simple exponential (although somewhat ar-
bitrary) form of the excess potential,

5 V(z) = —b, Vo exp( —z/k), (B2)

where the beginning of the QW is chosen at z =0 and A,

defines the extension of the extra potential (or the lattice
mismatch) in the growth direction z. For electrons, the
potential is sketched in Fig. 1 (lower diagram); the unper-
turbed potential of the QW bottom is at E=0 and the
share of the electrons in the total value of Vo is given by
the conduction- to valence-band offsets. The hole extra
potential is taken accordingly. The excess potential is
negative when the QW composition is Ga-poor (In-rich)
at the beginning. As long as the maximum excess poten-
tials for electrons and holes, for z =0, are much smaller
than the unperturbed QW square potentials, the effect of
the excess potentials on the confinement energies may be
approximated by first-order perturbation theory,

f Q*b, V(z)g dz
AE=

f q*qdz
(B3)

with wave functions for electrons and holes normalized in
the whole QW and barrier range. Computations were
made for electrons and holes by varying the extension pa-
rameter k and the maximum excess potential EVO to
yield corrected QW confinement energies; the sum of the
corrected electron and hole energies yields the corre-
sponding upshift. As expected, the modified upshifts are
small for very narrow wells (as the eigenstates are close to
the top of the wells, nearly insensitive to the excess poten-
tial at the QW bottom) and for very wide wells L, »A (as
the excess potential has influence only in an increasingly
smaller portion of the well). In the intermediate L,
range, there is not much space for varying A, and 6 Vo in

order to obtain reasonable fits to the experimental points.
An example is given in Fig. 8 for the fit parameters
b, Vo =30 meV and k = 100 A.
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