PHYSICAL REVIEW B

VOLUME 46, NUMBER 15

15 OCTOBER 1992-1

Vibronic Koster-Slater impurity: Exactly soluble model of deep levels in semiconductors
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The Koster-Slater model of a deep impurity, extended by a single phonon mode coupled to the elec-
tron only at the impurity site, can be solved exactly, i.e., not using an adiabatic or static approximation.
Total (vibronic) eigenenergies and eigenfunctions are derived and compared with the adiabatic ansatz.

I. INTRODUCTION

A charge transfer from or to a deep level is accom-
panied by a lattice reconstruction in the impurity vicini-
ty. An energy gain of this reconstruction is typically
greater than the energy of an associated phonon, there-
fore this interaction is not tractable in a weak coupling
limit."! Since the electron-phonon interaction potential is
not a good small term, other choices have been tested in
literature. One of the most studied small terms is a nona-
diabatic term of the Hamiltonian; this choice, however,
turned out to be very controversial.> Why? Let us intro-
duce a single collective coordinate Q to measure the lat-
tice reconstruction. Within the adiabatic expansion the
lattice kinetic energy is neglected and this reduced Ham-
iltonian is diagonalized in an electron subspace, specified
by Q as a parameter. Then the lattice kinetic energy is
introduced and the lattice vibrational spectra is derived
under the assumption that electrons remain unexcited
(for each Q they are always in their lowest energy state).
The part of the Hamiltonian which drives electrons out
of lowest state is the small term. This scheme is success-
ful only if the electronic lowest state changes smoothly
with the parameter Q. Unfortunately, this is not the case
for all values of Q. As —Q exceeds a certain value —Q_,
the bound state at the impurity site changes into a reso-
nant level embedded in the continuum of extended states.
The crossover coordinate Q, is an upper bound on the
domain of the adiabatic ansatz. The reconstruction of
the ground state may begin for much smaller values of
—Q < —Q,., however, and we have to ask which is the
actual regime in which the adiabatic approximation is
applicable.

In this paper we want to touch the question from a
different angle. We introduce a model of the deep impur-
ity which keeps all important features (continuum of
crystal states, localized impurity state, single phonon
mode, and strong electron-phonon interaction), but is
soluble to the end without adiabatic or other questionable
approximation. The key point making the model soluble
is a restriction of the electron-local phonon interaction to
a finite range around the impurity site. This is very
different from the customary model Hamiltonian, in
which the impurity bound state is coupled to the local
mode as a rigid whole. We believe that there are physical
reasons for which our model of spatially restricted in-
teraction is more adequate for substitutional impurities in
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weakly polar materials. In real space, the electron-lattice
coupling is proportional to the square of the electron am-
plitude at a given site which is singularly large near the
impurity.

A particularly lucid and at the same time analytically
tractable model includes a linear electron-phonon cou-
pling only at the impurity site. Our method to solve for
its vibronic eigenstates combines the method of Koster
and Slater for phononless deep impurities® and the recur-
sion method for tridiagonal matrices. A review of exactly
solved electron-boson models in condensed matter and
molecular physics by a generalized recursion method is
provided by Cini and D’Andrea.* Our model is not iden-
tical with any of the models listed by Cini and D’Andrea,
except in the limit of a flat conduction band when our
solution can be mapped by a unitary transformation on
the solution of a two-level atom driven by an external
laser field, derived by Swain.’

The content of this paper is as follows. In Sec. II we
extend the simplest but successful Koster-Slater model of
a deep impurity® by adding a single phonon mode, which
is linearly coupled to the electron at the impurity site. In
Sec. III this “‘vibronic Koster-Slater model” is treated in
the adiabatic approximation as used by Makram-Ebeid
and Lannoo.® In Sec. IV we derive a secular equation for
exact eigenenergies and continued-fraction-type formulas
for the eigenfunctions. In Sec. V we compare the exact
eigenfunctions with the adiabatic approximation. Ap-
pendix A discusses the empirical meaning and possibili-
ties of determining the parameters of the model. Appen-
dix B is devoted to a method of termination of the infinite
continued fraction for the vibronic eigenstate.

II. VIBRONIC KOSTER-SLATER IMPURITY MODEL

The model introduced and qualitatively discussed in
the Introduction can now be formally defined as follows.
Let us assume an impurity which (1) is neutral in the
empty state, (2) forms a single bound state moderately
deep below the conduction band edge, and (3) strongly
affects equilibrium positions of neighbor atoms according
to its occupation.

The effective Hamiltonian we use to model such an im-
purity includes the following: (1) a tight-binding single-
electron Hamiltonian H € of the host crystal,

H=3 |i,B}hG,B;j,v )iy,
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where i, j denote sites and 3,y label orbitals; (2) an impur-
ity potential V,
v=|ojv{o|, (2.2)

where |0} = |i=0,8=s] is a single s orbital at the impuri-
ty site; (3) a phonon Hamiltonian H? with a single local
mode

_J

Hi=|0}h(0|=k[0}{0] . V7 F1(|n)n +1]+|n+1)n),

n=0

where the operator of the coordinate Q is expressed in
terms of the harmonic-oscillator eigenstates. The model
given by this Hamiltonian, H*+V+H?+H i we will call
a vibronic Koster-Slater impurity.

This model is the root member of the whole family of
increasingly more realistic models having (i) more bands,
(ii) more locally coupled modes, (iii) wider range of
nonzero electron-phonon coupling. While all these mod-
els are similar in their basic behavior, our simplest model
is distinguished by being soluble in a formally closed way.
Assuming basic structure of the model, the parameters of
HF are empirically known. The Koster-Slater potential V'
is fitted to reproduce the empty impurity level, o is the
optical phonon frequency, and the coupling strength « is
fitted to reproduce the occupied impurity level in the
ground state. More details about fitting the model pa-
rameters are given in Appendix A.

III. ADIABATIC APPROXIMATION

To get familiar with the physics of the vibronic
Koster-Slater model, we start by looking at its eigenstates
within the customary adiabatic approximation.

A. Adiabatic approximation

The adiabatic approximation is naturally expressed in
the coordinate representation of the phonon Hamiltonian
(2.3),

aZ
aQ?

— +Q2_1

=9
H > . (3.1)

We use the dimensionless coordinate Q to avoid an un-
known mass associated with the oscillator. The
electron-phonon interaction Hamiltonian (2.4) then reads

H'=10}QxV2{0| . (3.2)

Within the adiabatic approach one first eliminates H?
and evaluates electronic states parametrized by Q,

(Eq—H®)|¢o}=10}(v +Qxv2){0l¢y} . (3.3)

Equation (3.3) corresponds to a simple Koster-Slater
impurity with Q-parametrized impurity potential. The
analog of the secular equation (A3) corresponding to (3.3)
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HP= i |n)nw(n| ,
n=0

(2.3)

where (Q|n) is the eigenfunction of the harmonic oscilla-
tor [note different brackets for single-electron wave func-
tion { }, free phonon wave function (), and the total wave
function ( )]; (4) and a linear electron-phonon interac-
tion potential H’, restricted to the s orbital,

(2.4)
!
then yields the parametrized eigenenergy E,

1 —_
———=p+QkV2. (3.4)
{0|G“(Ey)|0} Q

For 0 <Q,,
1 1
== —v|; (3.5)
Q xkV'2 | {0|G*(0)|0}

the Koster-Slater impurity has no bound state and the
ground state I¢Q} is identical to the lowest energy ex-
tended state |@o} of the conduction band. Thus the elec-
tronic energy equals zero, the energy at the band edge.

Within the adiabatic approach the vibronic wave func-
tion, i.e., the total wave function of the electron-lattice
complex, is approximated as

Q¥ =x,,(Q)do} .

Substituting (3.6) into the Schrodinger equation,
(E—H°—HP—V—H")|¢)=0, leads to the equation for
the vibronic eigenenergies

(3.6)

a2
‘@*QZ—‘I
—Ey0(Q —Q.)|do}xn(Q)=0.

Equation (3.7) includes a nonadiabatic term following

(9]
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FIG. 1. Adiabatic and modified adiabatic potentials.
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TABLE 1. Table of exact and adiabatic eigenenergies. E,
and E3 are ground-state energies. The positive sign of E3$
shows that the 14th excited state is not bounded within the adia-
batic approximation.

n E, EX
0 —0.5600000 —0.5347407
1 —0.522169 4 —0.4954505
2 —0.484363 1 —0.456 160 8
3 —0.446 5820 —0.4168708
4 —0.408 8269 —0.3775809
5 —0.371098 4 —0.3382910
6 —0.3333975 —0.2990010
7 —0.2957252 —0.2597111
8 —0.2580822 —0.2204212
9 —0.220469 8 —0.1811312
10 —0.182 8890 —0.1418413
11 —0.1453411 —0.1025514
12 —0.107 8272 —0.0632615
13 —0.070 3488 —0.0239716
14 —0.0329077 0.0153182

from the derivatives of ¢, } with respect to Q. After this
term is neglected the adiabatic equation for eigenenergies
reads

62
9Q?

w

Ex—-

+0%—1 —Ey0(Q —Q.) | Xn(Q)

=0. (3.8

The nonadiabatic correction we do not discuss here. The
adiabatic potential

0Q*/2+Ey6 (3.9)

is in Fig. 1, the resulting eigenenergies are in Table I.

B. Modified adiabatic approximation

Strictly speaking, the adiabatic approximation applies
only for single-electron states below the band edge which
limits the allowed values of Q. We have in mind primari-
ly the defects in direct zinc-blende semiconductors. In
this case it is easy to include in a good approximation
also deviations Q < Q, following the popular approach of
Henry and Lang.” Namely, the I' minimum is accom-
panied by a weak density of states while the onset of the
X and/or L minima comes at higher energies. This is
reflected in our model by the assumed local density of
states having a dominant shoulder at the high-energy re-
gion. Assuming the ' part as a perturbation, we extend
the adiabatic approach for resonant states simply ignor-
ing the lowest energy extended state and keeping the res-
onant level E, for Q <Q, as an effective deformation po-
tential. Thus we obtain a modified equation for eigenen-
ergies

aZ
30?

The extended effective deformation potential is shown in
Fig. 1.
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+0%—1 ¥,(0)=0. (3.10
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In fact, the detailed numeric study shows that for the
vibronic Koster-Slater model and the parameters we use
this approximation is fully equivalent to the adiabatic ap-
proximation, and we will not make an explicit distinction
between the two approximations.

C. Matrix elements in the adiabatic approximation

The full vibronic state is a complex object. To gain its
comprehensive characteristic, we look at its important
matrix elements. As with the usual Koster-Slater impuri-
ty, the projection of the electron part on the central cell is
crucial, only now we have to obtain it for each of the n-
phonon components separately. We mention in passing
that these elements alone determine, e.g., the ionization
rates in an external electric field.

To evaluate the matrix elements (7 |{0|¥2) in the adi-
abatic approximation, we employ the coordinate repre-
sentation

(n]{0lw)= [ dQ(n|Q)QI{0lW) , (.11
where
- 2
(n|Q) (‘/-T_rznn!)l/zH,,(Q)exp[ 0%/2] (3.12)

is the eigenfunction of HY. According to the adiabatic
approximation (3.6) we get

(n|{0|¥2)= [dQ(n]0){0ldg}xm(Q) .

The amplitude of the electron wave function at the im-
purity site reads

(3.13)

—12

9 1 00 —0,) .

01901= 138 TolGamio)

E=E

Q
(3.14)

The proof of (3.14) is identical to proof of (A16).

Within the adiabatic approximation the region Q <Q,
does not contribute. In contrast, within the modified adi-
abatic approximation the integral is nontrivial in this re-
gion,

(n]{0¥ )= [dQ(n|Q)T,(Q)

9 1
3E {0|G“(E)|0}

—1/2

E=E,
(3.15)

We note that (n|{0|¥2¢) does not have a rigorous mean-
ing of the wave function, since the electronic part is not
well defined above the band edge.

We will discuss these adiabatic matrix elements in Sec.
V together with their exact counterparts.

IV. EXACT EIGENSTATES OF THE VIBRONIC
KOSTER-SLATER MODEL

In this section we find the bound eigenstates of the vib-
ronic Koster-Slater model. In contrast to studies in
print, we treat the Schrddinger equation directly, without
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resorting to questionable approximations like adiabatic,
static, and so on. The only approximations used are of
the numerical kind necessary for an evaluation of closed
explicit expressions; all of them are well under control.

A. Schrédinger equation

The stationary Schrodinger equation of the vibronic
Koster-Slater model reads

(E,—H°—HP)|V¥,)=(V+H)VY,) . 4.1

The vibronic wave function |¥,, ) has both phonon and
electronic variables.
With help of the free-particle resolvent

GYE)=———— 4.2)
E—H‘—H?
we rearrange (4.1) as
¥, )=G%E,(V+H) VY, ) . (4.3)

Both the impurity potential ¥ and the interaction Hamil-
tonian H' affect only the orbital |0} at the impurity.
Thus the vibronic wave function |¥,, ) contributes to the
right-hand side only by its elements at the impurity site,
{0|¥,, ). Multiplying (4.3) by {O| one obtains a closed
equation for these elements

(nl{i,BI%, ) ={i,B|GE,, —nw)|0} 1

9411
(n|{0|¥,,)=(n|{0|GXE,)|0}(v +h"){O|¥, ) . 4.4)
The free-particle resolvent can be remarkably

simplified, because it is separable in the electron and the
phonon variables. Within the diagonal representation of
HP?, Eq. (2.3), the resolvent G° reads

G%AE)= 3 |n)GYE —no)n|,

n=0

(4.5)

where the host crystal single-electron resolvent G€ is
given by

1

GYE)= . (4.6)
E—H°¢
Putting (4.5) into (4.4) one finds
1
ol(n|¥,,)
(0IG(E, —na)l0] | tn]
=v{0|(n|¥,,)+(n|h{0I¥,, ). @7

This reduced Schrodinger equation will be the focus of
our interest.

Equation (4.7) provides only the on-impurity elements
of the wave function. To derive the off-impurity ele-
ments, one can combine (4.7) with (4.3). This provides an
identity

{ol(n|w,,) . 4.8)

{O|G(E,,—nw)|0}

The identity (4.8) is a very convenient tool for calculation of the wave function out of the impurity site. Once the values
of the wave function are known at the impurity site, the total wave function results from the single-electron resolvent;
note that the n-phonon component (n|{i,B|¥,, } depends exclusively on the n-phonon component at the impurity site.

B. Recurrent relations and secular equation

Now we are ready to derive recurrent relations for the n-phonon components of the impurity-site element of the wave

function. For the explicit h’, Eq. (2.11), (4.7) goes into a three-term recurrence

1
{0|GYE,,—nw)|0}

We have to choose the boundary condition we will use
while solving for {0[(n|¥,, ). One choice is to start from
{0l(0|¥,, ) and for a trial E,, to monitor the asymptotics
of {0|(n|¥,, ) for large n. If {0|(n|¥,, ) converges, E,, is
an eigenenergy. An alternative approach starts from the
asymptotics at large n and monitors whether the wave
function reaches the correct ratio {1/(n|¥,,)/
{Ol(n|¥,, ). The secular equation then follows from the
condition for the O-phonon element

1

——————{0/(0|¥,, ) =v{0|(0|W,, )+ ,

(4.10)

In our discussion we use the second boundary condition

{ol(n|¥,, Y=v{ol(n|¥, ) +xVn+1{0/(n +1|¥,, ) +xV'n {Ol(n —1|¥,,) .

(4.9)

and the secular equation (4.10). In numerical implemen-
tations, however, we have used a combined method:
starting simultaneously from #» =0 and n— o we have
monitored the matching at n =m. More details are
below.

The recurrent relation (4.9) does not have constant
coefficients, thus we have to solve it numerically. Howev-
er, it is advantageous first to perform some algebraic rear-
rangements, which makes the recurrence more stable and
efficient. In the case of constant coefficients, the solution
has the form {0|(n|¥,, ) ~ A" in the case of nonconstant
coefficients we express {0|(n|¥,, ) as

(0l(n¥,,) ={0l(0%,,) [T AclE,) .
k=1

(4.11)
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From (4.9) one finds that A’s have to satisfy

1
{0|GYE, —nw)|0}

— —~ 1
=p+kVn+1r,  (E,)+cVn ()

n m)

(4.12)

To simplify notation and to make a contact with the
Green-function method, we introduce

AL (E)
kVn '
for which the recurrence reads
1 1

= —v—k*n+1)T,  (E).
TE)  [01GUE —neo] © <D

r,(E)= (4.13)

(4.14)

According to our choice of the boundary condition,
this recurrence should be solved in the descending direc-
tion, i.e., from n = oo stepping down to n =1. The secu-
lar equation (4.10) in terms of I'’s reads

1 -
{0lG(E)|0}

It is advantageous to extend the range of I'’s to n =0,
defining I'y from the recurrence (4.14) (A, is undefined).
The secular equation (4.15) then reads 'y (E)=0.

To generate the solution {I';}, we need the boundary

condition for n — c. This is provided in our case simply
by

v+&’T(E) . (4.15)

lim T',—0 .

n— oo

(4.16)

To derive this limit, we have to start from the asymp-
totics of the resolvent

1

1=(¥, ¥, )=S |{0ln|¥,)]?
n=0

{0|GYE,, —nw)|0}
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(0|GY(E —nw)|0} ~—1 |
nw

(4.17)

which for large n follows from (4.6).
I, ~(nw)" we get

Assuming now

_ K?
(nw) "~no———(nw)’™". (4.18)
1)
The first right-hand-side term is dominant: the opposite
assumption should mean y = — 1 which leads to contrad-
iction. Thus we have more precisely

r,~(no) ". (4.19)

In practice, we have—as always with continued
fractions—to resort to some kind of termination at a
large but finite N. The simplest and customary termina-
tion is

Cy.=0. (4.20)

Varying N, we may find its values large enough for a
saturation of this procedure. However, an improved for-
mal termination may be generated using asymptotic ex-
pressions or its refinements. A physically appealing way
of such termination whose convergence with increasing N
is much faster than for (4.20) is described in Appendix B.

C. Eigenfunction normalization

Having I’s, the only missing component of the wave
function is its norm, i.e., the element {0[(0|¥, ). A
straightforward numerical normalization would be incon-
venient, because the wave function has two variables,
phonon and electronic. Here we derive identities which
make normalization easier.

According to (4.8) the norm of the eigenfunction is

2
S {0|GYE,, —no)li,B}{i,BIG(E, —nw)|0} .  (4.21)
i,B

The sum over orbitals |i,3) represents the operator unity in the electron space,

1 2

{O|GY(E,,—nw)|0}

1=3 [{ol(n|¥, )|?
n=0

{0|G“(E,,—nhw)GE, —nw)|0} .

(4.22)

According to (4.6) the product of two resolvents can be expressed in terms of the energy derivative

_9

{0|GE —nw)GE —nw)|0}= 3E

Substituting (4.23) into (4.22) one finds

|29 1

dE {0|G(E —nw)|0} |E=E

m

1=3 |{ol(n|¥,)
n=0

{0|G(E —nw)|0} .

(4.23)

(4.24)

The formula (4.24) is free of the integration over the electronic variable. We have used this formula in our numerical

treatment.

D. Ward identity

The normalization condition can be transformed so that it will not contain an infinite sum. From (4.11) and (4.13) we

express (4.24) in terms of I'’s,
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[I <*Ti(E)
k=1

1=1{0l0l¥, ) 3,

n=0

OE {0|GYE —nw)|0} |g=£

(4.25)

m

The sum in (4.25) can be evaluated in a way similar to the geometric series. From (4.14) we express the derivative as

9 1 -9 1
3E {0|G(E —nw)|0} 9E T,(E)

Let us denote the product of the first term with its prefactor

8 1

- 2 2
I kT | Se gy -

k=1

A (E)=

The product of the second term with its prefactor reads

n n+1
[1 «*kT%(E)

]
I K¥n +1) 5Ty (E)=—

k=1

Now we substitute (4.26)—(4.28) into (4.25),
1=[{0[0|¥,)* 3 [4,(E,)— A4,4(E,)]
n=0

=|{0l(0|¥,, )|*4((E,,) . (4.29)

From (4.29) and (4.27) one obtains the final relation

8 1 |7

2—
OO 1= 3 T

(4.30)

E=E,

Equation (4.30) is not an accidental property of the model
but a special case of the Ward identity.

E. Formal solution

Now we can write down an explicit expression for the
vibronic eigenfunction. From (4.11), (4.13), and (4.30) we
have the values of the impurity-site elements

-2,

o 1 II <V T4 (E)
k=1

(nl{olY, )= |35 To(E)

E=E

m

(4.31)

Once the impurity-site elements are known, the complete
eigenfunction is given by (4.8).

For the reader who prefers wave functions to resol-
vents we provide a more explicit derivation of the off-
impurity elements. Substituting (4.7) into (4.1) one finds
that the n-phonon component of the eigenfunction
satisfies a free-electron-like equation

(E,,—no—H(n|¥,,)

o} L

{0|G“E,,—nw)|0}

olnlw,). 432

Note that a single n occurs and that E,, is already
known. We can introduce an effective potential

1
{ol,

VRE)=[0} —————
{0|G“(E)|0}

(4.33)

+x¥n +1)%F,,+1(E) .

I1 <*T%(E)

(4.26)
4.27)
9 1
SET. () A, (E) . 4.28)
[
within which Eq. (4.32) reads
[E, —no—H‘—VNE, —nw)l(n|¥,,)=0. 4.34)

Solution of the free-electron-like equation (4.34) can be
obtained by any standard procedure. In contrast to a
genuine free-electron Schrodinger equation the wave
function (n|¥) is not normalized to unity but its value at
the impurity site is fixed by (4.31).

F. Numerical calculations of matrix elements

The ansatz (4.11) is convenient for an analytic discus-
sion; however, it does not provide the best numerical re-
cipe. This is clear in a weak interaction limit, k—0,
when {0|(n|¥, )—3,,,{0l#}, see (A12). Therefore the
element {0|(0|¥,,) goes to zero for m#0, making the
formula (4.11) numerically unstable. While we are not
concerned with the weak interaction limit, this numerical
instability appears anyway for high excitations which
have the O-phonon element rather small.

The modified ansatz we use for numerical treatment is

{ol(n|¥,,)={0|(m|¥,,) forn=m

={0l(m|¥,) [I «VkT(E,)
k=m+1
for n>m
={0|(m|¥,,) f[ 'k +1A,(E,,)
k=m-—1
forn<m . (4.35)

Here, I'’s are given by (4.13) and (4.14). Similarly, from
the Schrodinger equation (4.9) one finds that A’s satisfy

1 1
A,(E) {0|GYE —nw)|0}

—v—«k’nA, _(E). (4.36)

The secular equation is obtained from the matching of
the wave function at n =m,
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1
{0|G(E —mw)|0}

—v—i’mA,, _(E)

—k*m +1)T,, . (E)=0. (4.37)

For «—0 this secular equation is as regular as the free
electron secular equation.

Our numerical treatment is the following. In the re-
gion of expected eigenenergies we take energy as a pa-
rameter, evaluate I'’s and A’s and then the left-hand side
of (4.37). Since the left-hand side of (4.37) is a regular
function of the energy E, we use Newton’s iteration
method in the vicinity of the eigenenergy. Then we
evaluate |¥,,) from (4.35) and normalize according to
(4.24).

V. COMPARISON OF EXACT AND ADIABATIC
RESULTS

Comparing exact and adiabatic results one can ask two
different questions: (1) How accurate is the adiabatic ap-
proximation for the given set of parameters? (2) Is it pos-
sible to adjust parameters for the adiabatic treatment so
that the exact results are reproduced; and how much
would the adjusted parameters differ from the original
ones? From the first question we can learn about the reli-
ability of the adiabatic treatment as applied to ab initio
parameters, from the second one we can learn conversely
about the reliability of deep impurity parameters ob-
tained by an adiabatic fit to experimental data.

In Table I we compare the eigenenergies. The adiabat-
ic eigenenergies are crudely by /2 too high, and they
are well equidistant with an energy difference comparable
to the exact results. As a consequence, the number of
bound adiabatic eigenstates is smaller than the number of
the exact states. The right ground-state energy can be
adjusted by taking a more attractive Koster-Slater poten-
tial or by increasing the amplitude of the electron-phonon
interaction, but this straightforward parameter adjust-
ment leads to a worse agreement of the wave functions.

Three of the wave functions are compared in Fig. 2.
The ground state (m =0) provides a quite satisfactory
agreement, assuming that high elements are irrelevant for
the experiment. In the moderately excited state (m =4)
we observe that the adiabatic wave has a correct range of
amplitudes, but these amplitudes are systematically shift-
ed towards larger n. Because of the discrete character of
the quantum number n, the adiabatic approximation
seems to provide rather poor values in the region of small
n ( <5). This ill behavior in the small-n region is fully
appreciable for the highly excited state (m =8). Howev-
er, the order of magnitude is still comparable provided
that we do not compare them for individual n but rather
in some overall picture.

The adiabatic wave function can be adjusted to the ex-
act one with a surprising accuracy; see Fig. 2. Since the
share of the large-n components increases with the
electron-phonon interaction, one can squeeze the adiabat-
ic wave functions closer to the exact ones taking a weaker
interaction strength. Note that with the weaker interac-
tion the ground state floats even higher, in contrast to
what we need to adjust the eigenenergies. At the same
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FIG. 2. Exact, adiabatic and fitted adiabatic wave functions.
Elements {0|(n|W¥,, ) of the exact (needles), {O|(n|¥3) adiabat-
ic (full line), and {O|(n|¥%) (dotted line) are plotted for m =8
(a), m =4 (b), and m =0 (c). n is on horizontal axis. Shift to
high values of n in the adiabatic case and a good agreement in
the fitted adiabatic case are apparent.

TT Ty

time the energy difference is getting closer to w, again an
undesirable side effect of the fitting. To compensate for
these side effects it is inevitable to take an even more at-
tractive Koster-Slater potential and to change also the
free-phonon energy. The effective parameters corre-
sponding to the fitted adiabatic wave functions in Fig. 2
are: k™= —0.106 eV while k=—0.119 eV, 0™=0.0384
eV while ©=0.04 ¢V, and v™'= —6.5 eV while v = —6.42
eV. We note that the Koster-Slater potential v is referred
to the band center, therefore one has to subtract the band
half-width W (=6 eV) to judge the relative change. This
change of the Koster-Slater potential causes a shift of the
empty impurity energy level, Eft=—0.45 eV while
E,=—0.4eV. Briefly, for the vibronic Koster-Slater im-
purity with the above parameters, the adiabatic approxi-
mation leads to about 10% deviations, which is not that
bad assuming an uncertainty one meets when looking for
deep level parameters.®

VI. CONCLUSIONS

When asking what is the essential message of this
work, we may single out three points.
(i) An exactly soluble vibronic model of a deep level
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impurity can be constructed so that it closely follows
some real defects in semiconductors.

(ii) Testing the adiabatic approximation for reasonable
defect parameters which are “intermediate,” i.e.,
definitely out of the true adiabatic limit, we find a quanti-
tative discrepancy both for the eigenenergies and eigen-
functions. To a high accuracy, it can be compensated for
by adjusting all the parameter values by about 10%. This
somewhat unexpected result would be important for
judging the quality of empirically derived parameters of
defects; further confirmation is certainly needed.

(iii) From a more basic point of view, this result sug-
gests that the structure of the adiabatic wave functions is
rather close to the reality: a suitable renormalization
makes the adiabatic ansatz valid far outside its nominal
domain of validity.

The proposed model allows for some generalizations:
(1) one can assume more impurity states, all affected by
electron-phonon interaction; (2) long-range impurity po-
tential can be taken into account provided that the
electron-phonon interaction remains localized; (3)
electron-phonon interaction can be extended to tight-
binding hopping elements to the impurity site; (4) the
nonharmonic free phonon Hamiltonian is tractable; (5)
nonlinear electron-phonon interaction is allowed. Any of
these generalizations would just cost an additional nu-
merical effort, while the basic structure of the solutions
would be preserved.
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APPENDIX A: PARAMETERS OF THE HAMILTONIAN

In this appendix we derive the magnitude of the
Koster-Slater potential v and of the interaction constant
Kk, using a host crystal local density of states h (E), an en-
ergy level E, (=—0.4 eV) of the unoccupied impurity,
and the ground-state energy E, (=—0.56 eV) of the oc-
cupied impurity. While parameters used in this paper are
rather typical values than real values corresponding to a
specific impurity, we want to relate them to quantities
that may be obtained from independent experiments, i.e.,
other than the deep level transient spectroscopy. Thus
we assume that the local density of states follows from
the electronic band structure, the energies E, and E, can
be deduced from optical measurement. The remaining
parameter is the phonon frequency ®, which we take
equal to the optical phonon frequency (=0.04 eV), al-
though another value might be reasonable in the presence
of a local vibrational mode. Clearly, we do not fit the pa-
rameters to deep level emission rates, which we will study
using this model in the next paper.

b
Z+b3z4+ ‘bl _—3

{0|GX(E)|0} = 5

T2

2 [fl_’_b:;

S

+9(zz—l)iW(22_1)l/2(1+b1 +b32), - w1 -
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1. Koster-Slater potential v

The energy level E, of the unoccupied impurity does
not depend on the phonon part of the Hamiltonian. Thus
it is an eigenenergy of the electronic part H+ V. We use
this property to fit v from the free-electron Schrodinger
equation

(E,—HY\|$}=VI|d} . (A1)
Using (2.2),
1
=———V|$}=GE,)|0}v{0|¢} , A2
6} 1 |¢} =G“(E,)|0}v{0|$} (A2)

where we define the crystal resolvent G¢. From (A2) we
get the Koster-Slater potential v in terms of the resolvent

pm=—— L (A3)
(0lG%(E,)|0}

2. Local resolvent G(E)

Now we need an explicit local resolvent {0|G(z)|0}.
To construct this function we assume that we know a
density of states 4 (E) at the impurity site. These two
functions are real and imaginary parts of a single analytic
function (retarded Green function), therefore they are
connected via the Hilbert transformation

du h(u)
0lGE)0}=— [ S£L 1L A4
{0|G(E)|0} fW#_E (A4)

In our calculations we have used a model 4 (E), the
Hubbard bubble skewed by Chebyshev polynomials,

h (E)=—2u7(1—-22)1/2(1+b1z+b3z3)|z=E/W_1 . (@AY
Its parameters are chosen to reproduce a conduction
band width 2W (=12 eV) and the effective electron mass
m (0.2 of the electron mass in the vacuum) at the band
edge. The parameter b; results from the fit of the band
edge to the parabolic electron band,

3

! : (A6)

1 avVmW
2 16w

b3=_ h

where a (=0.55X107° m) is a lattice constant. The pa-
rameter b, defines the extent of the paraboliclike region
in the vicinity of the band edge; we use b; = —3b;. We
note that the total density of states is normalized to unity
(the integral over energy equals 7).

This model provides an explicit analytic formula for
the resolvent

(A7)



9416

3. Interaction constant x

The exact value of k, which reproduces the energy of
the ground state, can be obtained only by trial and error,
solving the secular equation for different values of k. To
get an estimator for the starting value of « a linear ap-
proximation of the reciprocal resolvent can be used:

1 ) 1
——————— —m(E—E,) e —————
folGElo} 3E [0|G(E)|0} |E=E,
(A8)
Equation (4.7) then becomes
9 1
(E—HP—E,)c5——" o|w
“"9E {0|G(E)|0} E=Eu{‘ >
={0lH'|¥) . (A9

Equation (A9) is equivalent to the Schrodinger equation
of the harmonic oscillator with a shifted coordinate ori-
gin. This can be seen from a rearrangement

(E—E,—HF—H.3){0|¥)=0, (A10)

where the effective interaction Hamiltonian is identical
with H', except for the reduced interaction constant «,

-1
1

= (A1)
3E {0|G%(E)|0}

Kegg=

E=E

u

The shift of the ground-state energy of the effective Ham-
iltonian H"+H"e,f, related to the ground state of H?, is
known to be AE= —«’z/w. This shift is equal to the
difference between the ground-state energy and the empty
impurity level, AE=E, —E,. Therefore the interaction
constant k reads

—— 70 1
k=—V(E,—E))Jo-r——— (A12)
#70E {0|GYE)|0} |E=E,
For our parameters the formula (A12) provides

k= —0.129 eV; the correct value is —0.119 eV.

The reduction of the interaction constant expressed by
(A11) follows from the overlap of the interaction Hamil-
tonian with the bound-state wave function. In a weak
coupling limit the electronic part of the wave function is
crudely equal to the free-electron bound state |¢}. Thus
one expects the reduction of the interaction constant in a
form

Keﬁ"=K| {0|¢} |2 .

One can prove that (A11) is identical to (A13) using again
the Ward identity. The norm of |¢} evaluated from (A2)
with v given by (A3),

(A13)

1 1 d 1 |

T,(E)  {0GYE.)0} ' OE {0lGXE)0] |e

I _E—no—4 _
r,(E) B

cut

K2(n +1)FH+I(E) .

Vo —————— (E—nw—E,)—«*n+1)T, (E),
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1={¢l¢}
2
1
=1{0[¢}|* | ————— | {0IGE,)GYE,)|0} ,
I oigee, o | ! }
(A14)
then provides
—1
9 1
01} 1= | - oo : (A15)
|{0l¢}] JdE {0|G(E)|0} |E=E,

which proves the relation between (A 13) and (A11).

APPENDIX B: TERMINATION OF THE RECURRENCY

In this appendix we derive an approximative formula
for T',,(E) that can be used to start the descending re-
currence (4.14). To this end we reverse the procedure
used in the main text and utilize the Schrédinger equa-
tion (4.7) to discuss the asymptotics of the wave function.
The starting value of I" will be deduced from this asymp-
totics.

In Sec. IV we use the simplest termination 'y, ;=0.
Within the Schrodinger equation (4.7) such termination
corresponds to taking {O[(n|¥)=0 for n >N. Such a
solution can be obtained sending 1/{0|G(E,,
—nw)|0} — o for n > N. This indirect way of cutoff has
an advantage in that it can be done for the wave func-
tions and I'’s in a consistent manner.

Instead of the abrupt infinite “barrier” one can use
some tractable approximation of 1/{0|G%E,, —nw)|0}
for n > N. As is shown in Sec. IV, in the limit n — oo, the
elements kV'n T', go to zero, therefore {0|(n|¥, ) decays
to zero even faster than an exponential. Thus, for large N
only a few elements {O|(n|¥, ) with n > N give an appre-
ciable contribution and we can focus on the vicinity of N.
Therefore, for E <E_, (E_,,=~E,—Nw) we approximate
the local resolvent 1/{0|G“(E)|0} by its linear extrapola-
tion from E ;.

The linear approximation of the asymptotic region has
a well-defined asymptotic behavior. Indeed, for N — oo,
1/{0|GE,,—Nw)|0} — —Nw, thus the linear approxi-
mation is exact in this limit. At the same time, the su-
perexponential decay of the wave function shrinks the
width of the significant vicinity of N. For parameters
used in our model this second reason of convergence is
the dominant one.

1. Auxiliary eigenstates

According to the recursion (4.14), I'y . (E) depends
only on {O|G%E’)|0} for E'<E—Nw. Therefore, to
evaluate 'y (E) we can replace 1/{0|G(E)|0} by a
linear function of E for all energies,
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Here (B1’) introduces a reduced notation. Within this approximation, the share of the single-electron wave function at
the central cell does not depend on the energy E (see Appendix A), thus the electronic part of the wave function is

effectively decoupled.

While the recurrence (B1) is of the same complexity as (4.14), Eq. (4.7) can be, for 1/{0|G“(E)|0} linear, solved

directly:
(E—now— A){0|(n|¥, )=B(n|h'{0|¥,, ) .

(B2)

We use the tilde to distinguish the auxiliary wave functions. Indeed, we can separate the kinetic and potential parts of
H? in Eq. (B2), which allows us to express (B2) within Q representation, see (3.1) and (3.2),

2
~_a_._+Q2__1
a0

~ [7)
(E = )(0l(Q[T,,)+2 .

{0l(Q¥,, )=0BkV2{0|(Q|¥,,) . (B3)

Now we merge the quadratic potential with the linear interaction potential into a new quadratic potential with a shifted

bottom,
Qszw = w 62 2 ST —
E—4—— folQlw,,)+ > 6Q2+(Q Q,)*—1]{0l(Ql¥,,)=0, (B4)
I
where ing to (4.31) a reversed relation reads
_ Bk m
0.=7% - (BS) r,(Em)=—1 {ol(n|wm) (B8)

Except for a prefactor, the auxiliary wave functions
{0/(QY,, ) are eigenfunctions of shifted harmonic oscilla-
tor

172
5 Vv B _ —(Q—Q,1/2
O1QI¥, )= | =" | H,(Q—0Q)e :
(B6)
The auxiliary eigenenergy is
_ Qlw
E,=4— ‘2 +mo . (B7)

2. Asymptotic I'’s

At eigenenergies one can reverse the procedure used in
the paper and evaluate I'’s from wave functions. Accord-

I

«Vn {O|(n —1]9")

As mentioned above, 'y (E) is independent from
1/{0|G(E)|0} for E>E_,. Therefore Ty, resulting
from the auxiliary function (i.e., with linearized
1/{0|G(E)|0} on the whole E axis) is identical to Ty
obtained for linearization restricted to the asymptotic re-
gion. The only limitation is that the auxiliary eigenener-
gies are different from their exact counterparts, therefore
we have to interpolate to obtain a desired value.

3. Nested products

For convenience we include some algebra that makes
the numerical implementation effective. The auxiliary
wave function in the representation of free-phonon eigen-
states reads

S 7 1 —n2 \/E _(Q—Q)2/2
0 /] = —_— Q<72 __ _ s
{ (nl m) fdQ(‘/,n_n!zn)l/ZH”(Q)e (\/wm!2”’)”2H'"(Q Qs)e (B9)
n+m _Qs2/4
_VBQ" e " plm(—D" 2 ) 510
Vamnrtn <, (n—pik —p)p! | 02

The wave function rapidly decays for large n, but the ratio of two neighbor elements allows for analytic cancellation
that removes possible numerical difficulties. Using (B10) in (B8) one finds

N O,VB  C(N+1,m,20,7%)
Ly (E,)= 5 - ’
K(N+1)V2 C(N,m,20,7?)
where
CNmx)= S Nim! »
,m,x)=
,50 (N—pXm —p)p!”~

The function C can be expressed with help of nested products

(B11)

(B12)
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Nm

C(N,m,x)= I+ [1+

1+ ——x
1 m—1

which makes the application fast and numerically stable.

(N—m+2)2 1Jruv—ZﬁmeH H

(B13)

Let us summarize. Equation (B11) supported by the nested products (B13) provides values of Ty ; for energies equal
to auxiliary eigenenergies {E,,}. The desirable value is obtained by the interpolation. We note that the procedure
works well if the cutoff point is in the region where the eigenfunction is in the asymptotic exponential tail. For our
model one can take N as low as 35 without a significant influence on the resulting eigenstates.
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