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Pulsed-NMR techniques have been used to investigate longitudinal spin diffusion and nonlinear
spin dynamics in dilute, spin-polarized He- He solutions between 4 and 400 mK. Solutions with

He concentrations xs = 3.5 x 10 and 19.4 x 10 were forcibly polarized to as much as 65%
and 25%, respectively, with a 9.2-T magnetic field. A technique for measuring the coefficient of
longitudinal spin diffusion D~~ is described, and the results of the technique are compared with
recent theoretical calculations. Throughout a temperature range that covers both degenerate and
nondegenerate behaviors, theory and experiment are found to be in excellent quantitative agreement
for x3 ——3.5 x 10, and in somewhat weaker agreement for x3 ——19.4 x 10 . The presence of
strong molecular fields in this system is confirmed by the observation of multiple spin echoes, but
it is found that they are not adequately described by recent theory. In addition, the observation of
a novel, extremely long-lived oscillation with a lifetime on the order of 10 sec is reported. These
oscillations are found to have sensitive temperature and magnetic-Field-gradient dependencies. A
simple model which implies that this behavior is driven by a nonlinear instability is presented, and
the results of numerical simulations based on this model are examined in an attempt to gain further
insight into the spin dynamics of the system.

I. INTRODUCTION

The spin dynamics and transport properties of spin-
polarized Fermi systems have been the subject of much
recent experimental and theoretical interest. i Dilute so-
lutions of He in superfluid He provide a nearly ideal
system in which to carry out studies of such phenomena.
They can be highly polarized at readily attainable mag-
netic fields and temperatures, and can be examined both
in the degenerate (T « TF) and classical, or Boltzrnann,
(T )) T~) regimes. They remain the only Fermi sys-
tem that can be studied in the transition region betroeen
degenerate and classical behaviors. At the low concentra-
tions of interest, the He atoms are weakly interacting,
and so form a quantum gas, rather than a strongly inter-
acting liquid. This last point is particularly important
from a theoretical point of view, as it greatly simplifies
any calculation of the transport coeKcients in the sys-
tem.

Nonlinear spin diffusion in degenerate Fermi systems
was examined by Leggett and Rice, who showed that
quantum exchange effects in pure (normal) sHe give rise
to a molecular field whose strength depends both on the
degree of polarization, and on the details of the He- He
interactions. This molecular field cannot directly affect
the precession of the local polarization M(r, t), since the
two are constrained to be parallel. (In this paper we shall
use boldface type to denote vectors in spin space. Real-
space vectors, gradients, etc. , will be denoted by arrows,
or will have their Cartesian components written out ex-
plicitly. ) The molecular field can, however, affect the
spin currents, which then react back on M through the
continuity equation. The relative importance of these ex-

change effects depends on the ratio of the spin-diffusion
relaxation time rD to the time it takes a quasiparticle to
execute a single precession (at frequency 0;„i)about the
local molecular field. Following Leggett, s we can charac-
terize the strength of this molecular field by the quantity
pM = 0;„|,r~, where M = iM~ is the degree of polar-
ization, and lt is the dimensionless "spin rotation" pa-
rameter. If pM )) 1, then a quasiparticle will execute
many cycles about the local molecular field before being
relaxed in a collision, and the exchange effects will be
important. Leggett's predictionss for the behavior of a
+180' spin-echo experiment under these circumstances
have been experimentally verified by Corruccini et aL4
for both pure sHe and concentrated sHe- He mixtures.

More recently, Bashkin has argued that quantum ex-
change should lead to similar molecular-field effects in
polarized systems which are at low temperatures, but
still obey Boltzmann statistics, rather than degenerate
quantum statistics. a In these systems, the thermal de
Broglie wavelength Az becomes much longer than the
range of the interparticle potential (which at low tem-
peratures we may take to be the s-wave scattering length
a), so that quantum-mechanical corrections to the scat-
tering become important. In an independent treatment,
Lhuillier and Laloe examined the effect of these quan-
tum corrections in detail, and found that forward scat-
tering exchange gives rise to an additional precession of
the particle spins, which they termed "the identical spin
rotation effect. " Since this additional precession has the
same effect on the spin dynamics as the molecular field
in the degenerate Fermi liquid, it is entirely reasonable
to find that Lhuillier and Laloe s nonlinear spin-diffusion
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equation for dilute gases is identical to that originally
given by Leggett. s

The similarity of the spin dynamics in the low-density,
weakly interacting gas to those in the high-density,
strongly interacting liquid suggests that a more unified
approach ought to be possible. Such a unified approach
has, in fact, been carried out by Levy and Ruckenstein, 7

who developed a quasiparticle description of paramag-
netic Boltzmann gases that emphasizes their relation to
more dense systems. They have successfully applied that
approach to the results of experiments on spin-polarized
atomic hydrogen gas. s

In both the degenerate and Boltzmann regimes, the
essential effect of the molecular field on the spin dynamics
can be seen from Leggett's equation for the steady-state
spin currents in the Larmor (rotating) frame,

J= D,V—M —Jx pM,

where D, is the coefBcient of spin difFusion, 9 is the
real-space gradient operator, and the spin current J has
both spin and spatial vector components. From the sec-
ond term on the right-hand side, it is apparent that, in
addition to being driven by gradients in M, the spin cur-
rents precess about the local molecular field pM. The
solution to this equation is easily found to bes

J(r, t) = —
z s [VMy p(M xVM)1+y,zMs

+p, (M VM)M], (1.2)

which, together with the continuity equation for the po-
larization (again, in the rotating frame)

M
„

t
(r", t) + VJ(r", t) —M x p6H(r) = 0,

completely defines the spin dynamics of the system.
6H(rg is the residual (gradient) part of the applied field
that is not removed by transforming to the rotating
frame, and p is the sHe gyromagnetic ratio.

Given the complex form of these equations, it is not
surprising that spin-polarized gases and liquids exhibit
a rich variety of nonlinear phenomena. In addition to
the spin-echo behavior verified by Corruccini et al ,

4 Eqs. .
(1.2) and (1.3) predict multiple spin echoes, s as well as
spin waves. The latter have been observed in pure sHe, io

in concentrated (degenerate) sHe-4He solutions, ii is as
well as in spin-polarized atomic hydrogens and sHe (Ref.
14) gases. More recently, Candela et aL have observed
spin waves in dilute sHe-4He solutions that are in the in-
termediate regime between the degenerate and classical
limits. is The earliest investigation of such a highly po-
larized, intermediate regime 3He-4He solution, however,
was undertaken by Gully and Mullin, is who carried out
a Leggett-Rice-type +180' spin-echo experiment, which
they analyzed to obtain both pM and D,. At high tem-
peratures, where the solution obeyed classical statistics,
their measured values for these two quantities agreed
well with theoretical predictions, and con6rmed the pres-
ence of identical spin rotation effects in spin-polarized di-
lute solutions. At lower temperatures, where the system
should cross over to degenerate behavior, however, they

and

Jg = Di~iVME—

Jz = — [Mpg+ pM (E x 7'E)],
] + p2M&

(1.4)

with (for example) D~ zD~~ at T/TF = 0.1 if the sys-
tem is 60% polarized. is At higher temperatures, where
the system obeys Boltzmann statistics, D~ =

D~~
= D,

and the above expressions are equivalent to Leggett's re-
sult, Eq. (1.2).

As is evident from the form of the above equations, all
of the nonlinear efFects are confined to the transverse spin
dynamics. In a system where M and gradients in M are
purely longitudinal, the spin dynamics remain completely
linear. Gradients in M (which we may treat as a scalar in
the purely longitudinal case) will simply relax according
to the ordinary difFusion equation:

(r, t) = Di~iV M(r, t). — (1.6)

If one could develop a technique for measuring the coeffi-
cient of spin diffusion by exciting only longitudinal gradi-
ents, one could in principle measure D~~ independently of
D~ (which could be obtained from a standard spin-echo
experiment, 2s'zi) and thereby search for the predicted

found that pM, instead of increasing more sharply with
decreasing T, leveled off and even decreased at the lowest
temperature. They also found that D„instead of making
a smooth transition between an approximately ~T be-
havior at high temperatures and a 1/T2 dependence in
the degenerate regime, began to fall quite sharply with
decreasing temperature just at the point it might have
been expected to level ofF or even increase.

A possible explanation for the unexpected behavior of
both D, and pM was put forward by Meyerovich, ir who

argued that in a system that was both degenerate and
spin polarized, the spin currents perpendicular (in spin
space) to the direction of polarization should relax on
a time scale r~ significantly shorter than the relaxation
time ri for the parallel spin currents. As a result, the
system should no longer have a single spin-diffusion co-
efficient, but rather two: D~ for the relaxation of the
transverse spin currents, and D~~ for the relaxation of the
longitudinal spin currents. Since a +180' type spin-echo
experiment will only be sensitive to D~, any interpreta-
tion of such an experiment based only on Leggett's orig-
inal analysis may well encounter difficulties.

While the argument for anisotropic spin difFusion can
be made on general grounds, ir is Jeon and Mullinis have
shown that a more detailed treatment of the kinetics also
gives two relaxation times, with r~ && ri for small T/TF
and large M. They find that, under these conditions,
Leggett's equation for the spin currents should be some-

what modified. If the spin-space unit vector E is defined
such that M = ME, then Eq. (1.2) decouples into sepa-

rate expressions for the longitudinal (J~[/) and transverse

(J J E) spin currents. In the degenerate, spin-polarized
regime, Jeon and Mullin find
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diffusion anisotropy.
We have, in fact, developed such a technique for mea-

suring Di! in dilute sHe-4He solutions, and in this paper
we report on the results of that experiment. We also
report on our investigations of the nonlinear transverse
spin dynamics in the system, which include multiple spin
echoes and a novel, extremely long-time-scale excitation.
The next section of the paper is devoted to a discussion
of our experimental techniques, including our method for
determining D!!. In Sec. III we give our results for D!i
in two difFerent solutions, and compare them with recent
theoretical calculations. Section IV contains a discussion
of our multiple spin-echo experiments. In Sec. V we re-
port on our observation of a new behavior in this system,
with a characteristic lifetime on the order of 10 sec, and
on our attempts to model that behavior with a simple
computer simulation. Some of the results reported here
have been previously published in a briefer form. 2

II. EXPERIMENTAL METHODS

A. General techniques

Experiments on spin-polarized He- He solutions re-
quire both low temperatures and high magnetic fields.
For the experiments described in this paper, the former
were provided by a large dilution refrigerator (Oxford In-
struments) with a base temperature of 3.5 mK. In order
to reduce eddy current heating in the high-field regions,
the cryostat was supported on a rigid platform of our
own design with three high-performance vibration isola-
tors (Technical Manufacturing Corporation). Vibrations
transmitted along the refrigerator pumping lines were
reduced by the installation of sandboxes and Kirk and
Twerdochlib style double-gimbal isolators. ~s The requi-
site high magnetic fields for these experiments were pro-
vided by a 9-T superconducting solenoid (American Mag-
netics) with a 7.5-cm bore and a field homogeneity of
better than one part in 10 over a 1-cm region at its
center.

We determined the sample temperature using a sHe
melting curve thermometer and the Greywall temper-
ature scale. ~4 Figure 1 offers a general schematic view
of the apparatus, and shows the relative position of the
melting curve thermometer and sample cell. The ther-
mal link between the mixing chamber and the sample cell
was made long enough so that the temperature error due
to the residual magnetic field at the melting curve ther-
mometer ((0.2 T) would be less than 0.5%.25 The link
was made from oxygen-free high-conductivity (OFHC)
copper which had been annealed in an oxygen atmo-
sphere ( 10 Torr partial pressure) for 8 h at 800'C
to improve its thermal conductivity. After the annealing,
the copper had easily visible crystallites on the order of
1—2 mm in size. Because of the high specific heat of the
copper nuclei in the 9-T field, the sample cell had a 5—6-h
time constant at the lowest temperatures. As a result,
we had to take particular care that the cell was in rea-
sonable thermal equilibrium at the lowest temperatures.
For our experiments on the higher concentration mixture,
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FIG. 1. Schematic views of the lour-temperature portion of
the experimental apparatus.

we added a vibrating wire viscometer to the sample cell,
which allowed us to more readily ascertain that the cell
had come to equilibrium.

Also shown in Fig. 1 is our z gradient coil, which was
designed to apply a large ( 30 G/cm) uniform magnetic-
field gradient t = BH, /Bz to the sample cell. The
coil was wound from Cu-clad multifilamentary Nb-Ti su-
perconducting wire, and mounted on one of the ther-
mal shields inside the refrigerator. The superconducting
leads from the coil had their Cu cladding etched off in
several places to reduce their thermal conductivity, and
were brought out of the vacuum can and into the main
bath space through an epoxy feedthrough.

The microwave cavity used in these experiments has
been described in detail elsewhere. 2s Its design is based
on the spit-ring resonator of Hardy and Whitehead, ~~ but
it employs a flexible metal-dielectric laminate that allows
an extremely compact construction. It had a resonant
frequency of 293 MHz, and a loaded Q of 1500 at low
temperatures. The cavity was designed so that it could
be tuned and coupled on a test rig that could be dipped
into a helium storage Dewar, and then mounted onto
the dilution refrigerator without further adjustment. Be-
cause of the large amount of power ( 10 W) dissipated in
the resonator during large tip angle pulses, it could not
touch the sample cell. It was instead rigidly mounted
close to the cell with low thermal conductivity Vespel
rods (Dupont), and anchored to a higher-temperature
stage of the refrigerator with a flexible copper braid.

While the high Q of the cavity allowed for an excel-
lent NMR signal-to-noise ratio, it also resulted in a phe-
nomenon known (somewhat misleadingly) as radiation
damping. In this situation the field of the precessing
spins, as amplified by the cavity, is large enough to react
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back on the spin system and exert a torque on the mag-
netization vector. While this efFect is usually associated
with higher-density spin systems, the low spin density in
our experiments was more than compensated for by the
high degree of spin polarization. For most of our experi-
ments, the efFect was quite small and only led to a NMR
line shape that depended somewhat on both tempera
ture and tip angle. At low temperatures in our higher-
density sample the efFect did become large enough that
after a 180' pulse the sample magnetization vector was
immediately rotated back to nearly its equilibrium di-
rection. We were able to get around this difficulty by
adjusting the current in our magnet so that the resonant
frequency of the sHe atoms was far enough outside the
cavity linewidth to significantly reduce the effective Q of
the cavity, and thereby reduce the radiation damping.

The broadband pulsed NMR spectrometer used in
these experiments was of a conventional design, and was
built largely from commercially available components. It
has been described in detail elsewhere. so

We prepared our sHe-4He solutions by means of
a mixing system in which the ratio of a small vol-
ume ( 155 cms) containing sHe to a much larger
one ( 1.6x104 cms) containing 4He had been carefully
measured. M The sample concentration could then be de-
termined from the initial pressure of sHe in the small
volume and the total pressure in the system once the
two isotopes had been mixed. To minimize any errors
that might result from an incomplete mixing, the total
amount of sample was chosen so that, when liquified, it
would only exceed the known sample cell volume by a
small amount. The mixed sample was then drawn into a
charcoal cryopump and loaded into the sample cell while
the latter was held at about 1.5 K. As the sample loading
progressed, the cryopump was gradually warmed so as to
maintain a pressure of 1—2 bar at the top of the cell-fill
capillary.

It is a well-known property of superfluid 4He that any
temperature gradient in the liquid will cause a super-
current to How toward the higher-temperature regions.
In our mixtures, the resulting counterflow of normal fluid
would sweep all of the sHe to the coldest spot and distort
the concentration of the sample. To prevent this "heat
Hush" effect, we placed a capacitive level detector (shown
in Fig. 1) in the sample cell-fill line. The capacitor was
mounted on the thermal link, quite close to the cell, and
was carefully monitored during the cell-filling procedure.
When the changing capacitance of the level detector indi-
cated that the sample's liquid-vapor interface was inside
the detector, the filling procedure was halted, thus en-
suring that none of the liquid extended up the fill line to
warmer regions of the cryostat.

Two samples were prepared for the experiments de-
scribed in this paper, one at a 3He concentration of
350 ppm [TF = 13.3 mK (Ref. 31)j, and a second at
a concentration of 1940 ppm (TF = 41.4 mK). As a
check on the actual concentration, a portion of the mixed
sample was transferred to a separate container and sent
to the U.S. Bureau of Mines for analysis. Of the two
samples sent for analysis, one was drawn from the com-
pletely mixed sample before loading any of the gas into

the sample cell. It was mixed to have a concentra-
tion of 1820 ppm, but was measured by the Bureau of
Mines to have a slightly (~5%) higher concentration of
1940 + 40 ppm sHe. The portion of the 3M-ppm sample
sent for analysis was actually taken from the gas remain-
ing after the sample had been completely loaded, so we
would expect it to be somewhat depleted of He (which,
with its higher vapor pressure, would come out of the
cryopump first). The sample analyzed by the Bureau of
Mines had a concentration of 300 6 5 ppm sHe, but it
is our judgment that the concentration in the actual liq-
uid sample was most likely within 5% of 350 ppm. In
a 9.2-T magnetic field, the "brute force" polarization at
the cryostat base temperature of 4 mK is 65% for the
350-ppm sample, and 25% for the 1940-ppm sample. sz

B. Techniques for D~~

Our technique for measuring D~~ is based on the
method of Johnson et aL,s ss who measured longitudi-
nal spin diffusion in spin-polarized atomic hydrogen gas.
The basic idea is quite simple. If we construct a sample
cell with two chambers connected by a small channel, we
can enclose one of these two chambers in a NMR coil or
cavity. A z pulse applied to the cavity will then invert
the spins in that chamber, and create a large longitudinal
polarization gradient across the channel. Following the z
pulse, spins will difFuse between the chambers until there
is no longer any gradient, and the polarization in the two
chambers will recover toward equilibrium. We can use
the NMR cavity to apply small probe pulses and moni-
tor this recovery as a function of time. If we can ignore
Ti (longitudinal relaxation) processes, then the recovery
will be characterized by a single exponential time con-
stant ro that depends only on the geometry of the cell
and the value of D~~.

Of course, in any real experiment, the z pulse used
to invert the magnetization will not be perfect, and will
create some small amount of transverse magnetization.
But because the applied static magnetic field is also not
perfect, the transverse components in different parts of
the cell will rapidly get out of phase, and —after a time
Tz which is on the order of a few milliseconds —will av-
erage to zero. If the dimensions of the cell are chosen
appropriately, ~o will be much longer than Tz, and any
imperfections in the inversion will not matter.

A schematic drawing of the sample cell used in all the
experiments described in this paper is shown in Fig. 2.
The main body of the cell was constructed of Stycast
1266 epoxy (Emerson and Cuming). Thermal contact
to the liquid was provided by a sintered silver heat ex-
changer with an area of approximately 25 mz. The heat
exchanger, which also served as the lid of the sample
cell, was of a conventional "post and hole" design. 34 The
700-A silver powder (Vacuum Metallurgical Co.) used to
make the sinter was pressed in four separate steps to a
50% (by weight) packing fraction and a total thickness
of 10 mm.

In the experiinent as we have described it so far, the
measured quantity is the time over which the magnetiza-
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coaxial cable spin space are small, we shall, for the moment, treat the
polarization as a scalar quantity. )

If we can neglect Ti processes (i.e. , assume the total
polarization in the cell is a conserved quantity), then any
change in the polarization in the two chambers must be
due entirely to the flow through the channel. It is then
a straightforward matter to solve for Mq as a function of
time following a vr pulse:

M, (t) = MZ [1 —(1+~) e-'~"], (2.2)

upper
chamber

1 cm
where My is the final polarization that both chambers
relax toward, the polarization in the lower chamber at
t = 0 has been defined as Mi(0)—:—EM', and the time
constant for the exponential relaxation is given by

70

nRzf (Vi+ Vz)

I Vj V2
(2 3)

IGFHc~ copper

lower
chamb I

NMR coupling
resonator loop

s!l~er Stycast 1266
sinter epoxy

FIG. 2. Schematic view of the sample cell. The relative
orientation of the upper and lower chambers is indicated by
the smaller 6gure on the left. The NMR resonator is shown
partly cut away. Note that the resonator and its support do
not touch the cell.

tion in the lower chamber in Fig. 2 recovers to its initial
value. To convert this time constant to a value for Dl~,
we need to know the solution to the ordinary diffusion
equation [Eq. (1.6)] for the cell. An exact analytical so-
lution is quite likely impossible, given the complicated
geometry of the cell. We can, however, easily find an
approximate solution if, fo1.lowing Johnson, we make a
few simplifying assumptions. Initially following the in-
version of the spins in the lower chamber (which we label
volume 1), essentially all of the polarization gradient is
along the length of the channel. Since the diameter of
the channel is so small compared with the dimensions of
the upper and lower cells, the gradient is likely to remain
confined to the channel throughout the recovery, so it
is not unreasonable to approximate the polarization as
being completely uniform in the two chambers.

If we make the further approximation that the polar-
ization is uniform across the diameter of the channel, and
varies linearly along its length, then the total polarization
Rowing through the channel (per sec) is given by

7rR f
(M2 —Mi) ~ (2 1)

where Mq is the (uniform) polarization in the upper
chamber, R is the radius of the channel, and L is its
length. The parameter f is a correction factor to take
into account the fact that the gradients are not entirely
confined to the channel. (Since we are assuming that any
components of M that do not point in the z direction in

Note that since V2 )) Vj, the time constant is relatively
insensitive to the actual value of Vz, and therefore insen-
sitive to whether it includes the open volume in the silver
sinter heat exchanger.

To find a value for f, which corrects for the finite
length of the channel, we note that the spin-diffusion
problem we are considering is mathematically identical
to the problem of electrical conductivity, providing that
Dll is replaced by cr. In particular, if we model our cell
as a small cylindrical wire connecting two semi-infinite
electrodes, then we can use a result due to Maxwellss
that the resistance of such a wire, including a "spreading
resistance" correction for end effects, is given by

L ( 27rR

7rRzcr ( 3.82L (2 4)

Comparison with Eq. (2.1) shows that the quantity in
parentheses above is just f i In our c.ell, L/R 3,
so that f = 0.64 and this correction for end effects is
relatively large. Putting the actual values for the length
and radius of the channel and the volumes of the two
chambers into Eqs. (2.3) and (2.4) (see Table I), we find

Dllro ——13.03 + 0.56 cm2, where the uncertainty is due
to our uncertainty in the dimensions of the sample cell.

In arriving at the above result, we have made a number
of approximations, some of which may have been quite
severe. In particular, the analytical treatment of the cell
assumes that the channel is nicely centered and accessi-
ble from all directions, and thus entirely determines the
impedance between the two chambers. In the real cell,
however, the channel is off to one side, very close to the
walls, and so there must be some additional impedance
associated with its position in the cell. In an effort to
correct for this "corner effect, " we used a Monte Carlo
computer simulation to solve the diffusion equation in
our exact cell geometry.

The basic approach used in the program was quite sim-
ple. The model sample cell was filled with 235 "sample"
atoms, each labeled by a position and a spin. Initially,
all the atoms in the upper chamber had spin +1, and
all those in the lower chamber had spin —1. For each
run of the program, the initial positions of these atoms
were chosen randomly from a uniform spatial distribu-
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TABLE I. The sample cell dimensions used in calculating
the value of Diiro given in Eq. (2.5). The larger uncertainty
in V2 refiects the uncertainty associated with whether or not
to include the open volume in the sinter. It makes only a very
small contribution to the total uncertainty quoted in Eq. (2.5).

Vj
V2

R
L

1.22 + 0.01 cm
10.5 + cm'
0.122 + 0.003 cm
0.36 6 0.01 cm
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FIG. 3. Averaged results from 75 runs of a Monte Carlo
solution of the difFusion equation in the sample cell. Shown
are the polarizations in the upper and lower chambers. The
dashed line is a single exponential recovery with a time con-
stant determined from a least-squares fit to the data in the
upper cell only. On this scale, the data from the upper cham-
ber and its fit are indistinguishable. The inset to the figure
shows the distribution of time constants obtained from fitting
the 75 runs separately. The solid line is a fit to a Poisson
distribution.

tion, and the resulting configuration was simply "random
walked" toward equilibrium. se The averaged results of 75
such runs are illustrated in Fig. 3. There are four curves
shown in the figure: the polarization in the upper and
lower chambers as given by the simulation (solid lines)
and the same two quantities as given by least-squares
fits to the data from the upper chamber only (dashed
lines). There appear to be only three curves in the figure
because, on this scale, the simulated data and the fit for
the upper chamber are indistinguishable. (The curve for
the lower chamber is much noisier because it is derived
from a much smaller number of atoms. ) From that fit we
obtain the final result

Dll +o = 1 '14 6 0 75 cm (2 5)

which is about 8%%uo larger than the analytic result quoted
above. The inset in Fig. 3 shows the distribution of time
constants obtained from fitting each of the 75 runs sepa-
rately. The uncertainty quoted in Eq. (2.5) was obtained
from the variance of this distribution and the uncertainty
in our knowledge of the exact dimensions of the cell.

So far we have made only passing reference to what
is actually a very important approximation in our treat-

ment: we have been assuming that we can neglect all lon-
gitudinal relaxation processes. In both our analytic and
numerical solutions of the diffusion equation, we assumed
that the system would relax toward a final state in which
the spins in the two chambers had completely mixed,
but had not yet returned to thermal equilibrium. Our
assumed final state has only ~90%%uo of the polarization
initially in the sample before the population in the lower
chamber was inverted. True thermal equilibrium will be
regained through longitudinal relaxation processes with
a time constant Tt, and the relative magnitude of Tq
and rp will determine whether it is possible to correctly
extract Dii from our measurements. In particular, we
require Tq )) re in the lower chamber of the cell.

In principle, we could make a direct measurement of Tq
in our cell by saturating the spina in the lower chamber
with a continuous string of 90' pulses. After a time 10
ro, the magnetization in the upper and lower chambers
would have completely exchanged, so that monitoring the
recovery of the magnetization (once the 90' pulses have
been stopped) should give Tq. In practice, however, the
relatively fast relaxation in the large surface area heat
exchangerss makes it impossible for the slowly diffusing
spina from the lower chamber to saturate the upper re-
gions of the cell. We must instead rely on estimates of
T1 derived from the literature.

From the dimensions of our sample cell and the ex-
pected magnitude of the diffusion coefficient, it is easy to
see that an atom will, on average, make several collisions
with the cell wall during a time re. Therefore, we must
consider relaxation processes that occur at the wall of the
sample cell, as well as those that occur in the bulk liquid.
If we consider the two processes to add in parallel, then
the total relaxation time Tq will be given by

+1 1 1
(2.6)

T1 T1B T1W

where Tq~ and Tqgr are the relaxation times associated
with bulk and wall processes, respectively.

In liquids and gases, bulk relaxation occurs as a re-
sult of the dipolar interaction during the brief inter-
val that a pair of colliding spina are within a scat-
tering length of each other. sr Quite recently, Mullin,
Laloe, and Richardsss reexamined this mechanism for
the case of a quantum gas, and found that the relevant
length scale is not the scattering length, but the thermal
de Broglie wavelength of the atoms. Their results pre-
dict that for a 2000-ppm solution of 3He in 4He at 0.5 K,
T1B 4 x 105 sec, which is very much longer than our
expected rp. Since the dependence of their result on tem-
perature and sHe density is such that we would expect
the relaxation time to become even longer at lower con-
centrations and lower temperatures, we may effectively
neglect bulk processes in our consideration of T1.

The relaxation of 3He nuclei at surfaces has long been
considered anomalous and remains a problem without
an adequate theoretical description (see Ref. 39 and ref-
erences therein). It has been empirically determined,
however, that T1w depends linearly on the applied mag-
netic field, o 4 and that covering the surface with 4He

increases Tq~ by a factor of 10—100.4e 4z If we use the
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data of Hammel and Richardson3 for the Tq~ of pure
He taken in the temperature range of our experiment

and on a DLX6000 substrate, 43 and scale them to account
for our much larger magnetic Geld and for the presence of
He in our system, we find that in the lower chamber of

our sample cell Ti~ & 10 sec. Although this estimate
is rough at best, it is significantly longer than either our
estimate for the bulk relaxation time or our observed wc.

Taken together, our estimates for Tq~ and Tq~ give us
a high degree of confidence that our measurements of 7o
will not be significantly affected by relaxation processes.

Oo

Vo = 452 6 sec

III. LONGITUDINAL SPIN DIFFUSION

While our discussion and analysis of the sample cell
and relaxation processes has been extended, the actual
measurements of Dii were quite straightforward. At a
given temperature, we applied a z pulse to the spins in
the lower chamber, followed by a series of 45 small probe
pulses. The tipping angle of the probe pulses (z ) was
chosen to be sufficiently small so that their cumulative
effect on the total polarization would be negligible. The
free induction decay (FED) following each probe pulse
was mixed down from 300 MHz to an audiofrequency

10 kHz, digitized, and stored for later analysis. For
reasons we shall discuss in Sec. V, these measurements
were made with a small (~0.3 G/cm) magnetic-field gra-
dient applied across the cell.

To obtain a number proportional to M, (t„),where t„
is the time of the nth probe pulse in the series, we used
a least-squares-fitting procedure. To prevent transients
in the spectrometer electronics from affecting the results,
the first 50 @sec of the FID were discarded and the fit
was made to the next 2.5 msec of signal. The parame-
ters obtained from the fit were then extrapolated back
to obtain the signal amplitude at t„Because t. he lower
chamber in the sample cell is somewhat larger than the
manufacturer specified high homogeneity "region" in the
center of the magnet, and because of the radiation damp-
ing contribution to the line shape we discussed earlier,
we found it necessary to fit the signals to a sum of two
exponentially damped cosines, which we did by a linear
prediction technique. 44 The fits typically found a fast de-

cay rate with a time constant on the order of 0.3 msec,
and a slow decay with a time constant of 2—3 msec.

The 45 amplitudes were then fit to an exponential re-
covery of the form given by Eq. (2.2). Figure 4 shows a
comparison of a typical recovery with its 6t for data taken
on a 1940-ppm solution. Also shown are the deviations
from the 6t. If the recovery were not well characterized
by a single exponential, then the deviations should sys-
tematically lie to one side of zero around the "knee" of
the curve, and to the other side at later times. Such
behavior was not observed.

At each temperature, we averaged the results of four
such recoveries to obtain a value for 7p from which, using
Eq. (2.5), we computed Dii. Figure 5(a) shows our results
for D~~ between 4 and 400 mK in the 350-ppm solution.
The error bars are derived from the Gts and do not in-
clude the overall 5%%uo uncertainty in our value of Dii7O
that comes from the uncertainty in the exact cell geom-
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FIG. 4. The results of a single measurement of 7p in a
1940-ppm solution at 54.6 mK. The solid circles are the signal
amplitudes following each of the 45 probe pulses, and the solid
line is a least-squares fit to a single exponential recovery. The
dashed line shows the deviations from the fit.
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FIG. 5. Measured values of D~~ at 0 bar in a 9.2-T field
(solid circles) compared with the calculation of Jeon and
Mullin (Ref. 45) (solid lines) using the He- He potential of
Ref. 46. The error bars shown are derived &om the least-
squares fits, and do not reflect the overall 5% uncertainty in
the product Dii'ro. (a) Results for a 350-ppm solution. The
dotted line at low temperatures indicates the predicted (Ref.
45) dependence of D~ at this concentration and magnetic
field. (b) Results for a 1940-ppm solution. Also shown are
the results of Candela et al. (Ref. 15) for D~ (open squares)
in an 1840-ppm mixture.
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etry and from the solution of the diffusion equation for
the cell. Shown superimposed on the data is the theoret-
ical calculation of Jeon and Mullin4s appropriate to our
field and concentration. The only parameter they have
adjusted to improve the agreement between their theory
and our experiment is the strength of the sHe-sHe inter-
action potential Up, which has been increased by about
4% over the value originally used by Ebner. 4s The main
effect of this adjustment is a slight vertical shift in the
calculated values of D~~, but even without it, the agree-
ment between our data and the calculation would still be
well within the combined theoretical and experimental
uncertainty.

In contrast to the results of the experiment by Gully
and Mullin, is we find that D~~ does in fact make a
smooth transition between the expected high- and low-
temperature behaviors, although we cannot quite reach
low enough temperatures for D~~ to exhibit the 1/T be-
havior characteristic of a fully degenerate Fermi system.

An important limitation of this technique for measur-
ing D~~, which we have not so far discussed, is that our
treatment of the sample cell assumes that the diffusion
coefficient is uniform throughout the cell. In particular,
since the polarization in the channel immediately after
the inversion is a rapidly changing function of position,
this technique requires that D~~ be, at most, weakly de-
pendent on M, as has been pointed out by Bowley. 47

From a detailed comparison of Jeon and Mullin's calcu-
lations, which include mean-field effects, for H = 9 T and
H = 0 T over the temperature range of our experiments,
we find that the polarization dependence of D~~ only be-
comes significant below 10 mK, and even then, the pre-
dicted difFerence between D~~ (0 T) and D~~(9 T) is much
smaller than our uncertainty in D~~7p. Any attempt to
extend these measurements to lower temperatures, how-
ever, may well have to take the polarization dependence
of D~~ into account.

Since one of the original motivations for this exper-
iment was to look for a discrepancy between D~~ and
some independent measure of D~, it would be nice, at
this point, to be able to make a comparison between the
two. As we shall discuss in Sec. IV, however, our at-
tempts to measure D~ with a spin-echo technique were
greatly complicated by the strong molecular field effects
in the system. In addition, recent calculations by Jeon
and Mullin, 4s shown as the dotted line at very low tem-
peratures in Fig. 5(a), indicate that, for our 350-ppm so-
lution, D~ should only be observably different from D~~

below the temperature range accessible with our current
apparatus.

As an alternative approach to the problem of diffusion
anisotropy, we decided to take advantage of the recent ex-
periments by Candela et at. s in which a spin-wave tech-
nique was used to measure yM and the quantity Dz/pM
in an 1820-ppm solution. While our attempt to match ex-
actly that concentration missed by about 100 ppm, the
difference between the Fermi temperature of our 1940-
ppm solution (41.4 mK) and that of the solution studied
by Candela et at. (39.7 mK) is negligible, given the res-
olution of our respective experiments.

Figure 5(b) compares our results for D~~ (solid circles)
in the 1940-ppm solution with Dg as extracted from the
data of Candela et aL (open squares). While at low
temperatures their data fall consistently below ours, the
uncertainties in both experiments are too large for us to
claim that the discrepancy is due to diffusion anisotropy.
In particular, while the difference between the data from
the two experiments has the correct sign, and is slightly
more than the theoretically predicted difference of 3—4%
between D~~ and D~, it is still less than the combined
uncertainty of 7—10% from the two experiments.

Also shown in Fig. 5(b) is the same theoretical calcu-
lation of D~~ (with the same value of Va) by Jeon and
Mullin4s as was compared with our 350-ppm results, but
adjusted for the higher concentration. Although the data
and theory have a similar temperature dependence, the
quantitative agreement is not nearly as good as for the
low-concentration experiment. The reasons for the dis-
crepancy in this case are not understood. It is interesting
to note that the two sets of experimental measurements
seem to agree with each other better than either one
agrees with the theory. It may be that the problem lies
with the use of the Ebner potential to describe the sHe-
sHe interactions; however, that potential was determined
from experimental data at an even higher concentration
(5%), and it would be very surprising to find that it did
a poor job at 1940 ppm but worked again at 350 ppm.
Further work, both experimental and theoretical, will be
needed to resolve this disagreement.

IV. MULTIPLE SPIN ECHOES

A. Theory

Ordinary spin echoes are a well understood and widely
used technique in inagnetic resonance in which a pair of
rf pulses (8i and 8z) applied to a system of spins at times
t = 0 and t = 7 result in a signal at t = 2w. The decay
in the height of this "echo" signal as 7 is increased can
be used as a probe of spin diffusion in the system. Since
the spin echo is built up from transverse magnetization
created by the first pulse, the spin-diffusion coefficient
determined from such a measurement will, of necessity,
be D~. It is easy to show (see, for example, Ref. 21) that
if Tz is sufficiently long, i.e. , if transverse relaxation may
be neglected, the height of the echo will be proportional
to

e z~ ~s = exp[—szDg(pG)zrsj, (4.1)

where G—:BHa/Bz is an applied linear gradient large
enough to dominate any unknown contributions from im-
perfections in the magnet, etc. If the system is linear,
then there will be no further echoes unless additional rf
pulses are applied.

In systems with a strong molecular field, the simple
behavior described by Eq. (4.1) no longer applies, as was
first pointed out by Leggett and Rice. In particular,
they showed that for the case that Hq

——180', the depen-
dence of the echo heights on the dimensionless parameter
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FIG. 6. Multiple spin echoes at 10.6 mK. The delay be-
tween the two 5-p,sec 90' pulses was 1 msec, and the magnetic-
field gradient in the z direction (parallel to Hp) was 3 G/cm.
The signals at t = 0 and t = 1 msec are the free induction
decays from the rf pulses. The remaining peaks are the spin
echoes.

D' = D~(pG)2rs is no longer exponential. Their pre-
dictions were fully verified by Corruccini et aL4 for the
case of pure He, but a similar experiment on a highly
polarized sHe- He mixture by Gully and Mullin s led to
the anomalous results for both D~ and pM which we
discussed in Sec. I.

If the second pulse in the sequence is not a x pulse,
then the nonlinearities introduced by the molecular field
can lead to the phenomenon of multiple spin echoes
(MSE) in which additional echoes at times t = nr, n =
3, 4, . . . appear in response to the original 8i-r-8z pulse
sequence. Such multiple echoes are a fairly general phe-
nomenon in which the nonlinear spin dynamics lead to
a spatially modulated precession frequency. They were
first observed in solid sHe, 4s and subsequently in both
superfiuid4s and normaP liquid sHe, as well as in spin-
polarized hydrogen gas. w Recently, they have even been
observed in water at room temperature. si

In the case of solid sHe, the nonlinear mechanism that
drives the MSE results from a large internal dipolar de-
magnetizing field. Such a (considerably weaker) demag-
netizing field is also responsible for the MSE observed in
water. In their experiments on normal liquid sHe, Einzel
et al. found two regimes: a high-temperature one in
which the multiple echoes were driven by a dipolar field,
and a low-temperature regime in which the MSE were
driven by an exchange molecular field. In the dilute so-
lutions reported on here, it is this latter mechanism that
is of interest; the spin density in these solutions is so low

as to rule out any significant dipolar field effects.
The response of our 350-ppm sample to a 90'-r-90'

pulse sequence is illustrated in Fig. 6. In this instance,
in which the delay between the pulses was 1 msec, G (ap-
plied with the coil illustrated in Fig. 1) was 3 G/cm, and
the temperature was 10.6 mK, there are 23 echoes visible.
Note that although the second echo is large, successive
echoes at first decrease in amplitude until, by the fifth
echo, there is no signal at all. At later times the echo
heights grow again and by the 12th echo are almost as
large as the first multiple (i.e. , second) echo.

We may understand the origin of these multiple spin
echoes in a very general way by brieHy summarizing the
analysis made by Einzel et al.s The first rf pulse (which
we will consider to occur at t = —r) creates a trans-
verse component of magnetization which precesses in the
applied magnetic field. Because of the large linear gra-
dient included in that field, the magnetization will twist
up into a helix along the z (magnetic field) axis in the
sample cell. The pitch length of this helix at the time of
the second pulse (t = 0) will be given by l„=2x/pGr.
Following this second pulse, the magnetization will have
some complicated spatial structure, but will still have an
underlying periodicity given by l„.Since Einzel et al.
expected the nonlinearities in the system to introduce
higher harmonics of this periodicity, they sought a solu-
tion for the further time evolution of M+ ——M, +iM„in
the form of a power series in exp(i27rz/lz):

M+(z, t) = Mse '~ " ) A„(t)e'~ '" (4.2)

Any signal detected in the experiment will be a spatial
average of M+ over the volume enclosed by the rf cavity.
From the two rapidly oscillating factors in Eq. (4.2), we
can see that this average will generally be zero, except
when t happens to be an integer multiple of r Then .the
precession term will be exactly canceled by the term in
the power series with nr = t, and there will be a net
signal (spin echo) whose amplitude is determined by the
coefficient A„(nr).It is worth emphasizing that the form
of Eq. (4.2) is quite general. All of the model-dependent
parameters are manifested in the A„,which can only be
found by solution of the appropriate nonlinear equations
for the spin dynamics.

For the case that both longitudinal and transverse re-
laxation processes can be neglected (i.e., Ti and T2 are
very long compared to the duration of the echo train),
Einzel et aLs worked out analytic expressions for the
A„in two limiting cases. Of particular interest here is
their result for the case in which the MSE arise from
molecular-field (exchange) effects. They find that, pro-
viding pMo (( 1, the height of the second echo is given

by

Az (2r ) = pMO sin 8i sin 8z (1 —cos 82)

( D+)n
xD'exp( —7D'/3) ) !(2 +1)(2 +3).

(4.3)

Quite recently, Bedford et aLsz have rederived these
results and have shown how the system may be treated
numerically to obtain the echo heights when pM is not
necessarily small, as well as when both dipolar and ex-
change mechanisms are important (as is the case in pure
sHe around 10 mK). They have also applied their results
to experimental data on dilute sHe- He solutionsss and
find that, in the limit that pM & 1.5, the agreement
between theory and experiment is very good.

Before turning to a discussion of our MSE data, we
wish to emphasize that both the analytic result Eq. (4.3)
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We obtained multiple spin-echo data using 90'-v-90'
pulse sequences over a range of 7. and a range of ap-
plied magnetic field gradients at several different tem-
peratures. While we observed MSE in both the 350-ppm
and 1940-ppm solutions, all of the results reported here
were obtained from the lower concentration sample. We
extracted the individual echo heights (which we denote
Ei for the first echo, Eq for the second, etc.) from each
digitized echo train, and normalized them to Ei(0): the
value of Ei at t = 0 for that train. We obtained Ei(0)
by a backwards extrapolation of ln Ei against ws. s Al-

though we could observe a second (i.e. , first multiple)
echo at temperatures as high as 60 mK, the MSE weak-
ened relatively quickly with increasing temperature.

Figure 7(a) shows the results of our measurements of
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FIG. 7. Normalized (a) first echo and (b) second echo am-
plitudes as a function of the dimensionless parameter D* =
D~(pG) 7 at 5.1 mK. The data shown were taken at the fol-
lowing magnetic-field gradients: X = 1 G/cm, 4 = 2 G/cm,
~ = 3 G/cm, and 0 = 4 G/cm. The dashed lines are in-
tended only as guides to the eye. Inset: The positions of the
second echo maxima (indicated by arrows) as a function of
field gradient.

and the numerical results of Bedford et al. predict the
echo heights to be a universal function of the parameter
D'. That is to say, if we compare spin-echo data taken
at difFerent magnetic-field gradients, all of the (properly
normalized) heights obtained for the first (ordinary) spin
echo should collapse onto a single curve if plotted against
G 7, which is proportional to D*. Similarly, the second
(first multiple) echo heights should lie on a single curve,
and so on. In addition, the second echo height, as given
by Eq. (4.3), should have a single maximum as a function
of D'.

B. Experiment

the first echo amplitude at 5.1 mK for gradients of 1,
2, 3, and 4 G/cm. The parameter D' was calculated ac-
cording to Eq. (4.1) from the gradient, the delay, and our
measured value of D~~ at that temperature. The dashed
lines are intended only as guides to the eye. It is obvious
that, contrary to the expectations discussed in Sec. IV A,
the echo height data taken at different gradients do not
fall onto a single curve. We also And that the data taken
at the individual gradients do not fall onto straight lines,
which indicates that the decay of the echo heights with
increasing D* is not exponential.

As we mentioned earlier, the latter is an expected re-
sult, and is due to the Leggett-Rice effect. ~'s An addi-
tional aspect of the Leggett-Rice effect is the "slowing
down" of spin diffusion for the transverse components of
the polarization. This slowing down is a direct conse-
quence of the spin rotation (or molecular field) effects in
the system. It has the efFect of stretching out the time
scale of the echo train since, roughly speaking, D~ in

Eq. (4.1) is replaced by an "effective" diffusion coefFicient

Dg
1+p2M2

(4.4)

The importance of this effective diffusion coefficient
can be seen in Fig. 7(b), which shows the behavior of
the second echo at the same applied field gradients as in
Fig. 7(a). The data taken at each gradient has only a sin-
gle maximum as function of D', as predicted by theory.
The positions of these four maxima (indicated by arrows)
do not coincide, and they all occur at a much larger value
of D' than is predicted by Eq. (4.3), which has a maxi-
mum at D' 0.4. Since this equation is only applicable
for small pM (i.e. , for D~ D~), it is apparent that the
difFusion has indeed been slowed by the molecular field

so that D~ (( D~. Since we have calculated D' without
taking into account this smaller efFective diffusion coeffi-
cient, our data are "stretched" along the horizontal axis.

It seems, however, from the way in which the positions
of the echo height maxima depend on G [see the inset
to Fig. 7(b)], that this efFective diffusion coefficient is a
function of the applied gradient. There appears to be a
similar efFect in the way in which the expected universal
dependence on D' fails for the first echo [see Fig. 7(a)]. In
both cases, the data taken at larger gradients appear to
have a much smaller efFective difFusion coefficient, which
we see from Eq. (4.4) is equivalent to a much larger molec-
ular Geld.

The amplitudes of the third and later echoes also ex-
hibit somewhat unexpected behavior. Figure 8 shows the
results of a high-resolution scan in which successive delay
values were very closely spaced. The data were taken at
5.1 mK in an applied gradient of 4 G/cm, and show the
normalized amplitude of the second, third, and fourth
echoes, as a function of D*. Note that while the second
echo has a sing1e broad maximum, the third echo has
a sharp minimum, and the fourth echo has two. While
these minima are not predicted by the analytic theory
for small pM, the numerical treatment of Bedford et
al. does in fact exhibit qualitatively similar behavior for
large molecular fields (pM + 5).s4
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FIG. 8. High-resolution scan of the echo height as a func-
tion of D' at 5.1 mK in a field gradient of 4 G/cm. The
normalized heights of the second, third, and fourth echoes
are shown as follows: 0 = E2, ~ = E3, and Z = E4. The
dashed lines are intended only as guides to the eye.

While we would like to fit the results of Bedford et aL
to our echo heights to obtain both D~ and p, such an
approach is bound to prove unfruitful, given the way in
which our present data fail to scale with gradient and
delay. Since the parameters of interest enter D* approx-
imately as the ratio D~/p2, a fit to the data at any one
gradient would return values for D~ and p, which would
be inconsistent with the data taken at other gradients.
At this point, we have no way of determining which data
set (if any) represents the "true" dependence on D'.

A likely explanation for the nonuniversal behavior of
the multiple spin echoes in our experiment can be found
in the experiments of Owers-Bradley et at ,

ss who stu.died
both MSE and the Leggett-Rice effect in sHe-4He solu-
tions where yM & 2. They found that they were unable
to fit their results to the theory unless they took particu-
lar care to ensure that the magnetic-field gradient across
the cell was extremely uniform, and that the cell diam-
eter d was very small so that Gd/Hi « 1. (Hi is the
rf magnetic field in the resonator during a pulse. ) Even
then, they found that they had to limit the magnetic
field applied to the system so as to keep the polarization,
and therefore pM, small. Otherwise, they found that,
because of the spread in actual tip angle across the cell,
M, following a 90' pulse was not uniformly zero through-
out the sample. As a result, there were longitudinal spin
currents, which caused the magnitude of the polarization
~M~ to no longer have the same value everywhere in the
cell.

Unfortunately, the analytic treatment by Einzel et al.
requires a uniform ~M] so that the quantity p (M
VM)M in the Leggett equation [Eq. (1.2)] may be ne-
glected. Without this simplification, the analysis of the
echo heights becomes considerably more difBcult. In their
treatment, Bedford et aL developed a perturbative ex-
pansion for nonuniform ]M~, but it is limited to the case

that the nonuniformities are small. In our own experi-
ment, the sample cell is very large, and the Hi field in
the resonator during a typical rf pulse is 15.5 G, so that
in a 4-G/cm gradient, Gd/Hi 0.2. During a nominally
90' rf pulse, the spread in actual tip angle across the ce11
diameter is 2'. The spin currents driven by the result-
ing gradients in M, may not only explain the gradient
dependence of our data, but may also explain the rela-
tively slow decay of the echo heights (as compared to the
theory ) for longer w.

For the moment, however, we remain unable to ex-
tract the physical quantity of interest, D&, from MSE
data taken in a cell designed for a measurement of D~~~.

Future experiments to search for the predicted diffusion
anisotropy will have to be done in an apparatus where
particular attention has been paid to the uniformity of
the gradient and tip angle. Even such a careful approach
may encounter difficulties when the molecular field is
large, as has been pointed out by Candela. ss If the cell
is made small so as to keep Gd/Hi small, then, follow-
ing a large angle tipping pulse, the spin currents driven

by the pM x VM term in the spin dynamics [obtained
when Eq. (1.2) is substituted into Eq. (1.3)] will lead to
the accumulation of M, against one wall of the cell, and
cause additional nonuniformities. While small-amplitude
probes such as the spin-wave experiments of Candela et
al. is do not suffer from this difficulty, they are only sen-
sitive to a linearized form of the spin dynamics. A well-
controlled and correctly analyzed multiple spin-echo ex-
periment would not only reflect the full form of the spin
dynamics, but would also be sensitive to the presence of
any diffusion anisotropy in the system.

V. LONG- TIME-SCALE OSCILLATIONS

A. Phenomenology

In our measurements of D~~ we probed the purely lon-

gitudinal spin dynamics of the spin-polarized sHe-4He
system. The behavior in this limit remains linear, and
appears to be well described by theory. Our spin-echo
experiments, on the other hand, primarily explored the
nonlinear transverse spin dynamics. In this section we
discuss our observation of a completely new, extremely
long-lived excitation in this system. This excitation has
a characteristic lifetime of about 10 sec—at least 2 or-
ders of magnitude longer than that of weakly damped
spin waves —and appears to result from a situation in
which a large-amplitude, but purely /ongitudinal, gradi-
ent in the magnetization becomes unstable against trans-
verse perturbations. While the nature of these long-time
scale oscillations are still not completely understood, we
have developed a simple computer model that reproduces
several key features of the observed behavior. Other as-
pects remain unexplained, however, and await further
experimental and theoretical insight.

Figure 9 shows the digitized signal following a single vr

pulse applied to our 350-ppm sample at a temperature of
10.0 mK. The signal has been mixed down from 300 MHz
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our power amplifier directly to the cryostat co-ax, apply
the z pulse with the receiver section comp/etely discon-
nected from the apparatus, and still have time to switch
the cables and observe the latter part of the signal —a
procedure which rules out recovery sects in both the
amplifiers and the ferrite components of the spectrome-
ter. As an additional check, we replaced the entire re-
ceiver system with a crystal diode detector and audio
amplifier, and fed the output directly to an analog chart
recorder. We again observed the long-time-scale signal,
which gave us further confidence that this behavior was
not an electronic artifact.

FIG. 9. Digitized free induction decay (FID) following s
single ~ pulse at a temperature of 10.0 mK.

X. Tip angle, gradient, and temyeretere dependence

to about 80 Hz. The pulse was applied at t = 0, and be-
cause the population inversion was not perfect (due to
small inhomogeneities in the rf and static fields), there
is a short free induction decay (FID) as the net trans-
verse magnetization dies away. After a very long delay
of about 1.4 sec, during which the digitizer records only
noise from the spectrometer electronics, the first of a se-
ries of sharp "bursts" suddenly appears. These bursts are
at first separated by intervals in which there is again no
signal, but gradually shrink in amplitude, broaden, and
finally merge into a very long "tail" which can persist for
as long as 16 sec after the initial n pulse.

Since this signal was mixed down to about 80 Hz and
digitized at 500 Hz, the individual cycles of the signal are
indistinguishable on this time scale, but are visible in the
expanded view shown in Fig. 10. The well-defined oscil-
lations confirm that these signals really do arise from a
coherently precessing transverse magnetization. It bears
repeating that this bursting behavior is the response of
the system to a single rf pulse, not some multiple pulse
sequence, so that the signal cannot be associated with
any kind of spin-echo response.

We took great pains to ascertain that these signals
were not an artifact, and in particular, not the result of
rf "feedthrough" from the large-amplitude 7r pulse into
the receiver portion of our spectrometer electronics. Be-
cause of the long-time scales involved, we could connect

145'

CO

C 160'

Qf course, much more convincing support for the re-
ality of these signals is provided by their sensitivity to
experimental parameters that have little or nothing to
do with the spectrometer. We found that the behav-
ior appeared only if the pulse used to invert the spins
was within about 20' of vr. The results of a scan over a
range of tip angles is illustrated in Fig. 11. Significantly,
if the NMR pulse length was extended until the spins
were swept through 2z, we did not get a signal, but if
we rotated the spins by 3z., the signal reappeared. From
these results we conclude that the driving mechanism for
these signals depends on a complete, or near-complete,
population inversion in the lower chamber of the sample
cell.

All of the data shown in Figs. 9 and 11 were obtained
with our magnet's shim coils adjusted to give as narrow a
NMR linewidth as possible. Under these conditions the
line shape was not particularly Lorentzian, but rather
had a very sharp central peak on top of a much broader
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FIG. 10. Expanded view of the initial FID and first two
"bursts" in the long-time-scale signal shown in Fig. 9. Note
that these sharp features are part of the response to a single
rf pulse, and are therefore unrelated to the spin echoes we
would observe following a sequence of two or more rf pulses.

FIG. 11. Tip angle dependence of the long-time-scale os-
cillations at 10 mK. All of the data are drawn on the same
scale. The data were taken with the magnet shim coils ad-
justed to give s "minimum gradient" (sea text). Note the
early burst (sea text) that appears only for s tip angle of
180'.
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background. If we added to this "minimum gradient"
an additional, linear gradient, the change in the signal
behavior was dramatic. Figure 12 shows the eeet of
adding a gradient parallel to the 9.2-T static field, and
perpendicular to the long axis of the lower chamber. An
increased gradient delays the arrival of the First burst, in-
creases the interval between successive bursts, and sup-
presses the long tail. If the gradient is increased much
beyond what is shown in the figure, the entire behavior
disappears. If the gradient is instead applied perpen-
dicular to HQ and parallel to the long axis of the lower
chamber, the behavior remains qualitatively the same.
In both cases, if the Field gradient across the cell is more
than about 0.25 G/cm (AH —3 x 10 s of Ho), the long-
time-scale oscillations are completely suppressed, a fact
which we used in our measurements of Dii.

The signal traces in Fig. 12 also illustrate an addi-
tional, larger-amplitude burst at approximately 150 msec
after the 7r pulse. We only observed this early burst at
certain temperatures, and for particular configurations of
the shim coils. In the case shown, this signal does not
seem particularly sensitive to the additional linear gra-
dient, although it is eventually suppressed at gradients
+ 0.4 G/cm. Note that one of these early bursts ap-
pears in Fig. 11, but only for a 180' tip angle. When
we applied the gradient perpendicular to Ho, we did not
observe this early burst at all. It is not yet clear how

this early burst is related to the long-time-scale part of
the signal. For the moment, it remains among the least
understood aspects of the experiment.

The temperature dependence of these signals is quite
dramatic, as is illustrated in Fig. 13. As the temperature
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FIG. 13. Temperature dependence of the long-time-scale
oscillations. All the data are drawn on the same vertical scale,
and were taken using the "minimum gradient" conhguration
of the magnet shim coils (see text). The inset shows the part
of the 4.8-mK trace between 1.5 and 1.9 sec on an expanded
time scale.

is raised, the bursts become less pronounced and the over-
all time scale is reduced. For temperatures & 35 rnK, we
do not observe these signals at all. The fact that they
persist well above the Fermi temperature of this 350-pprn
solution (T~ 13 mK) suggests that the behavior is not
driven by degeneracy effects. Note also that the strongest
signals do not occur at the lowest temperature, but oc-
cur instead in the vicinity of 10 mK, where Dii is at a
minimum.
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FIG. 12. Dependence of the long-time-scale oscillations on

a magnetic-field gradient applied parallel to Ho, and perpen-
dicular to the long axis of the sample cell. The temperature
is 9.9 mK. Note that the spacing between successive bursts
is not even. The early bursts (see text) are clearly visible

at t 150 msec, and appear to have a uniform amplitude
because they have all been clipped by the digitizer.

8. Size of the egect

Although these novel signals last for an extremely long

time, their instantaneous amplitude is not very large.
Comparison with the initial amplitude of the free induc-

tion decay following a 90' pulse shows that these signals

are on the order of
3QQ

times as large. Because the signal

from the NMR resonator represents a spatial average of
the transverse magnetization over the whole lower cham-

ber of the sample cell, we cannot tell from this compar-
ison whether we are seeing a very smaH-amplitude dis-

turbance across the whole cell, or one that has a large
amplitude but is highly localized.

In either ease, and in spite of the small instantaneous
amplitude of the signals, the driving mechanism behind

these oscillations eventually involves a substantial frac-
tion of the spins in the lower chamber of the sample cell.
We ascertained that this was the case by using a series

of small-angle probe pulses "xactly as in our diffusion

measurements —to determine M, in the lower chamber
immediately after the oscillation had died out. %e com-

pared these results with similar measurements in which

an applied magnetic field gradient BHo/Bz was used to
partially or completely suppress the long-time-scale sig-
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FIG. 14. Fraction of z component magnetization lost dur-

ing a long-time-scale oscillation as a function of the duration
of the signal. The data were obtained at 21 mK (~) and
29 mK (Q). The amount of lost magnetization is determined
by comparing the recovery of M, following the oscillation to
the recovery observed when there is no long-time-scale signal,
and is expressed as a percent of M, immediately following
the vr pulse. Inset: a comparison of the "no signal" behavior
(dsshed line) with the exponential recovery following a 10-sec
oscillation (solid line). Both curves were obtained at 21 mK.

nal. We found that after the oscillation had died out, the
polarization in the lower cell was still largely inverted,
but that the inversion was smaller, by as much as 25%,
than it would have been in the absence of one of these
signals. As can be seen from Fig. 14, the amount of
z magnetization lost depends approximately linearly on
the duration of the oscillation (or, to an equally good
approximation, on the total rf power radiated during the
signal). The important implication of this result is that
these long-time-scale oscillations proceed by converting z
component of magnetization into transverse components
at a fairly steady rate, rather than by somehow preserv-
ing some initial transverse component created at the start
of the oscillation. The fact that the amplitude of the sig-
nals remains small (instead of building as the oscillation
progresses) implies that these transverse magnetization
components are dissipated or otherwise destroyed as fast
as they are created.
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other hand, it could simply indicate that the signal is gen-
erated in a relatively small region where the local Larmor
frequency is somewhat difFerent from the average over the
whole cell. As we shall argue somewhat later, we believe
that the second explanation is more likely.

In addition to this frequency shift, we find that the
signals are also "chirped. " That is to say, the frequency of
the oscillations is not constant in time, but shifts slightly
over the length of the signal. This chirping is difficult to
observe when the mixed down frequency of the signals is
on the order of 100 Hz, but is clearly visible in signals
which have been mixed to a much lower frequency.

We found that in order for the overall behavior of these
signals to be reproducible, we had to wait until the sam-
ple had relaxed completely (t & 10rp) before applying
successive z pulses, as is illustrated in Fig. 15. If we did
not wait long enough, the signals appeared quite simi-
lar to those we observed when we applied a field gradi-
ent: the long tail of the signals was suppressed, and the
time interval between successive bursts was extended. If
we did allow sufficient relaxation, the overall behavior
was largely reproducible, although there remained some
trace-to-trace "jitter" in the exact arrival time of the
bursts. This jitter likely indicates that there is some
stochastic element to the driving mechanism behind these
oscillations.

It is interesting to note that applying a second vr pulse
immediately after the signal died out did not shorten
the time interval required for reproducibility. This sec-
ond pulse returns M, to nearly its equilibrium value,

8. Additional features

While the sensitivity of these long-time-scale oscilla-
tions to such external parameters as field gradient and
temperature is quite dramatic, there are some more sub-
tle features of the data that are also worthy of note. One
such feature can be seen in Fig. 10. There is a plainly vis-
ible frequency shift ( 100 Hz) between the FID at early
times, and the nonlinear oscillation at later times. This
shift may be analogous to the frequency shifts observed
in spin-wave experiments where the local molecular field
causes the magnetization to precess at a frequency that
is slightly difFerent from the Larmor frequency. On the
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FIG. 15. Long-time-scale oscillations following vr pulses
separated by varying time intervals. Each trace is labeled by
the approximate elapsed time since the previous pulse. Note
that the upper two traces appear quite diferent from each
other and from the lower two traces, but are very similar
to the behavior seen when a field gradient is applied, as in
Fig. 12. The lower two traces are nearly identical, and repre-
sent the response of the fully relaxed system. The apparent
frequency of the signals varies because the ~75 Hz/h decay
of the magnetic field has not been exactly compensated.
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but cannot remove any residual transverse polarization
created during the course of the oscillation. It seems,
therefore, as if those residual components, although com-
pletely "scrambled" by inhomogeneities in the magnetic
field, still have an important inQuence on the system,
and that reproducible behavior is obtained only once all
"memory" of the transverse magnetization has decayed
away. In this liquid system, we expect that to occur on
a time scale Tz Ti. If this argument is correct, it
may also provide an explanation for the magnetic-field-
gradient dependence. In that case, the transverse com-
ponents of M would be created by the spread in effective
tip angle (due to the gradient), rather than a previous
long-time-scale signal.

B. Radiative mechanisms

One of the first mechanisms we considered in search-
ing for an explanation for these phenomena was some
kind of maser oscillation or other stimulated emission ef-
fect. The characteristic time constant for such processes,
however, is given by 0 r~ = (2+rlQpJHo), where rl and

Q are the cavity filling and quality factors, respectively,

p is the He gyromagnetic ratio, and Plo nspsMO is
the equilibrium magnetization of the spin system (ns and
JIL3 are the He density and nuclear magnetic moment, re-
spectively). For our 350-ppm sample at 10 mK, this time
constant is about 0.1 msec. If some kind of maser action
were responsible for the long-time-scale oscillations, we
would not only expect the process to start immediately
after the 7t pulse when the cavity rf field is at its largest,
but we would also expect it to exhaust the energy in the
inverted spin system on a time scale given by w~. This
is inconsistent with the long delay before these signals
appear, with the overall time scale for the signals, and
with our observation that there is still a substantial pop-
ulation inversion after the oscillation has died out. ss

A related mechanism we have also considered is not
stimulated, but spontaneous emission. In this model, one
imagines that any initial maser oscillation is somehow
suppressed, but that after some delay, spontaneous emis-
sion causes the generation of an initial cavity field, which
in turn causes stimulated emission and masing. Purceliss
has shown that the spontaneous emission rate for a nu-

clear magnetic moment in a resonant cavity should be en-
hanced over the free-space rate by a factor that depends
on the cavity volume V, and quality factor Q. In our cav-
ity (Q = 1500, V, = 2 crn ), however, this enhancement
factor is relatively modest, so the excited state lifetime is
still on the order of 10 sec—much longer then either the
initial delay or the subsequent signal observed in our sys-
tem. As a result we do not consider either spontaneous
emission or maser action to be plausible mechanisms for
the generation of these Long-time-scale oscillations.

C. A simple model

An important clue to the model that we have de-
veloped, and which does explain several aspects of the
observed signals, is provided by an examination of the

temperature dependence illustrated in Fig. 13. As we
pointed out earlier, the oscillations persist to well above
T~, and so are not likely a degeneracy effect. A more
plausible mechanism is provided by the nonlinear terms
in the spin-dynamical equations, whose strength is given
by the parameter p,M. An 8-wave Limit calculation of
this parameter, which should be sufBciently accurate
in this regime, 45 predicts that pM should remain signifi-
cant (i.e. , & 1) up to temperatures on the order of 40 mK.
On the other hand, this same calculation predicts that
pM should diverge roughly as 1/T, so that any nonlin-
ear behavior should become stronger as the temperature
is lowered. As can be seen in Fig. 13, however, that
is not what happens. Instead, the signals with longest
time scales and largest amplitudes are observed at inter-
mediate temperatures in the vicinity of 10 mK. If the
temperature is either raised or lowered from this point,
the signals become shorter and the bursts become less
pronounced (although at lower temperatures the initial
delay does not shorten up).

There is a quantity, however, that does mimic the non-
monotonic temperature dependence of these signals: the
spin-difFusion coefficient. As can be seen from Fig. 5(a),
the longest-time-scale oscillations occur near the mini-
mum in D~~, and shorter-time-scale signals appear to cor-
respond to faster diffusion. For this reason, we believe
that both the diffusion of M„.through the small channel
between the two chambers in our sample cell, and the
nonlinearities proportional to pM, play important roles
in driving these signals.

If the observed behavior does indeed arise from some
combination of spin difFusion and the inherently nonlin-
ear spin dynamics in the system, then there must be some
additional mechanism at work. After the x pulse, all of
the polarization gradients are purely longitudinal, so the
spin dynamics should remain entirely linear. In fact, all

of our measurements of longitudinal spin diffusion were

predicated on the fact that the spin configuration gener-
ated by the vr pulse would not couple to the transverse
nonlinear modes of the system. In order to invoke these
nonlinearities as an explanation for the long-time-scale
oscillations, we need a mechanism that will, under the
right circumstances, generate transverse magnetization
from initial conditions in which both M and gradients in

M are purely longitudinal.
A mechanism that will provide precisely this coupling

was actually pointed out some time ago by Castaing.
In an effort to explain some results from an experiment
on rapidly melted spin-polarized He, Castaing showed,
via a simple linear stability analysis, that the Leggett
equation has a regime in which small transverse pertur-
bations will grow exponentially, instead of being damped.
To illustrate how this mechanism may apply to our own

experiment, we outline the relevant parts of his treatment
below.

In the absence of a magnetic-field gradient, the spin
dynamics of the system are given by I eggett's equation
for the spin currents, Eq. (1.1), and the continuity equa-
tion, Eq. (1.3), with bH set equal to zero. (Since we

believe diffusion anisotropy to be unimportant at cur-
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rently accessible temperatures, we shall consider the case
that D~~ = D~ = D, .) We can examine the response of
the system to small-amplitude perturbations by insert-
ing into Eqs. (1.1) and (1.3) trial solutions which consist
of the steady-state polarization and spin current plus a
small oscillatory term:

(5 1)

(5.2)

Ordinarily, when such a procedure is carried out to obtain
the dispersion relation for free (plane-wave) spin oscilla-

tions, the quantity Jo is taken to be zero. That is to say,
in the steady state, there are no spin currents. Following
Castaing, however, we shall assume that there is, in fact,
a large-amplitude steady-state spin current imposed on
the system. By "steady state, " we mean only that this
spin current is slowly varying on the time scales 0;„tand

i given by the molecular field precession and spin-
wave frequencies, respectively, and on the length scale
k i given by the spin-wave wavelength. What we have
in mind as the origin of this spin current is, of course,
the transport of magnetization through the channel that
connects the two halves of our sample cell. It is driven
by the "steady-state" gradient in the spin configuration
following the tr pulse, so we take this spin current to be
carrying z component of magnetization, and to be de-
fined by the relation

2@M =9»1, (5.7)

so we are well within the unstable region. Given the same
k and L, we find that there is a critical value of pM 1
below which the instability will not occur, so that we
should not expect to see the signals above approximately
30 mK, in reasonable agreement with what we observe in
the experiment.

change sign, so that the amplitude of small trnrtsverse
perturbations would grow exponentially instead of being
damped.

This analysis forms the basis of our simple model for
the long-time-scale oscillations. It shows that even from

an initial condition in which M and WM are purely lon-
gitudinal, it is possible for large gradients in the polar-
ization to bring the spin dynamics into a regime where
they are unstable against the growth of transverse com-
ponents. Of course, in order for this to be a plausible
model, the region of instability must correspond to the
conditions of our experiment. We can approximate the

gradient set up by the n pulse as VMs = 2M/L, where
L = 0.36 cm is the length of the channel. If we estimate
pM from Ref. 18 to be 10 at 10 mK, and assume that
k is determined by the characteristic dimensions of the
lower chamber (~1 cm), then at 10 mK we find

Jo = D, VMp, — (5.3)
D. Computer simulations

where Mc is understood to be parallel to the z axis in
spin space.

If we substitute the trial solutions including Jo into
Eqs. (1.1) and (1.3), and keep only terms up to first order
in the small quantities m and Ji, it is a straightforward
matter to find separate dispersion relations for the trans-
verse and longitudinal components of the magnetization.
For m, we find

u), =ik2D„ (5.4)

i kpMc
(5.5)

where we have used Eq. (5.3) to substitute for Jg. Aside
from the factor in braces, Eq. (5.5) is just the dispersion
relation for plane-wave spin oscillations.

The importance of this additional factor, however, can
be smn by considering what happens to Eq. (5.5) in the
limit that gradients in Mo are large enough that

—VMp ) 1.P
k

(5.6)

In this case, the entire dispersion relation would change
sign. In particular, the imaginary part of Eq. (5.5) would

which describes ordinary spin diffusion. In other words,
longitudinal perturbations remain purely damped, and
their behavior is not affected by the addition of the large
spin current. The result for my —= m~ 6 im„,however, is
somewhat difFerent:

The difficulty with the sort of linear stability analysis
we have just carried out, however, is that, while it can
show us that there is a region of instability, it can tell
us nothing about the behavior inside the unstable region.
We derived Eq. (5.5) in the limit of small perturbations,
and what we learned is that the perturbations will not
stay small. To investigate the behavior above the critical
value of pM, we need to keep the full nonlinear equations
for the spin dynamics. Because of the complicated form
of these equations, we decided that the best approach
was to model the system on a computer, and numerically
integrate the time evolution of its spin dynamics.

X. Imp/ementation

Because we hoped to recover the essential behavior of
the system with as simple a inodel as possible, we chose
to limit our simulation to one spatial dimension, and to
work with a relatively small lattice of 128 points. While
there are many algorithms for the numerical integration
of diffusive equations that are designed to be both sta-
ble and fast, we found that adapting them to the more
complicated Leggett equation did not seem promising.
Instead, we decided to use a simple two-step explicit in-
tegration scheme in which we first calculated the spin
currents, and then used the continuity equation to ad-
vance the system in time.

In order to mimic the flow of magnetization into and
out of the lower chamber of our cell, we considered one
end of the lattice to be connected to an infinite source of
M, = +1 and an infinite sink of M+ ——0. At the other,
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8. Results

Figure 16 shows a comparison of a simulated signal
with an experimental signal taken at 5 mK and mixed to
a very low frequency. The parameters used in the simula-
tion correspond approximately to the experimental con-
ditions. The model sample cell was taken to be 1 cm
long, and the channel length was chosen to be 0.2 cm, to
match the ratio 2 cm to 0.4 cm found in the actual cell.
The diffusion coefficient was set equal to 0.05 cm%ec,
the amplitude of the initial, randomly oriented, trans-
verse polarization was 0.005, and the equilibrium polar-
ization was taken to be +1. There was a linear gradient
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FIG. 16. Comparison of an experimental signal taken at
4.7 mK and a simulation. Note the monotonic frequency shift

in both traces.

"closed" end of the lattice, the boundary conditions were
chosen so that there were no spin currents into or out
of the wall. The entire simulation was carried out in
the rotating frame, so that our simulated signals were
automatically "mixed down" from 300 MHz.

For initial conditions, we tried to mimic the effect of an
imperfect vr pulse for t )& T2 by choosing M+ to have a
small uniform magnitude (typically, ~M+ ~

= 0.005), but a
random orientation, and by assigning M, = —1 at every
lattice site. The simulation was then simply allowed to
propagate forward in time, and simulated signals were
generated by periodically recording the average of M
across the cell. Alternatively, the program could be made
to record "snapshots" of the whole cell as a function of
time. 30

In any numerical integration scheme, it is important
to make sure that the calculation remains stable. In the
present case, extra precautions were required because the
system has an intrinsic instability, and we needed to en-
sure that any interesting behavior was associated with
the true spin dynamics and not with a spurious numeri-
cal effect. In practice, we found it very easy to distinguish
the two: in the latter case, the program would quickly
start producing values of the polarization greater than
1. As a general rule, we encountered no difficulties if
we stayed well within the stability criterion used in inte-
grating ordinary difFusion equations. s~ As an additional
check, we verified that the program gave identical results
with the time step reduced by half.

of —0.05 in units of 10 s x 9.2 T/cm ( 0.045 G/cm) ap-
plied across the cell, and the point of zero frequency (in
the rotating frame) was placed in the center of the cell.
The spin rotation parameter p, was set equal to 7.0 so
that pM would roughly correspond to the experimental
value, at least as predicted by the s-wave limit calcula-
tion of Ref. 18.

In spite of the relative simplicity of our model, the sim-
ulations reproduce two of the most striking aspects of the
experimental data: the initial delay after the m pulse, and
the very long-time-scale signal that follows. The numeri-
cal signal even has a monotonic frequency shift similar to
what is observed in the experiment. On the other hand,
it does not exhibit any of the dramatic bursting behavior
that is usually characteristic of the experimental signals.

While the comparison made in Fig. 16 looks quite rea-
sonable, we cannot argue that our model does in fact
describe the experiment unless we first verify that the
numerical signals respond to such external parameters as
magnetic-field gradient and temperature in a manner at
least qualitatively similar to the actual long-time-scale
oscillations, and that whatever triggers the oscillations
in the simulation does in fact correspond to the Cas-
taing instability on which our model was based. Only if
the simulation seems to provide a plausible description of
the experimental behavior can we use it to provide some
insight into the internal dynamics of the system.

In order to test whether the numerical model does in-

deed respond in a manner similar to the experiment, we
examined the simulated signals given by a broad range of
input parameters. We found that as we increased the lin-

ear magnetic-field gradient, the simulated signals became
smaller and shorter, and were eventually eliminated by a
gradient of 0.05 G/cm. This gradient is only a factor of
2—4 smaller than the gradient required to eliminate the
experimental signals, which we do not find unreasonable.
On the other hand, increasing the gradient in the simu-

lation leads to a shorter initial delay, in contrast to the
experiment where increasing the gradient lengthened the
initial delay.

Changing the "temperature" in the simulation is not
quite as straightforward. In the actual experiment, both
the strength of the molecular field and the speed with
which the spins diffuse change with temperature. We
found that since the sensitivity of the simulation to
changes in these parameters does not exactly match the
experiment, we could reach a better understanding of the
behavior by varying D, and pM separately. In the exper-
irnent, we found that increasing the diffusion coefficient

(by moving the temperature away from the minimum in

Di~ at 10 mK) reduced the overall time scale of the sig-

nals, and (for temperatures above 10 mK) reduced the
length of the initial delay. In the simulation we find a
roughly similar behavior: speeding up the spin difFusion

shortens both the initial delay and overall time scale of
the signals.

Increasing the temperature in the experiment also re-

sults in a reduction in the strength of the molecular field

pM, and a corresponding weakening of the long-time-
scale oscillations. In our simulations, we find that the
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signals are very sensitive to the value of yM, and that
the correspondence to the experiment is somewhat rough.
In the experiment, the signals disappear at a tempera-
ture where we estimate pM to be &2. In the simulation,
they disappear when pM & 5. If we increase p,M, me
find that a value of 7 gives a signal that is most like what
is observed in the experiment. This value is about a fac-
tor of 2 smaller than the pM 17 at 5 mK we estimate
from Ref. 18.

To verify that the growth of the simulated signals is
in fact driven by the Castaing instability, we examined
"snapshots" of the magnetization profile in the model cell
at successive times. From the form of the critical param-
eter [Eq. (5.6)], it is apparent that the instability will
be driven, at least initially, by long-wavelength (small-k)
perturbations. Thus, we see that in order to drive the
instability, the gradients in M must be large (to make
the critical parameter large) and must extend over long
distances (to couple to long-wavelength perturbations).
As a rough measure of this critical parameter, we con-
structed the quantity

y, dM,
27r dx

(5 8)

from the initial slope of M, at the open end of the cell,
and the distance I' over which it fell halfway toward the
value M, = —1 far from the open end. We found that,
although the initial slope was steadily decreasing with
time, our "critical quantity" steadily increased, and had
reached a magnitude of about 0.7 at t = 1 sec, where the
signal first started to rise. Given the somewhat arbitrary
definition of this quantity, we find the agreement with
Eq. (5.6) to be reasonable.

Finally, if the behavior in the simulation really is gov-
erned by an instability in the spin dynamics, then we
would expect the results to be only weakly dependent
on the perturbation that seeds the initial growth. In
our simulation, that perturbation is provided by the ran-
domly oriented transverse component of M which we as-
signed to each lattice site at t = 0. We found that nei-
ther using a different random orientation nor reducing
the amplitude of the initial M+ by a factor of 10 had a
significant effect on the simulations. In both cases, the
amplitude, initial delay, and overall time scale of the sig-
nals remained quite close to those illustrated in Fig. 16.

8. Analysis

Since the general behavior of our simulation in re-
sponse to such parameters as the magnetic-field gradi-
ent and temperature approximately follows that of the
experimental signals, it seems reasonable to believe that
a more detailed examination of the internal dynamics of
our model system will give us some insight into the actual
long-time-scale oscillations themselves.

Figure 17 shows a "snapshot" of the magnetization
along the length of the cell at t = 4 sec for the simu-
lation illustrated in Fig. 16. The dotted line shows the
profile that M, mould have if there were no nonlinearities
in the system (p = 0). The solid line shows the actual
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FIG. 17. (a) A "snapshot" of the polarization inside the
ce11 at t = 4 sec for the simulation illustrated in Fig. 16. The
open end of the 1-cm-1ong cell is at lattice position 0, and the
closed end is at lattice position 128. The dotted line gives

M, for the case that p = 0, while the solid line gives M, for
the case that p = 7. The dashed line shows ~M+ ~

(for p = 7)
and is plotted on the same scale as the other curves. (b) A
vector plot of the total polarization across the cell showing a
coherent "twist" in M.

profile of M„which exhibits a region with an extremely
steep gradient. Note that the value of M, at the open
(left-hand) end of the cell is higher than it would be in
the absence of the nonlinear terms, and therefore slows
down the rate at which spin-up polarization can enter
the cell. Also shown in the figure (dashed line) is the
magnitude of the transverse polarization, which is zero
everywhere in the cell except in the region of steep gra-
dient in M, . Both M, and ~M+~ are plotted on the same
scale, so it is evident that the transverse component is
large.

Even more intriguing is the vector sum of the two
quantities, also illustrated in Fig. 17. It shows that the
magnetization develops a sharp, coherent 180' twist that
forms a domain-wall-like boundary between the spin-up
and spin-down regions of the sample cell. The signal in
the simulation comes entirely from the transverse com-
ponent of M in the region of the twist, which perhaps
answers one of our questions about the experimental be-
havior. In the simulation, at least, the signal arises from
a large-amplitude disturbance in a small region of the
cell, rather than from some small disturbance over the
whole cell.

Further insight into the behavior of the simulation can
be gained by considering the time development of the
magnetization across the whole cell. Figure 18 shows
the profile of M, at 1-sec intervals (for the same set of
parameters as in Fig. 16). At early times, before the
growth of the instability, the polarization, as a function
of distance along the cell, just smoothly decays from its
value at the open end. At some point, however, it starts
to develop a small kink. The kink then appears to act
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(i.e., for pM sufficiently large) the Leggett equation can
be decoupled into separate equations for the magnitude
of the magnetization, M, and its direction, E. The former
just obeys the ordinary diffusion equation, but 8 obeys
the Heisenberg ferromagnet equation, which has known
spin-wave, soliton, and soliton wave train solutions.
Levy showed that in the next approximation, the equa-
tion for E includes an additional dissipative term. In this
case, he found that the spin dynamics include not only
spin waves and solitons but also more complicated three-
phase modes termed "pulsons. " All of these behaviors,
however, were found in a regime where the system had
been stabilized against transverse perturbations by the
application of a linear magnetic-field gradient. In our ex-
periment, the long-time-scale signals are suppressed by a
field gradient, and in our model, it is just such a trans-
verse instability that drives the entire behavior. It seems
at least plausible that the behavior we observe is pre-
cisely the sort of instability that Levy wished to avoid in
his analytic treatment of the spin dynamics.

Finally, we note that although we searched for
these long-time-scale signals in our more concentrated
(1940 ppm) mixture, we were unable to observe them.
It appears that the combination of reduced polarization
and (slightly) slower diffusion prevents the system from
exceeding the instability criterion. If we put the appro-
priate parameters into our simulation, we find that there
is an instability, but it only sets in after about 10 sec. We
find it extremely unlikely that in the real cell, where gra-
dients can spread out in three dimensions, an instability
would occur after such a long time.

We have also searched for the nonlinear behavior re-
ported by Owers-Bradleyss in which a periodic ringing
signal was observed for up to 10 msec following a pair of
very closely spaced 90' pulses, but could find no evidence
for a similar behavior in our experiment.

VI. SUMMARY AND CONCLUSIONS

In summary, we have measured the coefficient of longi-
tudinal spin difFusion in dilute sHe- He solutions with
sHe concentrations of 350 and 1940 ppm. In both
the high- and low-concentration mixtures, we find that
our data smoothly cross over from a high-temperature
regime where D~~ decreases with decreasing T to a low-
temperature regime where D~~ increases with decreasing
T. In neither case did we observe behavior similar to
that seen by Gully and Mullin at low temperatures.
For the lower concentration, the agreement between our
measured values of DI~ and theoretical calculations is
excellent. The lack of equally good agreement in the
higher-concentration case remains something of a puzzle.
In addition, we have been able to compare our results
for D~~ in the 1940-ppm solution with Candela et al. 's
results for the coefBcient of transverse spin diffusion
D~. Within the combined experimental error of the two
sets of data, we do not observe a significant difference

between D~~ and D~, which is consistent with theoretical
predictions for this relatively high-temperature regime. 45

Our attempts to measure D~ with a spin-echo tech-
nique were less successful. While the strong multiple
spin-echo behavior we observed confirms the presence of
large molecular fields in the system, the lack of agree-
ment between our data and theoretical predictions, and,
in particular, the failure of the echo amplitudes to scale
as expected with field gradient and interpulse delay, pre-
vented us from measuring both D~ and the spin rota-
tion parameter p, directly. For the moment, we consider
it likely that rf and static magnetic field inhomogeneities
across our relatively large sample cell are the source of
the discrepancies. If such experimental difficulties could
be surmounted, however, the technique of multiple spin
echoes promises to be a powerful tool for the investigation
of highly polarized systems. They are a large-amplitude
probe that should be sensitive to the existence of the as
yet unobserved diffusion anisotropy, and should provide
information about the exact form of the spin dynamics
in the highly polarized regime. This last point is particu-
larly important, as such information cannot be obtained
from spin-wave experiments and other small-amplitude
probes that are only sensitive to the linearized spin dy-
namics of the system.

Finally, we have observed a very long-time-scale exci-
tation in the system which we believe is driven by a non-
linear instability in the spin dynamics. While we have de-
veloped a simple computer model that reproduces some
key aspects of this behavior, our understanding of this
phenomenon is still somewhat preliminary. Examination
of the spin dynamics in the simulated sample cell indicate
that the experimental signals may have their origin in a
"half-soliton"-like mode, but it is important to empha-
size that we are still uncertain as to what extent the com-
puter model actually describes our experiment. While we
are able to generate numerical signals whose overall time
scale matches that of the experiment, and which depend
on such external parameters as magnetic-field gradient
and temperature in roughly the correct fashion, we are
unable to reproduce the dramatic "bursting" behavior
observed in the experiment.

It is clear that much work, both experimental and the-
oretical, remains to be done in order to fully understand
this behavior. Any future simulations should incorpo-
rate more spatial dimensions. If the bursting behavior
depends in some fashion on the geometry of the channel,
it may appear in a two- or three-dimensional simulation
that can more accurately describe the spin dynamics in
all three regions of the sample cell. It may also be pos-
sible to find a solvable analytical treatment in the un-
stable region, which would likely offer more insight than
a simple numerical integration. From an experimental
point of view, since we believe the driving mechanism for
these oscillations depends on the flow of spins through the
small channel in the cell, it would be extremely interest-
ing to be able to control that flow by changing the cell
geometry (e.g. , with a movable partition) from outside
the cryostat. Attempting to alter the behavior during
the course of the oscillation by, for example, applying a
pulsed gradient, may also prove revealing.
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