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A detailed study of Mn-rich y-phase Cu&oo „Mn„with Mn concentration up to 83 at. % has been car-
ried with use of ac-susceptibility, dc-magnetization, and electrical-resistivity measurements. All the con-
centrated alloys have shown the signature of the spin-glass phase below certain temperatures with anti-
ferromagnetic short-range order. The alloys with more than 73 at. % of Mn have long-range antifer-
romagnetism at higher temperatures. An earlier neutron diffraction study has already proved the ex-
istence of long-range antiferromagnetism at low temperatures for alloys with Mn above 72 at. %. Thus
we conclude that Culoo „Mn„ is a spin gla.ss with short-range antiferromagnetically coupled clusters up
to 73 at. % Mn and beyond that it exists in a mixed spin-glass and long-range antiferromagnetic state
below certain temperatures. This may be called a reentrant antiferromagnetism since the high-
temperature phase is a pure long-range antiferromagnetic phase. We have constructed the magnetic
phase diagram for the whole range of composition on the basis of our magnetic study and the earlier
neutron diffraction measurements. We have found a T -T' -type of magnetic contribution to the elec-
trical resistivity in the spin-glass regime for all the alloys. We propose a scheme to isolate the magnetic
contribution to the resistivity for all temperatures and apply it to a nondilute system.

I. INTRODUCTION

Magnetic systems with mixed positive and negative ex-
change interactions show highly interesting physical
properties and still remain an interesting challenge to
physicists. The simplest way to achieve such a system is
by a random mixture of 3d transition metals in a noble-
metal matrix. In the dilute limit, the oscillatory
Ruderman-Kittel-Kasuya- Yosida (RKKY) interaction
gives rise to both positive and negative exchange interac-
tions. The canonical spin glasses belong to this class of
magnetic system. With an increase in the 3d transition
metal, the interactions become complicated and the sys-
tem proceeds toward a long-range order. The intermedi-
ate state shows either the reentrant or the mixed-phase
behavior. Cu&00 „Mn„alloys, in the dilute limit, are
canonical spin glasses. They follow the scaling law and,
hence, obey the predictions of the single-site mean-field
theory. But with an increase in the Mn concentration, a
deviation from the scaling law is observed. This clearly
indicates the formation of magnetic clusters and the in-
tercluster and intracluster interactions dominate the
physical properties of the system. Though Cu, oo „Mn
is a well-studied case in the dilute limit, detailed studies
of magnetic and transport properties over the whole
range of concentration, especially near the percolation
threshold, are far from being complete. The reason for
the lack of such investigations is because of the compli-
cated nature of the problem. In spite of the fact that
Cu, oo „Mn„ forms a solid solution over the whole con-
centration, the binary phase diagram becomes complicat-
ed beyond 25 at. %%uoof Mnan d th e isophasi c(y-phase)
Cu&00 „Mn is only in a metastable state. The complex
nature of the magnetic structure of y-phase Mn, as re-

vealed by neutron diffraction studies, complicates the
problem further. On top of these, there is a remarkable
dependence of magnetic properties on the metallurgical
conditions of the samples. Experimentally, the study be-
comes more critical near the percolation threshold be-
cause, in the absence of a spontaneous magnetization, the
separation of the long-range antiferromagnetic phase
from the spin-glass phase is not very easy from bulk mea-
surements. These motivated us to study the magnetic
and transport properties of these isophasic Cu&00 „Mn„
binary alloys having the same metallurgical history with
the hope of developing a better understanding of the sys-
tem over the whole concentration range.

We have studied ac susceptibility (y„), dc magnetiza-
tion (M), and electrical resistivity (p) of y-phase
Cu&oo „Mn„with 4.4—83 at. % of Mn. On the basis of
our measurements, we have constructed a magnetic phase
diagram which is quantitatively different from the exist-
ing experimental one but compares well with the recently
calculated theoretical diagram.

Electrical resistivity measurement is known to be an
ideal tool to probe into the zero-field state of magnetic
metallic alloys and one which is sensitive to the short-
range order. The measured resistivity receives contribu-
tions from different physical phenomena and the related
ordering. In principle, one can get relevant information
about various electron scattering processes if one can iso-
late the respective contributions from the measured resis-
tivity. But, in practice, it is nearly impossible, at least for
concentrated polycrystalline alloys. In the absence of a
proper guideline, we suggest a scheme for analysis of
resistivity data and effective identification of magnetic
scattering for all temperatures. Our study is done on
concentrated Cu&00 „Mn alloys and we believe that it
can be extended to other polycrystalline systems as well.
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II. THEORY

A. Magnetic properties

In spite of the plethora of work on spin glasses and
reentrant or mixed-phase systems, the agreement between
the experimental results and their theoretical interpreta-
tions from first-principle theories is far from being satis-
factory. ' The mean-field theories which attempt to visu-
alize the spin-glass transition as an equilibrium phase
transition have several drawbacks because of the history
dependence and nonequilibrium nature of the low-
temperature phase. These theories have identified critical
lines in the H-T plane which are interpreted as phase
transition lines, called de Almeida and Thouless (AT) or
Gabay and Toulouse (GT) lines for Ising and Heisenberg
spins, respectively. In real systems, identification of these
lines with proper constants (exponents) is difficult.
Though most of the real systems are Heisenberg-like,
they tend to show an Ising-like freezing or AT line. This
may be possible with an unidirectional anisotropy in
small fields for Heisenberg systems. However, the experi-
mental values of the constants in the AT relation are very
different from those of the theoretical predictions. Only
very recently the GT-like freezing is observed in dilute
Cu94Mn6 at low field and a crossover from transverse to
longitudinal freezing is observed at high fields. In gen-
eral, qualitatively, the shift of the freezing temperature
(Tf) in external magnetic fields in most of the spin
glasses is negative. But we will show that in our system
and in some other systems like Pd-Ni-Mn alloys and in
amorphous Gd-Al (Ref. 5) systems, the shift of Tf as a
function of H can change sign.

With the increase in concentration of magnetic ions we
can achieve a mixed or reentrant phase. The existence of
a mixed ferromagnetic and spin-glass phase is identified
in many metallic systems both theoretically and experi-
mentally. But the identification of a mixed antiferromag-
netic and spin-glass phase or a reentrant antiferromagnet-
ic one is rare in both theory and experiment. Our
Cu&pp „Mn„alloys have shown mixed spin glass and an-
tiferromagnetism in the high Mn concentration. Looking
at the mismatch between the results of the mean-field
theory and those of the experiments on the real spin-glass
and mixed-phase systems, one is tempted to take resort to
some phenomenological theory to explain the experimen-
tal results. The most common one is Neel's theory of su-
perparamagnetism, which gives a reasonable qualitative
agreement with the experimental results.

In this class of theories the spin-glass transition is not
considered to be a true thermodynamic phase transition.
It is similar to the phenomenon of blocking of super-
paramagnetic particles in rock magnetism. ' Here, the
magnetic material is considered to be made up of magnet-
ic domains or clusters of various shapes, sizes, and spon-
taneous magnetization. Each cluster is characterized by
an anisotropy energy or a coercive field. Wohlfarth has
suggested many possible sources of anisotropy. The an-
isotropy acts like a potential barrier for the particle or
cluster magnetization. The thermal activation of the
cluster magnetization over the barrier leads to the relaxa-

Here v is the volume of the particle, 7 p is a constant
=10 s, H, is the coercive field, k~ is the Boltzman con-
stant, and T is the temperature. Below a certain tempera-
ture T~, called the blocking temperature of a given clus-
ter, the relaxation of magnetization becomes difficult.
This process of thermal activation and blocking of cluster
magnetization can explain many experimental observa-
tions. We shall discuss different aspects of these theories
while discussing our experimental results. Here we give
some results deduced from this class of theories.

Wohlfarth has calculated the magnetic susceptibility
which is given by

y(T) = Jf(T)—dT,C
T (3)

where C is the Curie constant and f(T} is the distribu-
tion of blocking temperatures for the clusters. The physi-
cal implication of Eq. (3) is that only those clusters con-
tribute to the susceptibility which are not yet "frozen" or
whose blocking temperature Tz (T. In the absence of a
first-principle calculation off(Ta ), it is estimated' from
the experimentally measured value of g(T) using the re-
lation

1 d(gT)
C dr (4)

Murani" has reframed Eq. (3} in terms of a distribution
of relaxation times of the clusters N(r) as

g(T}= JN(T)dT .C
T

The distribution of relaxation times gives rise to a loga-
rithmic decay in remanent magnetization' and hys-
teresis. '

The characteristic time or the probe time r of a par-
ticular measurement decides the blocking temperature
Tz of a cluster of volume v. The lower the v, the higher
is the Tz for a given cluster. This can explain qualitative-
ly the frequency dependence of the peak in the ac-
susceptibility curve. '

Though the above class of theories can explain many
experimental observations, the main criticism comes
from the phenomenological origin and the lack of first-
principle calculations.

Recently, another phenomenological theory has been
proposed for the ordered phase of spin glass. ' In this
theory, the spin-glass phase is made up of magnetic
"domains" or "droplets" having a broad distribution of
excitation energies. The dynamics in spin glasses is dom-
inated by the thermally activated growth or decay of
these ordered domains.

tion of the remanent magnetization given by

M„=M, exp( t—lw),

where M, is the spontaneous magnetization of the cluster
and ~ is the relaxation time given by

vHcM—=—exp
zp 2k~ T
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B. Electrical resistivity

We will now mention some calculations done on the
transport properties of spin glasses. Rivier and Adkins'
have obtained a T type of magnetic contribution to the
resistivity in spin glasses at low temperatures. Their re-
sults are deduced from the calculation of scattering of
conduction electrons by the elementary excitation in spin
glasses which are the spin-diffusion modes. This T
temperature dependence of resistivity has been used to
explain the experimental resistivity behavior of canonical
spin glasses.

Fischer' calculated the resistivity of spin glasses from
the scattering of conduction electrons by the static disor-
der of the impurity spin and by the low-temperature spin
excitations. The exchange interaction between the con-
duction electrons and the spins of the magnetic impurity
leads to elastic and inelastic scattering. The elastic con-
tribution is determined from the atomic positions as well
as the frozen-in spin configuration. The inelastic contri-
bution is determined by the dynamics of the impurity
spins. Taking into account the spin-diffusive modes, the
resistivity is calculated to be of the form'

Pl J2 18p(T)= crrN(0) V + q(T)+
ne 4

(k& T)2 ~(k& T)5~2
J2 — — Jsn

k~2 2+2(k~2 )3/2
(5)

where m * is the effective mass of electrons, n is the con-
duction electron density, N(0) is the density of states
near the Fermi level, c is the concentration of magnetic
ions, V is the spin-dependent potential, J is the exchange
interaction, q(T) is the spin-glass order parameter, ko is
the wave vector for electrons in.the conduction band, D is
the diffusion constant, and

QO xJ„= dx
o (e"—1)(1—e ")

In Eq. (5), y is taken to be the temperature-independent
equilibrium susceptibility of the spin glass. Hence, in
Fischer's theory, the temperature dependence of electri-
cal resistivity of spin glasses, below the transition temper-
ature (T(TI), is of the form AT BT with -the con-
stants A, B &0. This form is valid for spin glasses where
there is no ferromagnetic clustering or ferromagnetic
short-range order.

III. EXPERIMENT

The Cu&00 „Mn„alloys with x =4.4, 9, 36, 46, 55, 60,
73, 76, and 83 were prepared by induction melting in a
pure argon atmosphere of spectroscopically pure Cu and
Mn obtained from Johnson-Mathey, Inc. (England). The
ingots were homogenized at a high temperature (based on
the binary phase diagram and the particular composi-
tion), again in a pure argon atmosphere for two days.
Then they were swaged, cold rolled, and cut into required
shapes. The sample pieces were then sealed in a quartz
capsule in an argon atmosphere and heated for a day in a
vertical furnace at a temperature close to their respective
melting points and then quenched fast in brine. This heat
treatment is very important since it helps to remove the
defects introduced during the cold work, preserves the
high-temperature crystallographic phase (y phase) and
introduces random substitutional disorder preventing any
possible chemical clustering. After these steps the chemi-
cal compositions were checked by chemical and spectro-
scopic analyses. The powder x-ray-diffraction patterns
were recorded using a Rich Seifert IsooebyeQex 2002

diffractometer. The scanning electron microscope was
used to look for any unwanted second phase in the sam-
ples.

The ac susceptibility y„was measured by a homemade
ac-susceptibility bridge' in a 2-Oe rms ac field of fre-
quency 313 Hz from 20 K to room temperature, and in
external dc fields between 0 and 280 Oe.

The dc-magnetization measurements were carried out
with a Princeton Applied Research Inc. (USA), model
155 vibrating sample magnetometer (VSM). The magnet-
ic field with a maximum of 18 kOe was provided by a 15-
inch Varian V-3800 electromagnet. We have used a Janis
model 153 variable temperature cryostat with liquid ni-
trogen to measure magnetic moments from 77 to 300 K.
The high-temperature measurements from 300 to 900 K
were carried out using a model 151 high-temperature
oven assembly in place of the cryostat. The VSM was
calibrated against a standard Ni sample and paramagnet-
ic Er203 before any measurement. The cryostat is

equipped with a copper-constantan thermocouple but we
have also attached a platinum resistance thermometer to
the sample rod rather close to the sample for more accu-
rate measurements of temperature. We can maintain the
temperature of the sample zone at a constant value
within 0.2 K.

Besides these, some magnetic measurements were done
in KFK, Karlsruhe using a Faraday balance (Oxford In-
struments) and in IIT, Madras using a SQUID magne-
tometer (Quantum Design). Both are equipped with su-

perconducting magnets. These measdrements were done
using liquid helium.

We have measured the magnetization (M ) as a func-
tion of temperature ( T ) for x =36—83 at. % alloys in
magnetic fields ranging from 500 Oe to 15 kOe. For all
the samples the temperature range was liquid nitrogen
temperature almost up to room temperature and for
x =83 we have gone up to 700 K to find the Neel temper-
ature.

To obtain M versus T curves, we have taken two
different routes. First, we cooled the sample in the ab-
sence of any magnetic field to the lowest temperature.
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Then the field was switched on and the measurement
M( T) started as the sample was warmed up. This path is
called the zero-field-cooled (ZFC) branch of M(T). The
second path is known as the field-cooled (FC) branch of
M( T). Here, we cool the sample from room temperature
in the presence of a magnetic field to the lowest tempera-
ture. Then keeping the field constant we warmed up the
sample and measured M(T) in the same field. We call
M/H the dc susceptibility yd„where H is the measuring
field.

To measure the time dependence of magnetization, we
have cooled the samples in the presence of a 15-kOe field
from room temperature to a temperature T which is
much below the temperature where the peak of gd, oc-
curred. Then we switched off the magnetic field and
started measuring magnetization with time (t) in the re-
sidual field of the electromagnet (-30 Oe), keeping the
temperature constant. The temperature T was almost the
same for all the samples. We have taken the data for
t & 10 s, since the integration time constant of the instru-
ment is 1 s. Although it was very difficult to measure the
time-dependent magnetization for the sample with x =76
because of the small signal, nevertheless a qualitative de-
cay of M with time could definitely be observed at 77 K.
However, subsequent measurements with the SQUID
magnetometer established the decay of magnetization
with time for samples with x =76 and 83 at 4 K.

M versus H for all the samples at room temperature
and at the lowest temperature were also measured. M
versus H for the sample with x =73 in the ZFC state at 5,
120, and 300 K were carried out in fields up to 55 kOe in
the SQUID magnetometer.

Apart from these, M(T) measurements were also car-
ried in samples with x =73 and 76 in a Faraday balance.
These measurements were made in the zero-field-cooled
state. M( T) was measured in a 1-kOe field from 30 K to
room temperature. The M versus T measurements for
x=76 and 83 were also carried out in the FC and ZFC
states at a 10-kOe field from 5 to 300 K in the SQUID
magnetometer.

The electrical resistivity was measured in an automated
four-probe dc-resistivity setup from 8 to 300 K.' The
relative accuracy of the resistance measurement is better
than one part in 10 and the temperature stability is +0. 1

K.
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FIG. 1. Temperature dependence of ac susceptibility (y„) for
x =4.4 and 9 in a zero dc field. The inset shows the tempera-
ture dependence ofy„ for x =36 in zero and 280 Oe fields.
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tration for x )9. In Table I we have listed the variations
of the peak values of g„and the peak temperature Tf
with concentration.

The origin of the peaks being ascribed to antiferromag-
netic long-range order or other long-range orders is ruled
out on the basis of the high-field dc measurements which
will be discussed later. Guy' has shown that there is no
great significance attached to the sharpness of the peaks
even in canonical spin glasses like AuFe (Fe from 0.25 to
7 at. %). His experiments with AuFe in low dc fields
make this point clear. The sharpness seems to be a ques-
tion of temperature scale and here we have gone only up
to -2Tf. For our samples any temperature above 300 K
is almost forbidden because the samples are crystallo-

IV. RESULTS AND DISCUSSION

A. Ac susceptibility
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1. Temperature dependence

Figure 1 shows spin-glass cusps for samples with
x =4.4 and 9. The inset shows y„versus T in zero and
external dc magnetic fields for the sample with x=36.
Figure 2 similarly shows g„versus T for the sample with
x =46 in an external dc field of 0 and 280 Oe. We may
note here that for all the samples with x ~ 36, y„versus
temperature curves show a broad peak at high tempera-
tures ( —150 K) except for x =83. The peak value of g„
decreases monotonically with the increase in Mn concen-

+-280 Oe cfe field

80
1.2

200 260

FIG. 2. Temperature dependence of ac susceptibility (y„)for
x =46 in zero and 280-Oe dc fields.
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TABLE I. Mn concentration (x) dependence of maximum
value of ac susceptibility (y„'")and freezing temperature ( TI ).

Mn
concentration

x (at. %)

4.4
9

36
46
55
60
73
76
83

+max

(10 ' cm /g)

7.7
19.0
10.5
2.2
0.92
0.74
0.76
0.6
0.4

Tf
(K)

26
39

160
175
165
165

—170
—150

2.2

Cug5Mnsg

1.8

O.S

0.2
0.6 0.8

FIG. 3. Distribution of blocking temperature [f(Tz )] vs nor-
malized temperature ( T/T& ) for the sample with x =SS.

graphically metastable and a second phase crystallizes
above room temperature.

It is difficult to explain some of the observations such
as the broad peak in y„versus temperature, a non-
Curie-Weiss behavior above the peak temperature, etc. ,
on the basis of a phase transition or a cooperative
phenomenon involving a single order parameter. Here
we attempt to understand the results of g„measurements
in the framework of the superparamagnetic cluster model
described in Sec. II. A typical distribution of blocking
temperatures f( Tz ) is shown in Fig. 3. This we have cal-
culated from Wohlfarth's model ' for our x =55 sample
using Eq. (4).

The peak in y„versus T indicates the presence of com-
peting processes and it is a matter of one winning over
the other. In this case it is the anisotropy energy of indi-
vidual clusters versus the thermal energy. According to
Neel's model, each cluster has an intrinsic or spontaneous
magnetization M, . The magnetic moment vM, (where U

is the volume of the cluster), in the absence of any applied
magnetic field, can take up two orientations of equal en-

ergy: 0=0 and 8=m with respect to the anisotropy axis
of the cluster. The height of the potential barrier be-
tween these two states is given by UH, M, /2 (where H, =
coercive field for the given cluster). Now, if the height is
very large compared to the thermal energy k~ T, thermal
fIuctuations cannot move the magnetic moment from one
position to the other. So, it always remains fixed in the
direction in which it was originally brought by a magnet-
ic field. However, since the height of the potential bar-
rier is UH, M, /2, a value of u can always be found which
is so small that its height is of the order of k~ T. In that
case, thermal fluctuations can cause the moment to
change spontaneously from one position to the other.
When we come from the high-temperature side of the y„
versus T curve, most of these clusters are free because of
high thermal energy and their response to the field is ran-
domized by thermal fluctuations. As we decrease the
temperature, the response of the superpararnagnetic clus-
ters to the field becomes more and more coherent because
of the reduction in thermal fluctuations, and the suscepti-
bility increases. With further decrease in temperature,
the bigger clusters facing higher potential barriers start
getting frozen or blocked because of the nonavailability
of the required thermal energy to cross the barriers. As a
result they cannot respond to the field and a competition
comes into play. On one hand the reduction of thermal
fluctuations with the decrease in temperature enhances
the susceptibility above T&, and on the other the decrease
in thermal energy blocks the bigger clusters where the
blocking temperature is higher and so the susceptibility
decreases with the decrease in temperature below TI.
The result of these two opposing effects is the broad peak
in the susceptibility.

2. dc-Jie1d dependence

When we look at the results of the effect of dc field on

y„, we observe that for samples with x =36 and 46, y„ is
always less in the presence of a dc field and this difference
persists even at temperatures much higher than the peak
temperature. The decrease in y„ in the presence of a dc
field for all temperatures indicates the existence of short-
range order or d-d overlap even at temperatures much
higher than the freezing temperature. This is more than
likely in the concentration range of our present interest.
The effect of short-range order, leading to the formation
of magnetic clusters, is difficult to handle in first-principle
theories of spin glasses. We attempt to understand this
effect also on the basis of the phenomenological theory of
superpararnagnetism.

The external dc field defines the quantization axis of
the spins and the ac field excites the spins. To respond to
the ac field the spins or the clusters of spins have to re-
verse their orientation and thus they must lose and gain
energy from the lattice, involving spin-lattice relaxation
time. Hence, only those clusters can respond to the ac
field and contribute to y„, whose time constant for spin
reversal is less than the time constant of the existing ac
field. The relaxation rate A, (Refs. 6 and 12) is given by

A, = 1/r = 1/ro exp( E /ks T ), —
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where E is the height of the potential barrier given by

E =(2E„SUM,H,„,) l4E„. (6)

Hence, we see that the application of a dc field parallel to
the ac field increases the time constant for spin reversal
and thus causes the decrease in y„(Figs. l and 2). When
~ becomes longer than a typical measuring time ~, then
the moment is frozen. The blocking temperature (T~)
can be found out from

io

Cu54Mn46gC
+p + +y++++++++++fi'k44

4
4 4~y

4 afy~4 4a )
4 W i +

4
4

g0 4e

4

E( Ts ) =ks Ts 1n ( T Iro )

Our results on the effect of the dc field on y„shows
that the blocking temperature has wide distribution over
the whole temperature range and confirms the result of
our calculation of f(Te ) from the data of y„ in one of
our samples (Fig. 3). This broad distribution of Ts
justifies the broad peak in g„and the effect of the dc field

on y„. The peak in y„versus T is described on the basis
that Tf is the temperature at which roughly maximum
number of spins get blocked. Figure 4 shows that the
dc-field dependence of g„ is more pronounced at higher
temperatures. The barrier height E, at a given tempera-
ture, increases as UH, „, where u is the volume of the clus-
ter [Eq. (6)]. At lower temperatures, only smaller clusters
respond to the ac field, contributing to the susceptibility
and thus the change in E is not significant for these clus-
ters. At higher temperatures, on the other hand, larger
clusters are also involved and the change in E shows up
through a decrease in y„with the dc field.

When we look at the peak values of y„, we observe a
decrease in the peak susceptibility with increase in the
Mn concentration. Though we have added more magnet-
ic atoms, the decrease in susceptibility value at the peak
indicates that the addition of more magnetic atoms only
serves to cancel the magnetic moments of one another;
that is, they are orienting themselves antiferromagnetical-
ly. Hence, we conclude that within the magnetic clusters,
the spins are antiferromagnetically ordered.
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FIG. 5. Temperature dependence of dc susceptibility (yd, )

for the sample with x =46. FC and ZFC stand for field-cooled
and zero-field-cooled states, respectively.

B. Dc magnetization

1. Temperature dependence

In Fig. 5 we have plotted representative gd, versus T
curves for the sample with x =46 in a 1- and a 15-kOe
field. Figure 6 and its inset show the gd, versus curves T
at 10 kOe for the samples with x =83 and 76, respective-
ly. The yd, versus T for the samples with x=36-76
show broad peaks for the zero-field-cooled (ZFC)
branches, whereas the FC branches tend to flatten out
below the peak. The field-cooled (FC) branch can be ob-
tained reversibly but the ZFC branch is not reversible.
This history dependence gives an indication of a spin-
glass-like freezing. The temperature where the peak in

10,

4g

6

t9

+- iSOK
+-129K
~117K
+-90K

0.92

nX
0.88

'o

0.84

0.80

Cugp3En~

yC

0

0
o 4-ZFC

0
0

00
0

10 koe~, 4
0

00

r(z)
0 M 180 240

Cu~4Mn~e

1.10

1'OS O
I

Ql

1.00

~Q
0.9$

= ~15K

100 200 300

2
0 100 200 300

dc Field (Oe)

FIG. 4. The external dc-field dependence of y„ for x =36 at
different temperatures.

FIG. 6. Temperature dependence of dc susceptibility (yd, )

for the sample with x =83 in a 10-kOe dc field. The inset shows
the temperature dependence of yd, for x =76 in a 10-kOe dc
field. FC and ZFC stand for field-cooled and zero-field-cooled
states, respectively.
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TABLE II. Mn concentration (x ) dependence of freezing temperature (Tf ), maximum dc suscepti-

bility (yd,'") at difFerent fields, average p,N and Neel temperature ( TN ).

Concen-
tration

(at. %)

36

46

55

73

76
83

Field
(kOe)

1

10
15

1

10
15

1

10
15
10
15

1

5

10
15
10
15
10

Tf
(K)

135
127
118
176
164
156
168
164
156
164
149
172
164
159
148
130
145
45

+max

(10 ' cm /g)

16.8
5.84
6.01
3.77
2.56
2.51
2.30
1.83
1.91
1.32
1.32
1.24
1.16
1.15
1.24
1.12
1.15
0.88

0.55

0.40

0.31

0.38

0.43

0.42

TN

(K)

275
484

Even in this crude approximation the field dependence
comes in through Tz. The applied field H,„, increases
the barrier height [Eq. (6)], which in turn increases Tz
[Eq. (7)], which results in a decrease of yz, . Thus, the de-

crease in yd,
'" with the increase in field for samples with

x =36-55 can be explained.
From Table II we also see that, for a particular value

of the field, gd,
'" has always decreased with the increase

in Mn concentration x. This can happen either by a de-
crease in M, because of more and more antiferromagneti-
cally coupled spins, reducing the uncompensated moment
or an increase in Tz because of the increase in anisotropy
energy E„[Eqs. (6) and (7)]. The dominance of the first

effect for x =36-55 is confirmed by the variation of p,ff

with x, namely, p,z decreases with x. But for x =60-76,
the second effect may be dominant.

Though, with the increase in x, we have proceeded to-
ward antiferromagnetism, the complex nature of the anti-
ferromagnetic short-range order in the x =60—76 range
gives a complicated variation ofp,ff.

The neutron-diffraction study by Cowlam and
Shamah in y-phase (fcc) Cu, oo „Mn„ for
x=72.5—82.5 shows some interesting features about
magnetic short-range order. If J& is the first-nearest-
neighbor interaction and J2 is the second-nearest-
neighbor one for Mn, then they have shown that for
x (74, both J& and J2 are negative, that is, both are anti-
ferromagnetic. This is called the AF3 structure. Above
x =74, J, is negative but J2 is positive, that is, the first is
antiferromagnetic while the second is ferromagnetic.
This is called the AF1 structure.

From Tables I and II we can see the variations of y„'",
gd,'", and p,l with Mn concentration x. In this case the

decrease in p,z with the increase in Mn concentration up
to about x=55 shows that the increase in x leads to
bigger and bigger antiferromagnetically ordered clusters
with lesser and lesser uncompensated spins in the AF3
structure. From x =55 to x =76, we see an increase in

p,z till about x =73. This may be due to the change from
AF3 to AF1 structure, which is accompanied by a change
of J2 from a negative to a positive value. This implies
that the increase in p,l is due to the ferromagnetically
coupled second nearest neighbor, i.e., the positive J2 in
the AF1 structure. Following the above argument the
observed p,z should have increased even beyond x =73.
The constancy of its value for x & 73 indicates the depen-
dence of both J& and J2 on Mn concentration x as well as
on the small tetragonal distortion observed for x &74.
Strictly speaking, the decrease in p,z with increasing x
should have continued till x =74. Our findings seem to
suggest that the phase boundary between AF3 and AF1
structures may be quite extended.

Tholence and Tournier have found that the effective
moment of a cluster containing n antiferromagnetically
coupled spins is given by &n p, fr, where p,s is the indivi-

dual magnetic moment of the transition-metal atoms.
Hence we can say that p,ff=p,~l&n. From the above
relation we can conclude that the observed decrease in

p,l with concentration is related to the increase in n, the
number of spins in a cluster. Therefore, the decrease in

p,~ for x =36 to 55 implies that the average cluster size
increases with x, i.e., bigger clusters are formed. Since
the above calculation does not take care of the change in
the sign of Jz, which becomes ferromagnetic with the in-
crease in x, the small increase in p,~ does not mean a de-
crease in n above x =60. Looking at the relative
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strengths ofJ
&

and J2 in AF1 structure, we may assume a
monotonic increase in the number of spins per cluster or
an increase in cluster size.

The shape of the two branches of the yd, versus T
curve (Figs. 5 and 6) for a spin glass as well as for the al-
loys of our system can be explained on the basis of Neel's
model. When we switch on the magnetic field at T & Tf
in the zero-field-cooled branch, only those clusters will
respond to the field which have a coercive field less than
the applied field or a volume less than some critical
volume. The response of all the clusters with Tz & T will
contribute to the yd, . As we increase the temperature,
more and more clusters start responding to the field and
the resulting yd, versus T curve has the same explanation
as that of the g„versus T curve. To get the FC branch,
we cool the sample in the presence of a magnetic field
from high temperature, that is, T& Tf. Since at high
temperatures most of the clusters are free, they respond
to both the magnetic field and the thermal fluctuations
resulting in a susceptibility which follows Langevin func-
tion L(uM, H/k&T) in the ideal case of noninteracting
clusters. As we approach the peak from the high-
temperature side the clusters slowly proceed toward their
blocking temperatures, and under the influence of the
external field they get blocked in the direction of the field
with the lowering of temperature. So the yd, flattens out
at low temperatures. Hence we get a different behavior in
the FC and the ZFC branches of magnetization where
the FC gd, is always more than the ZFC yd, . For the FC
curve, the yd, below the peak is given by M, ( T ) /3K( T )

for T & T~. Neel has taken the variation of E, the anisot-

ropy constant, going as M, for shape anisotropy or mag-
netocrystalline anisotropy arising from magnetic dipolar
interaction within a cluster. In this case the low-

temperature yd, will be independent of temperature. This
is the case with samples with x=36-55. But the de-
crease in yd, for x =60—76 from the peak value at low

temperatures indicates a faster increase in K(T). This
may be because of the interaction between the clusters
which had been neglected so far. We may note here that
this decrease in yd, has taken place in the concentration
range where p,& has an increase with x. So the change in

the behavior of K(T) may also have the same origin. The

yd, versus T curves for the x =73 and 76 samples, taken
at 1 kOe, do not show pronounced peaks near Tf as they
show in higher fields (Fig. 8). This indicates that there
are dipolar interactions within the clusters which get
suppressed as we apply higher fields. A similar result was
obtained in AuFe spin glasses near the percolation
threshold. '

magnetization involves a single relaxation time or barrier
height with a constant energy. However, in real systems
this type of decay is not observed. To overcome this
problem Street and Wooley considered the change in
magnetization with time involving a distribution of relax-
ation times or a distribution of energy barriers [f(E, t ) ].
When we apply their treatment to our case we find, as-
suming that fo(E) is independent of E, that

M =Ma —S lnt, (10)

0.08
T=80K

&o.oe

0.04

where S ~ ( m ) and ( m ) is the average magnetization.
Gaunt has shown that the variation of magnetization
with time can be approximated by a lnt variation even
when fo(E ) is not constant for time up to 1000 s. Figure
9 shows that, for our samples, Eq. (10) or the int variation
is obeyed even for time much longer than 1000 s. Hence
the approximation, that the number of barriers is the
same for all energies, is not a bad one for our alloys.

We have fitted our data to Eq. (10) for time above 40 s
by a least-squares fitting program and found a good fit
with normalized mean-squared deviation y values con-
sistent with the experimental accuracy. The fitted values
of Mo and S for different samples are given in Table III.
One should note here that since M in Fig. 9 is multiplied
by constants for some samples, the apparent slopes in the
figure will not match with the values of S in those cases.
From Table III we see a monotonic decrease in the value
of S with Mn concentration. This signifies that the rate
of change of magnetization decreases with the increase in
Mn concentration. Neel has taken the height of potential
barrier E=uH, M, /2. With the assumption of a single
relaxation time, we can show that the rate of change of
magnetization is proportional to exp( vH, M, /2K&T)—.
Hence, the increase in Mn concentration leads to an in-
crease in the volume of the clusters. This justifies our
earlier conclusion that an increase in x increases the aver-
age number of spins in the clusters. One may even try to
justify this from the monotonic decrease of Mo with the
increase in x.

2. Time dependence

A time-dependent magnetization is not an unique
property of canonical spin glasses only. It is observed for
ferromagnetic and superparamagnetic clusters as well,
where the change in magnetization with time is given by

M=M e0

where A, is the relaxation rate. This type of change in

0.02
3

in [t(s)]

FIG. 9. Remanent magnetization {M) at 80 K vs logarithm
of time {t) where t is measured in seconds. The best-fitted
straight lines are shown. M of x =36 and 73 are multiplied by
factors

2
and 4„respectively. Thus the slopes are not real ones.
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TABLE III. Mn concentration (x) dependence of fitted Mp
and Sof Eq. (10).

Mn conc. x
(at. %)

36
46
55
73

Mp
(emu/g)

1.82X 10-'
7.55 X 10
5.96X 10-'
1.44X10-'

S
(emu/g)

6.9X 10-'
3.8X 10-'
2.7 X 10
1.0X 10-'

0.40

~ 0.30

gy 0.80

H(koe)
0 10 20 30 40 50

I I I I I I I I
0

Q I K 0—0 126K g
JOOK 0

IIIOy0
Ie
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e Le 77K
3

-OA &
*
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0.0 *
*
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3. Field dependence

The zero-field-cooled M versus H for x =36 (Fig. 10)
deviates from a straight line and resembles the results of
earlier studies on Cuioo „Mn„with Mn= 19 at. %. We
observe from Fig. 10 that, for x =46-76, the zero-field-
cooled M versus H curves are roughly linear and we have
not detected any hysteresis. From the inset of Fig. 10 we
can see that the linearity holds for x =73 at all tempera-
tures even up to a field of 55 kOe. The lack of any struc-
ture, especially the absence of saturation, makes any
quantitative analysis of the data dif6cult. We will try to
give a qualitative justification of the observed M versus H
behavior in the light of the spin-glass domain model pro-
posed by Kouvel and Abdul-Razzaq. They explained
the M versus H behavior of reentrant NiMn alloys using
this model.

We observe from the inset of Fig. 10 that for x =73, M
versus H is linear at all temperatures. This suggests that
there may not be any qualitative difference in the magnet-
ic ordering of the system with temperature. This is con-
sistent with the isothermal magnetization in the super-

M(H ) =M,„ 1—
2H,„

3H
for H &H,„. (12)

We can see the linearity of M versus H from the limiting
case of H & H,„ in Eq. (11). It has been showni6 that the
linearity exists even when one assumes a mean-field ex-
change interaction between the domains.

C. Magnetic phase diagram

We arrive at the magnetic phase diagram by taking the
transition temperatures from our magnetic studies. The
spin-glass transition temperatures for x =4.4 and 9 are
taken from the g„data (Table I) and for others from the

yd, data at 10 kOe (Table II). The Neel temperatures
( Tz ) for x =76 and 83 are also taken from y~, . This re-
sulting diagram is shown in Fig. 11. We are calling the
low-x region spin glass (SG) and the high-x region cluster
glass (CG). The transition temperatures and the con-

Goo 7 CU&oo xMnx

400

paramagnetic cluster-blocking model where the dynamics
of the clusters are only responsible for magnetic response
at all temperatures. The persistence of the linearity for
all H and the symmetric (undisplaced) M-H loop (not
shown) seems to indicate that, at least for the zero-field-
cooled state, the bulk magnetization is achieved by rota-
tion of magnetization of domains or clusters and not by
displacement of domain walls, and the system is subdivid-
ed into randomly oriented domains. This is not unusual
since in our system the domains are physically separated.

To explain qualitatively the linearity of M(H ) with the
domain model we consider that the domains with aver-
age magnetization M,„are randomly oriented with aver-

age anisotropy field H,„. The bulk magnetization in a
field H can be shown to be given by

2M,„H
M(H) = forH & H,„

av

and

0 4
D

0x= 730
0

0 + 300

0.10

0

o.oo L'
0

*
D 4

0
D 4 0

0 +4 g +

I i

4 0 + x = 760 +

(x o.8)
C«oo-xM ~x

8 18

H(kOe)

1e 80

FIG. 10. Magnetization (M) vs magnetic field (H) of ZFC
samples with x =36, 46, 55, 73, and 76 at 77 K. M of x =36 and
76 are multiplied by factors —'. and —,, respectively. The inset
shows magnetization (M) versus magnetic field (H) of ZFC
samples with x =73 at 5, 120, and 300 K. Note the overlap of
points for 5 and 300 K. ZFC stands for zero-field-cooled state.

200

100

HsG
(

0 20
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I
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FIG. 11. Experimental magnetic phase diagram for
Cu&oo „Mn„alloys. P, AF, SG, CG, and M stand for paramag-
netic, antiferromagnetic, spin-glass, cluster-glass, and mixed
phases, respectively.
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structed phase diagram, including the interpolated line
from spin glass to cluster glass, have qualitative agree-
ments with those of the earlier studies. ' In the high
Mn concentration regime we have found a double transi-
tion from the paramagnetic (P ) to the antiferromagnetic
(AF) to the cluster-glass phase for x =76. Here, below

Tf, we have definitely observed some characteristic
features of a cluster glass viz. the time and magnetic his-
tory dependence of magnetization. If we couple this ob-
servation to the neutron-scattering data of Cowlam and
Shamah, which show long-range antiferromagnetism
even at 4.2 K for alloys in this composition range, then it
is clear that below Tf =130 K (Table II) the alloys with
x =76 and 83 exist in a mixed (M) antiferromagnetic and
cluster-glass phase. Moreover, the alloy with x =73
seems to be the multicritical composition with
T&=Tf =159 K. However, the actual phase boundary
between CG and M seems to be quite fuzzy. One needs
to have more alloys in that region. Also, more accurate
and sophisticated low-temperature magnetic studies are
expected to throw more light on the exact nature of the
cluster glass to mixed and antiferromagnetic phase boun-
daries.

The theoretical magnetic phase diagram has been con-
structed by Mookerjee and Roy by considering the
change in magnetic structure from AF3 to AF1 in the
concentration range of 50-74 at. % Mn. We find a good
agreement with our experimental phase diagram. How-
ever, the sharp decrease in antiferromagnetic to mixed-
phase transition temperature observed by us around
x =75 is not present in the theoretical phase diagram.
Moreover, although the authors find double transition
above x =70, there is no specific mention of the mixed
phase in the theory viz. the coexistence of antifer-
rornagnetism and cluster glass. One should mention here
that experimentally it is easier to detect the coexistence
of ferromagnetism with spin glass from bulk magnetic
measurements where one observes both spontaneous
magnetization and time and history dependence, as found
in y-FeNiCr ternary alloys. But in the case of a possi-
ble coexistence of antiferromagnetism with spin glass,
magnetization measurements alone in polycrystalline
samples are unable to prove their simultaneous presence.
Neutron-diffraction studies are essential for the detection
of the long-range antiferromagnetic order. However, in
the case of single crystals it has been possible to prove
their simultaneous presence through magnetization mea-
surements only. In the present case of Cu, oo Mn al-

loys, our bulk magnetization measurements supplement-
ed by neutron-diffraction studies establish the presence of
mixed antiferromagnetic and cluster-glass phases. We
would like to reiterate that, on the basis of neutron
diffraction and the present studies, the nature of this
phase boundary between cluster-glass and mixed phases
is not as clear cut as depicted in some other experimental
studies. ' We believe that this phase boundary could
lie anywhere within a range of composition as shown in
the work of Vedyaev and Cherenkov. ' However, we
have not included this in our phase diagram (Fig. 11)
since no work, to our knowledge, throws much light on
this boundary.

D. Electrical resistivity

We present here the results of the electrical resistivity
measurements on Cu, z, Mn alloys with x =36—83 be-
tween 8 and 300 K. A typical p(T) and dp(T)ldT for
samples with x =36, 73, 76, and 83 are shown in Figs. 12
and 13; the behavior of the rest of the samples is in be-
tween. It may be noted here that the experimental error
is much less than the width of the data points and the
smooth p versus T curves are just the raw data and not
the smoothed-out data. Such accurate and smooth exper-
imental curves obviously motivate one to do a quantita-
tive analysis of the data and extract as much information
as possible. We make an attempt here to analyze the
p(T) data in spite of the difliculties we face with the
metastable state (crystallographic) of our samples and the
general problem of interpreting the resistivity data for
concentrated polycrystalline alloys. When we tried to
measure the resistivity of these alloys above room tem-
perature, we observed a decrease in resistivity from
slightly above room temperature. Our x-ray analysis on
some of the samples, annealed even at 373 K, shows a
change in crystallographic structure with the appearance
of an a phase. This has prevented us from measuring the
high-temperature resistivity and using the data to extract
the lattice contribution independently.

1. Resistivity minima

1.30

Cu&00 „Mn„

1.0S-
C)

Q.
1.04—

+-x = 36 .''
+x = 73

1.15

1.00
0 200 BOO

1.00
300

FIG. 12. Temperature dependence of resistivity divided by
its minimum value for samples with x =36 and 73 (left-hand y
axis); 76 and 83 (right-hand y axis).

The alloys with x =55—76 show resistivity minima at
low temperatures. Earlier studies on the resistivity of
concentrated Cu& „Mn„alloys have also shown such
minima above x =55. The existence of resistivity mini-
ma in concentrated crystalline alloys and the associated
controversies about their origin are quite common but
outstanding problems. In an attempt to check whether
the minimum has magnetic origin or not, we tried to
measure the magnetoresistance in some of these alloys.
But the change in resistivity at a 10-kOe field was less
than one part in 10 even at the lowest temperature. So
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0.08—

0.18

—0.12

resistivity minimum may be because of its higher Debye
temperature (8), which suggests a lower ro and hence
the criterion 7p 7 is satisfied only at a lower tempera-
ture.

2. Resistivity above minima
C:

0.04-
—0.06

0.00
0 80 160 240

0.00

FIG. 13. Temperature dependence of dp/dT for samples
with x =36, 73, and 76 (left-hand y axis) and 83 (right-hand y
axis).

we could not arrive at any conclusion on that basis. This
negligible change in resistivity in a magnetic field may be
because of very low magnetization of the samples.
Levin and Mill have considered the efFect of spin clus-
ters in the calculation of resistivity for NiCu alloys, and
they predicted a resistivity minimum in concentrated
crystalline alloys. Rivier has shown the possibility of
resistivity minimum in spin glasses. His treatment is
based upon the scattering of electrons by spin-diffusion
modes and electrostatic potential. The criteria for resis-
tivity minima require strong impurity scattering which is
not satisfied by noble-metal-transition-metal canonical
spin glasses. Fisher' has proposed resistivity minima in
spin glasses by combining elastic scattering with inelastic
scattering of electrons, but the exact nature of it is not ex-
plored. Recently Mookerjee has predicted the existence
of resistivity minima in highly resistive alloys
(p=150-600 pQcm) only on the basis of electron-
phonon interaction. The high residual resistivity is an in-
dication of electrons being "sluggish" near the Fermi lev-
el. These electrons can exchange energy with a phonon
bath which will lead to a decrease in resistivity. If ~, is
the time scale related to the lifetime of electron in the vi-
cinity of an ion and vo is the time scale associated with
the ground state of the phonon bath, then as long as
To 'T the electron-phonon coupling will reduce the
resistivity. Mookerjee has further shown that with the
increase in disorder, the minima in resistivity shift to
higher temperatures. Our alloys, having resistivity mini-
ma, have po in the range which satisfies the criterion
(po —-150—600 pQcm) for a resistivity minimum. The
temperature of minima increases monotonically from 10
to 28 K with the increase in x from 46 to 73 accompanied
by an increase in p0. Since po can be considered as a mea-
sure of disorder, the shift of the resistivity minima to
higher temperature with the increase in po for x =46—73
gives us confidence to apply the above theory to our al-
loys. Though for x =76 the value of po is higher than
that of x=73, the decrease in the temperature of the

p(T)=po+pzh(T)+p, s(T) . (13)

In the strong-scattering regime near the Anderson locali-
zation the Boltzmann formalism breaks down and so is
the Matthiessen's rule. This is one of the reasons for con-
centrating on the higher temperature region, and we ap-
ply Eq. (13}above the resistivity minima.

A theoretical calculation for the temperature depen-
dence of resistivity in these polycrystalline materials is
very difBcult for various reasons. The absence of a prop-
er band-structure calculation poses the main hurdle. So
we have tackled the problem in a roundabout way. To
estimate the magnetic contribution to resistivity from our
measured p( T ), we have properly taken care of po and p „
and assumed the validity of Matthiessen's rule in the
present case. We have taken the standard Bloch-
Gruneisen formula for p h. The p(T} from Eq. (13) be-
comes

5

p(T) =po+ A —J, +p,s, (14)(e' —1)(1—e ')

where p0 and A are temperature-independent constants
and 0 is the Debye temperature.

Rivier and Adkins' have shown that for spin glass
p, s

~ T ~ below the freezing temperature ( Tf ), but
Fischer' found a magnetic contribution of the form
BT -CT ~ below Tf with constants B and C&0. The
latter has also remarked that the T variation is due to
ferrornagnetically ordered spins in the spin glass.

Thus p( T) takes the following two difFerent forms due
to p, predicted by the above two theories:

Figures 12 and 13 show the following features: (a) p
versus T curves for x =36-73 are S shaped, whereas for
x =76—83 they are always concave upwards. (b) dpldT
versus T curves for x=36—73 show broad maxima at
T,„which increases with x. For x =76—83, dpldT in-

creases monotonically with T although very slowly at
high temperatures.

Both the above features, namely the S-shaped p(T)
curves and the occurrence of maxima in dpldT(T) are
observed in spin glasses. ' These behaviors give indica-
tions of possible magnetic contributions to electrical
resistivity.

The measured resistivity in these alloys has contribu-
tions from different physical phenomena. If we assume
the validity of Matthiessen's rule, then the measured
resistivity has contributions from static disorder, i.e., the
residual resistivity (po), the electron-phonon scattering

(p „), and the magnetic scattering (p, }. Hence we can
write



8970 A. BANERJEE AND A. K. MAJUMDAR

(e' —1)(1—e ')
Cug7Mnyg

(15)

and

+BT2 CT5/2 (16)

We wrote a program in Pascal which can fit the experi-
mental p(T) data to Eq. (14) in general, if we give the
value of 8 and the form of p, . We have checked our
program by fitting the experimental p(T) data for pure
gold taken from literature to Eq. (14) with p,s=O.
Further, we have added different forms ofp, s( T ) (as for
example, aT or bT cT, —etc.) to the p(T) value of
pure gold and fitted the resulting data to Eq. (14) using
our program. We could retrieve the same constants po,
a, b, and c, etc., and obtain a normalized mean-squared
deviation y consistent with the accuracy of the data. We
have defined the y of the fit as

1 Pi measured Pi fitted
N ( )2

x
i=1 P mean

where X is the number of data points. pleasured& pfitted&

and p „„are the measured, fitted, and the mean of the
measured values of the resistivity, respectively. The
confidence in this kind of fitting is justified by the recent
work of Bottger and Hesse ' in reentrant spin glasses.

We have fitted our experimental p( T) data to Eqs. (15)
and (16) separately, taking po, A, B, and C as parameters
and 8 of our alloys from literature. The temperature
range of the fit is always below Tf (determined from y„
and yd, measurements) and above the temperature of the
resistivity minimum. We have tried different temperature
ranges within the above specified range. We find that, for
alloys with x =36, 46, 55, and 83, fitting the data to Eq.
(15) gives unphysical signs of the parameters. For the
others, the value of g is less by about a factor of 2 when
fitted to Eq. (16). Moreover, as shown in Fig. 14, where
deviations of each data point from the best-fitted curves
[Eqs. (15) and (16)] for x =73 are plotted against T, the

,stilts Il ~ 0 P

150

FIG. 14. Deviations of experimental data from the fitted
equations with p „=BT ' and BT'-CT' ' for the sample with
x =73.

deviations from Eq. (15) are not only larger but also they
show a systematic trend implying a poor fit. In the case
of the fit to Eq. (16), the deviation curve cuts the temper-
ature axis much more often. On the basis of this fitting,
we conclude that the expression BT -CT describes the
magnetic contribution to the resistivity better in the
spin-glass or cluster-glass range ( & Tf ) for our samples.
The best temperature range of the above fit is decided on
the basis of g values which are consistent with the exper-
imental accuracy. Table IV summarizes the result of this
fitting procedure. Our analysis only establishes the order
of magnitude of the constants A, B, and C. Better resolu-
tion by an order of magnitude in the measured p( T )

might throw light on their concentration dependence.
The justification for our observation ofp, following a

BT -CT -type of relation rather than a BT -type
below Tf can be found in Fischer's original calculations.
He has shown that the T -type of contribution in resis-

TABLE IV. Mn concentration (x ) dependence of 8, range of fit, g', and the fitted parameters of Eq.
(16).

Mn
x 0

(at. %) {K)

Range
of fit

(K)
X Po A C

(10 '
) (p~cm) (@gism) (10 pQ cmK ) {10 pQ cmK )

36
46
55
60
73
76
83

325 60-90
320 80-140
310 80-150
305 70-150
305 50-140
325 30-120
360 45-110

13.8
25.7
57.5
15.9
7.8
84

62.3

98
139
169
170
196
206
124

10.3
9.0
5.1

4.1

7.1

11.5
5.2

7.3
3.0
1.3
1.6
0.8
3.9

11.5

5.6
2.0
0.7
0.9
0.2
1.7
4.8
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tivity comes from the ferromagnetic clusters in spin
glasses, but our system in no way can be considered to
have ferromagnetic clusters. On the contrary, this form
of resistivity tends to the Yosida limit of a dilute anti-
ferromagnet (V +S J /4) at zero temperature. Along
with these, Fischer's calculations hold for systems with a
large impurity concentration and in a temperature range
where the Kondo effect may be neglected. The range of
fit, especially the fitting at higher temperatures, can be ra-
tionalized from the physical consideration of spin-
diffusive modes which are the source of scattering of con-
duction electrons. At low temperatures, the spin-
diffusive modes may become ineffective for bigger clus-
ters. This is because at low temperatures, the spin waves
with wavelength smaller than the cluster diameter will

freeze out. The absence of any experimental or theoreti-
cal input about the density of states at the Fermi level
and the effective mass of electrons forbids us from mak-

ing any comment about the concentration dependence of
the constants A, 8, and C of Table IV. We should note
that a good fit for x =83 may also indicate the presence
of a spin-glass type of spin-diffusive mode in this sample,
and hence justify our conclusion regarding the presence
of a mixed phase (antiferromagnetic and spin glass) in it
(Fig. 12).

The magnetic resistivity above Tf is predicted, using po
and A from the fit below T& and the p( T) data above T&,
as

~ + 5

p „(T)=p(T)—po
—A — f8 0 (e*—1)(1—e -') '

(17)

p,s(T), thus obtained, shows maxima around 180 K
for x =36-60, moving toward 240 K for x =73 and no
maximum for x=76 and 83 (Fig. 15). The sample with
x =76, however, shows a decrease in slope around 300 K
which may be taken as a precursor to a possible max-
imum in p,~. In contrast, x =83 shows that the slope is
still increasing around 300 K. In canonical spin glasses
the temperature at which p,~

is maximum is found to in-

crease with the addition of transition element impuri-
ties. ' Inoue and Nakamura have found similar be-
havior of p, with maxima around 275 K for

Culoo „Mn, alloys with x =16—25. Thus we find that

-32

- iB

0
0 100 200

I 0
300

FIG. 15. Temperature dependence of p,g for samples with

x =36 and 73 (left-hand y axis); 76 and 83 (right-hand y axis).

the occurrence of maximum in p, ~
in our concentrated

alloys is very similar to that of the more dilute ones. One
must realize that the extraction of p,z in concentrated
alloys is much more difBcult, since the estimation of pho-
non contribution cannot be made directly. However, our
solitary attempt in the case of concentrated alloys has
met with reasonable success.

The origin of the maximum in p,z has been explained

by many authors ' ' in terms of "effective free" and
"interacting" moments. For our alloys p, , beyond

maximum, falls roughly as T as predicted by the theory
of Suhl.

For x=76, dp/dT (Fig. 13) is almost constant for
T & 150 K, implying p, -T or slightly slower since

pi,«;„-T at high T. For x=83, dp/dT above 150 K
varies more slowly than T, implying p, -T" with
1(n (2. Any S-shaped p(T) curve, i.e., p varying more
slowly than T at high T, will yield a maximum in p,
since p„«,„-Tat high T. Also, a p(T) curve which is

linear in T or varies faster than T at high T will have no
maximum in p, . In other words, an S-shaped p(T)
curve will have a maximum in p~,s, whereas a p(T) curve

which is concave upwards will have no maximum. The
composition dependence of the various important quanti-
ties is given in Table V.

TABLE V. Mn concentration (x ) dependence of experimental values, p, g at 300 K, temperatures of
the maxima in p „and dp/dT.

Mn
conc.

(at. %)

36
46
55
60
73
76
83

(K)

10
19
20
28
20

po
(pQ cm)

97
139
169
170
196
206
125

p300

(pQ cm)

107
148
174
174
204
226
162

p 300 po
(LMQ cm)

10
9
5
4
8

20
37

300
pmag

(pQ cm)

1.0
0.4
0.1

0.1

1.2
11.0
34.0

T(p,'g)
(K)

180
180
175
190
240

-300)300

T(dpldT), „
(K)

57
62
72
80

125
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The values of p, g
at 300 K are rather large for x =76

and 83 as compared to those for x =36—73. This is due
to the fact that in contrast to the alloys with x =36—73,
which have only short-range order, the alloys with x =76
and 83 have long-range order (see Fig. 11). A very simi-
lar behavior of p, g

has been observed in AuFe alloys
where magnetic resistivity has a sharp increase beyond
17 at. % Fe, which is the percolation threshold from
"mictomagnetic" to long-range ferromagnetic phases. It
is rather comforting to note that the absolute values of
p, g

at 300 K reported in Ref. 38 agree with those of the
present studies in Cu, oo,Mn„(e.g. , 43 pQcm for 22
at. % Fe in AuFe and 34 pQ cm for 83 at. % Mn in

Cu, oo „Mn, both having long-range magnetic order).
From Tables IV and V we see that the best-fitted values
of po and the experimental po (taken as the minimum p)
are very nearly the same. We further observe that po in-

creases from 97 to 206 pQcm with the increase in Mn
concentration from 36 to 76 at. %, which implies an in-
crease in static disorder. At the other end of the concen-
tration (x =83) we find a drop of po to 125 pQcm in
agreement with Nordheim's rule. The difference between

p3oo K and po K is due to the lattice and magnetic scatter-
ing of electrons. This has the same x dependence as that
of p, , implying that the lattice contribution does not
depend strongly on x. This is not unexpected since the
Debye Temperature L9 does not depend strongly on x
(Table IV).

V. CONCLUSIONS

The important findings of the present study are briefly
summarized below.

(i) Concentration fluctuations alone can give rise to the
clustering of magnetic atoms in randomly substituted
noble-metal-transition-metal binary alloys. The dynam-
ics and the response of these clusters to magnetic fields
dominate the magnetic properties of these alloys for all
temperatures. This may be evident from the effect of dc
fields on g„,M versus H behaviors, and, in general, from
the variations of y„and yd, with temperature.

On an average, bigger and bigger clusters are formed
with the increase in Mn concentration x. This has been
concluded from the concentration dependence of the rate
of decay of the time-dependent magnetization. The same
conclusion can be reached by coupling the concentration
dependence ofp,z with the neutron-diffraction results.

The decrease in the peak values of y„and yd, with the
increase in Mn concentration x and the variation of p,ff
with x imply the presence of antiferromagnetic short-
range order within the clusters. In other words, we con-
clude that the spins in the magnetic clusters are antifer-
romagnetically coupled.

(ii) The magnetic phase diagram (Fig. 11) has been ob-

tained on the basis of various magnetic measurements.
The alloys with x ~ 73 have shown the basic signatures of
spin glass viz. time- and history-dependent dc magnetiza-
tion and peaks in ac susceptibility (g„). The low-
concentration alloys showing cusps in g„are designated
as spin glass (SG), while the concentrated ones showing
broad peaks are called cluster glass (CG). For x =76 and
83, a double transition from paramagnetic (P) to antifer-
romagnetic (AF) to cluster-glass phases is observed.
This, along with the observation of a long-range antifer-
romagnetic order in neutron-diffraction studies at 4.2 K,
leads to the conclusion for the existence of a mixed (I)
phase below Tf (=130 K) having properties of both anti-
ferromagnetic and cluster-glass phases. The alloy with
x =73 seems to be very near the multicritical composi-
tion. However, the phase boundaries between CG and M
and that between M and Af cannot be clearly defined.

(iii) The resistivity shows qualitatively two different be-
haviors for x &73 and x )73 at high temperatures
(=300 K), as are evident from the temperature depen-
dences of resistivity and its temperature derivative (Figs.
12 and 13). This may be taken as an indication that the
magnetic ordering is different for these two ranges of
composition. The magnetic contribution to the electrical
resistivity (pm, s) in the low-temperature range ( & 150 K)
for all the samples shows a BT -CT -type of spin-glass
contribution. The estimated pm, ( T ) at high temperature
( ) 150 K) shows again two different behaviors for x ~ 73
and x & 73. The former gives a maximum while the latter
increases monotonically with temperature. The large
values ofp, z found for x =76 and 83 indicate long-range
magnetic ordering in agreement with our phase diagram.
Thus we have found in a convincing manner the magnetic
contribution to electrical resistivity in a concentrated
crystalline alloy syste~.

In the future one could investigate the nature of vari-
ous magnetic phase boundaries near the multicritical
point by making more alloys with close composition
around x =75 at. % and studying these low-moment sam-
ples using an instrument like the SQUID magnetometer.
The so-called mixed phase at the lowest temperatures
also deserves detailed investigation.
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