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The Fermi hypernetted-chain (FHNC) theory is applied to spin-density-wave states combined with a
Jastrow-type correlation operator. The commonly used approximation scheme FHNC/n is found to be
unsuitable for dealing with this class of correlated wave functions. A new scheme, named FHNC-n, is
proposed, and numerically tested for the one-dimensional (1D) Hubbard model and the Gutzwiller
correlation operator. The results obtained are in very good agreement with the available variational
Monte Carlo calculation. This scheme can be used to study 2D and 3D Hubbard models and can easily
be extended to treat more general correlation operators, which include triplet and quartet correlations.

I. INTRODUCTION

In the past decades, the quantitative understanding of
the correlation effects in strongly interacting systems has
been one of the main issues in many-body physics. Par-
ticularly, much effort has been devoted to electron sys-
tems in connection with phenomena such as heavy-
fermion dynamics, quantum Hall effects, metal-insulator
transition, and high-T, superconductivity. It has been
shown that strong correlation effects can hardly be han-
dled by means of conventional perturbation theories,
namely, those built upon independent particle basis func-
tions.

Green-function Monte Carlo (GFMC) theory! or other
stochastic methods, >3 as well as perturbative approaches
based on correlated basis function (CBF) theory,* ¢ have
been highly developed in the last few years and one may
hope that they will provide, in the near future, accurate
numerical solutions for some strongly interacting Fermi
systems.

The variational approach, even though less fundamen-
tally based, is also very powerful, since it is applicable to
both Bose and Fermi systems, irrespective of the strength
of the interaction. It allows modeling the trial wave func-
tion according to the main physical features expected for
the system under consideration. Therefore, it is very use-
ful in understanding the role played by a certain type of
correlations, like, for instance, two-body (Jastrow),
many-body, spin-spin, etc. Moreover, realistic variation-
al wave functions provide very convenient starting points
for further GFMC and CBF studies.
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The variational ground state for an interacting Fermi
system is usually taken of the form

W) =Fl®,, ), (1.1)

where |®,, ) is a reference state which can be expressed
as a Slater determinant of single-particle states deter-
mined by a mean-field (MF) approximation. F is a corre-
lation operator projecting onto |®, ) the correlations
which are absent in |®,, ), and which are thought to be
physically relevant. Many types of reference states, be-
sides the ordinary paramagnetic state |®p ), are expected
to be useful, in view of the rich physics of a strongly in-
teracting system, whose simplest prototype is the Hub-
bard model. Among them |<1>m) can be a BCS state, a
commensurate spin-density wave |®gpyw ), a spiral spin-
density wave, ® etc.
A correlation operator of the Jastrow form,

E=11fr),

i<j

(1.2)

embodies the main two-body dynamical correlations, al-
though many-body and state-dependent correlations have
been found to be important as well, especially in dense
systems. In the case of on-site correlations in a lattice
system, F ; reduces to the Gutzwiller projection operator:

f(i,j)=l—(1—g)8,',1,,j1 . (1.3)
In variational calculations, either Monte Carlo tech-

nique or the Fermi hypernetted chain (FHNC) theory can
be used to evaluate the energy expectation value. In fact,
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both of them have been used for several strongly interact-
ing continuous systems, like liquid helium or nuclear
matter,* as well as in the case of lattice electron sys-
tems.’ !

The interest of a FHNC-type of calculation is related
(i) to the possibility of avoiding a finite-size problem by
working directly in the thermodynamic limit, (ii) to the
possibility of finding the optimal pair correlation function
for a given reference state and, most of all, (iii) to devel-
oping the necessary starting point and the techniques for
future CBF calculations, where the nondiagonal matrix
elements of the Hamiltonian are also required.

Particularly, one would like to verify the feasibility of
FHNC theory in the test case of the Hubbard Hamiltoni-
an,'>!3 which is well known to describe intrinsic proper-
ties such as the itinerant magnetism and metal-insulator
transition'* and is also regarded as a fundamental model
related to the electronic and magnetic properties of high-
T, oxide superconductors.!* Recently, the FHNC
scheme has been implemented for the Hubbard discrete
lattice model.!! The results for the one-dimensional (1D)
Gutzwiller correlated Fermi sea wave function are in
good agreement with the corresponding variational
Monte Carlo estimates!® for intermediate values of the
strength U/t. However, this starting point has many
shortcomings, including lack of insulating behavior, and
the presence of a related Fermi jump in the momentum
distribution, even at half-filling.

In this paper, we apply FHNC theory to correlated
spin-density-wave function F|®gpy). The commensu-
rate SDW state is a band insulator at half-filling, and has
an antiferromagnetic long-range order (ALFRO), which
persists in the correlated state ¥gny. The SDW state has
been recently reconsidered by Schrieffer et al.” in con-
nection with the spin-bag model of high-T, superconduc-
tivity. |®gpw) is a Slater determinant of single-particle
wave functions. '

i(k+Q)-r; ,
MEQTe ), (14
for k embedded in the Fermi sea (FS), where Q is the an-
tiferromagnetic nesting vector. For a single two-
sublattice antiferromagnetic structure, Q is defined by the

condition e'QT" = —1 for all translations 7 which trans-
form one sublattice into the other. Thus, Q is 7w/a for
1ID. The coefficients u (k) and v (k) are variational func-
tions subject to the orthonormalization condition
u?(k)+v*k)=1. A convenient parametrization of u (k)
and v (k) is provided by the mean-field solutions:

Deolr)=[u(K)e 48 (i) (k)e

172
_ |1 e(k)
u (k) ) 1+E0(k) ,
12 (1.5)
=Lk
v(k) ) [1 Eq(k) ” R

where Eq(k)=[e*(k)+A2]'/? is the energy of quasiparti-
cle and (k)= —2t cosk,a for 1D. In this parametriza-
tion, the gap A is the only variational parameter in the
reference state. Obviously, if A=0, ®gpy, coincides with
the paramagnetic state.

In spite of the fact that, as is well known, the Gutzwill-
er correlation operator is not able to describe all the
ground-state properties of the 1D Hubbard model, ">~
much effort has been devoted to variational calculation
with this trial wave function, since it provides a reason-
able estimate for the energy upper bound in the 1D and
2D Hubbard models.

Most notably, for the 1D Gutzwiller correlation opera-
tor and |®p) (i.e., A=0), Metzner and Vollhardt!® have
provided exact analytic expressions for the expectation
value of the Hubbard Hamiltonian as a function of g.
Moreover, very detailed variational Monte Carlo (VMC)
calculations!® have been performed by Yokoyama and
Shiba for several values of A.

In this paper, we discuss a FHNC scheme which can
be used for the full Jastrow operator and easily extended
to the case of a more complex correlation operator. We
limit our numerical analysis to the 1D case and the
Gutzwiller operator, for the sake of comparison with ex-
isting calculations. 12

The standard FHNC theory, derived in the present pa-
per for the correlated SDW function, cannot be expressed
in a closed form similar to the other existing FHNC sum-
mations because of the structure of the elementary dia-
grams E. A commonly used approximation scheme is the
so-called FHNC/n,* where n denotes the highest rank of
elementary diagrams included in the calculation. For in-
stance, E is completely neglected in FHNC/0. Only
four-body elementary diagrams are included in FHNC/4
and so on.

It turns out that FHNC/n is a slowly converging se-
quence. At A=0, FHNC/0 does provide results which
are in reasonable agreement with the available Monte
Carlo estimate for U/t <8.!! However, for larger U /1,
FHNC/0 is not satisfactory, and FHNC/4 improves the
agreement only very little. For A>0 and growing,
FHNC/0 begins to fail at lower and lower values of U /t.

We propose in this paper a variant of the FHNC
scheme, denoted as FHNC-n, which differs from the usu-
al FHNC/n scheme in that all of the elementary dia-
grams included at a given order are characterized by the
number of dynamical correlations h(r;)=f 2(r,»j )—1,
rather than by the number of particle variables. For in-
stance, the FHNC-2 approximation includes all the ele-
mentary diagrams with, at most, two h factors, and they
may involve up to six particle variables. Such a scheme is
inspired by the power series!® (PS) cluster expansion, in
which the nth order includes all irreducible cluster terms
with a number m <n of h(r;) factors. In fact, at each
order of the PS expansion the uncorrelated distribution
functions entering into the cluster terms are treated ex-
actly, and, as a consequence, important sum rules (like,
for instance, the sequential and the normalization sum
rules) are exactly fulfilled. The need of such a scheme has
also been envisaged in a calculation on continuous sys-
tems, for instance, 3D electron gas,? liquid *He,?' and
finite nuclei.?? This requirement is particularly stringent
in lattice systems,?* particularly in the case of the SDW
reference state characterized by strong statistical correla-
tions. For instance, for any nonzero value of A, both
FHNC/0 and FHNC/4 badly violate the sum rules,
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whereas they are almost exactly satisfied in each FHNC-n
approximation. However, while satisfying the sum rules
at each order, the PS expansion is unfortunately again
very slowly converging in the strong-coupling regime.
The convergence of FHNC-n seems to be better. There-
fore, the FHNC-n approach suggests itself as the only vi-
able way to handle the SDW-type wave functions.

The rest of this paper is arranged as follows. The for-
mal FHNC theory for correlated SDW functions is
presented in Sec. II. The FHNC-n scheme is discussed in
Sec. III. The calculation for the 1D Hubbard model for a
Gutzwiller correlated SDW function is discussed in Sec.
IV. It is shown there that, for example, FHNC-3 pro-
vides results which agree with the analytic and the VMC
results within few percent, and that the FHNC-2 approx-
imation can safely be used during the minimization pro-
cess. Moreover, it is shown that the sum rules are very
well satisfied. Section V is left to the discussion and the
conclusions.

II. THE FHNC THEORY FOR THE HUBBARD MODEL
WITH CORRELATED SPIN-DENSITY WAVE

The Hubbard model is defined by the lattice Hamiltoni-
12,13

an

H=—t z 10 10+U2n11n1L ’ (2~1)
(i,j),o

where c,-t, (¢;,) is the creation (annihilation) operator of

an electron with spin 0 ==+ on site i; t and U represent
the nearest-neighbor hoppmg energy and the on-site
Coulomb repulsive interaction with opposite spin, respec-
tively. The variational ground-state energy can be ex-
pressed in the form!!

Eo=(T)+(V), 2.2)
(TY/N=—ztpn(a)=—ztp Y e(k)n (k) , 2.3)
k

(V)/N=Up’g(0)/2 2.4

where a= S PI€; is the unit vector for the lattice, z is the
coordination number in the D-dimensional lattice system,
and p=A/N is actually twice the filling factor. The
functions g (r;;) and n (r;) are the pair distribution func-
tion and the one-body density matrix, respectively. These
two quantities are also directly used to express the two-

body static structure function S(k)=¢( pkpk) with
pr=(1/V 4 )3 ,exp(ik-1;), given by
S(k)=1+p > [g(r)—1]cos(k-r) , (2.5)
r
and the momentum distribution function r (q)
n(q)=%2n(r)cos(iq-r) (2.6)

The following sum rules must be obeyed by S(k) and
n(k):

S(0)=0, 2.7)
> va(r=0)=1. (2.8)
kEBZ

We present in the following two subsections the FHNC
theories for the pair distribution function g(r,,) and the
one-body distribution »n(r;;;) for the correlated SDW
state.

A. FHNC scheme for g (r;;)

The cluster expansion of the pair distribution function

is obtained by first expressing?** F? as a sum of cluster
19

terms:
F}= I1 /%)
i<j
=X,(r,n)+ 3 Xi(r,rpr)+ -, (2.9)
i>2
where
X,(r,0)=f%r) , (2.10)
Xs3(ry, 10, 1)= f2rp) A (ry;) +h(ry)
+h(r)h(ry)] . (2.11)

Similar expressions are found for
out that g (rlz) is given by

P
(r12 p z p 2)'

X, . 3 clusters. It turns

2 X(rl,... r,)

Xﬂp(r— e Tp)
(2.12)

where ), are the p-body uncorrelated distribution func-
tions:

E |¢SDW|2
A(A—1)A—p+1) H+1-- ¥
I S [®spwl

I...Iy

Dy(ry,y .. .o1,))=

(2.13)

and N=(¥pw|¥spw) is a normalization factor. The
Hartree-Fock results is obtained by setting X, =1 and
X,.3=0. As in the ordinary paramagnetic case, Dp can

p . .
be expressed in terms of the uncorrelated density matrix:

PLD=1 3 dl(14,(2)
kEFS,0
= zg* (DE,(2)[1,(rp)+e 37, (rpy)sgn(o)]
(2.14)

where sgn(o) takes either +1 or —1 corresponding to
spin state §g= Torl,and

Lir=— 3 e " ulk)+vikleos(Qry)}
kEFS

2.15)

L=~ 3 u (k) (ke “T[14cos(Q-ry)] .
kEFS

(2.16)
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The density matrices (i, j) appear in D, in the form of
closed separate loops, each with a factor —(—1/p)™", m
being the number of loop points. The loops with m >2
have an extra factor 2, since they originate from two
different cyclic permutations. Since the dynamical corre-
lations are spin independent they do not affect the spin
traces and one has

2

Dp=1— |+ | 3 pti, )pj,0)
i<j
1 3
+2 —l S Al kP PUD+ e
P i<j<k

(2.17)

It follows that p’Ng(r,) is given by a series of cluster
terms, each being a product of dynamical correlations
and exchange operators, so that each particle variable of
the cluster, except for r; and r,, is an argument of at least
one dynamical correlation. For every p value, in Eq.
(2.12) there are (p —2)!/S cluster terms, which differ only
in the way of labeling the p —2 indices (S is the symmetry
number, namely, the number of permutations of the
internal points, which leave the corresponding cluster
term unchanged). One can then remove the (p —2)! fac-
tor in Eq. (2.12) and sum over the topologically distinct
cluster terms.

The linked cluster theorem ensures that p>Ng (ry,) is a
sum of linked cluster terms f*(r;,) times V. The separa-
bility theorem, based on the property
s, 0, PliK)plK, j)=pli, j), implies that all the separable

cluster terms of g (r;,) cancel each other, with the result

gr)=—fAr)SpP S IPr,...r,) . (218)
P p P SR §

kid P

A few examples of cluster diagrams representing .7‘;’ are
shown in Fig. 1.

The FHNC scheme for calculating g (r;,) is very simi-
lar to that developed for the ordinary paramagnetic
case.!! The chain equations for N, Ng,, and N,, are ex-
actly the same as in Ref. 11 and therefore will not be re-
peated here. On the other hand, because of the two-
component structure of A/, j) and because of the presence
of the phase factor e~ " the calculation of the (cyclic-
cyclic) chain diagrams ﬁ“ and of the composite diagrams
fcc and X,, requires some more discussion. It is useful to
represent the cyclic diagrams with two-component vector
quantities of the form

20, )=[Z,(1;),Z,(r;)]

)

= 3 £ (g, (N Z,(r)) +sgn(o)e T Z,(x,))) .
(2.19)

The components of A, j) are given by l,(r;;) and I,(r),
respectively. The convolution integral is defined as

8897
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FIG. 1. Examples of cluster diagrams contributing to g(r;,).
The open dots represent the external variables 1 and 2, whereas
the solid dots denote internal variables, upon which summation
is implied. Dashed and oriented solid lines represent the
dynamical correlation h(r;) and exchange operator p(i,j), re-
spectively. The diagrams in the first row are chain (nodal),
those in the second row are composite and the diagrams in the
bottom row are elementary diagram which are of four, five, six,
and seven body, respectively. Diagrams in the first column are
of the dd type; the de, ee, and cc diagrams are displayed in the
subsequent columns.

2., /)=[FGi,k|G |k, ], (2.20)
Z,(r;)=p 3 {F,(rg)G,(ry;)
T
+F,(ry)G,(rg;)cos(Qry )} , (2.21)
Z,(1r;))=p 3 {F,(ry)G,(ry;)
T
+F,(ry)G,(r;)cos(Qry )} , (2.22)

while the closed-loop parallel connection between two
vector quantities is a scalar given by

F(i, j)*G(i,j)=2F,(r;)G,(r;)

+2c0s(Q-1;;)F,(r;)G,(r;) . (2.23)

In doing the chain summation one has to keep track of
the ordering of the various cc elements due to the
asymmetrical structure of convolution integral [Egs.
(2.19)—(2.22)], with the result

N, /)= (R (1, )| R o (e, )= [ R Uk, DICL /)AL DT
R IR, (e DI+ (00| R (R, )T
(2.24)
where the chain operators N pa and ﬁm have —1/vp and

f“ as their first chain elements (having i as a particle
variable), respectively. N pa and ﬁm are given by
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N oo )= =/t )+ (N g (i, 00| R e (K ) — [ R
NG k) =R, G, ) — [ R, (G, k) (1 /v)ptk, )]+

DIV,
ca(i,k)ch(k,j
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(2.25)

)—[X..(k,DI(1 /v )T (2.26)

The equation for N reduces to the conventional FHNC equation for N (r;;) when / »(7;;)=0. The composite diagrams

X.. and X, are summed by

Xee i, )=18aa(r)) = 1IN (i, = (L/V)PU, P ]+ 8ag (1, B (i) (2.27)
Xee(r,-j)=gdd(r,-]-){Nee(r,-j)+E (r-~)+[Nde(r-~)+Ede(ri-)]2
2N i)+ E (i, )= (1 /)P, )P} =N, (1) (2.28)
[

where  g,,(r;;))=f2(r;;)exp{Nyy(r;)+E4(r;)}, and
E 5i, j) refers to the sum of elementary dxagrams of aff

type.
In terms of the FHNC quantities, the pair distribution
function is given by

1+ X54(r )+ Nga (115) +2X 5, (r15) +2N 4, (1)
N, (r;p)+X,. (1) . (2.29)

glr,)=

The structure function is easily obtained from Eq. (2.5).
Another interesting quantlty is the spin structure fac-
tor defined by Sy (K)={p! 1Py, with

plik-r;)o,(i),

Pox™ \/ﬁ ;
given by

S,(k)=1+p Y cos(k-r;){ X, (r;)+N,(r;)}

+8(k—Q)Nm? (2.30)

The coherent term arises from separable cluster diagrams
where the two external points are disconnected from each
other and both are separability points. One can easily
verify that the separability theorem does not apply here
at k=Q, because of the presence of spin operator o,(i)
for each external point. The resulting expression is the
product of the identical vertex corrections associated
with the two external points. It is found that the vertex
correction m coincides with the staggered magnetization
discussed in the next subsection.

B. The FHNC scheme for n (r,,-)

The one-body density matrix is defined as

n(ry ) 25* 1)A(1,1)€,( 2.31)
a1,1=-4 3 ®lpw(12. .. 4)
.N : SDW
X H f(rl'[)f(rlj)
i, j#1,1’
X H f U (DSDW 2 i A) . (2.32)
i<j#1,1

If the correlation f(r;;)
correlated one-body density matrix n(r;3)=

is set equal to 1, one gets the un-
1,(rp).

More generally, the one-body density matrix is the u
component of A(1,1’). Its cluster expansion can be easily
deduced from that given in Ref. 24 for a continuous sys-
tem, following the procedure outlined in the previous
subsection for g (r;;). One ends up with the result

=3 3 LV, .. .1,
p

LOYRREN 8

where 25,”)( 1,114, .. .,rp) is the sum of the linked, topo-
logically distinct terms having two external indices (1 and
1) and p —1 internal indices. Each term is a product of
dynamical and statistical correlations. The dynamical
correlations having 1 or 1’ as particle variable must be of
the type &(r)=f(r)—1. As discussed in Ref. 24, the
reducibilities in 1 and 1’ cannot be removed and they ap-
pear as vertex corrections. The density matrix is given by

A(1,1)=no{(1/v)p(1,1') = Ng.e(1,1)

—Eg e 1,)}e[Ngg(rl’l.)+E§§(ru.)] _
cgC >

(2.33)

(2.34)

The FHNC equations for the vertex correction n,, the
chain functions N e N ed> N¢, and the composite func-
tions X o> X ed> X £ coincide with those of the paramag-
netic case!! and will not be repeated here. To calculate
the chain operator N £cecr besides N pa» ONe similarly has
to evaluate the chain operator N, 1 i) having £ e as the
first element of N, :

N (L) =R (1,0 = [ R (1L,K)(1/v)pUK, )]
(N o (1L,K)| X, (ki) — [ X (K, DI(1/v)pUL, )]}
(2.35)
The chain operator N gcec(1,17) is then given by
N (1,1)={R,,(1,0)| R (i, 1)
—[X,. (i, k)1 /v)plk, 1)1}
[ R e (1,DIN, (1,1)]
+ [N (1L,DI X i, 1], (2.36)
where
Reee(1,0)=[8a(r )= 1[N g (1,0) = 15(1,1)]
+8ea(ry)Eeec(1,0) (2.37)
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R (L, ={N,,(1L,I|R(k,D)
—[X,.(k,DI(1/v)p(L,D]}
+[ R (LI, (K, 1)]

+ [N (1L,k)| R (K,D)] (2.38)
with ggd(rll- )=exp{N§d(r” )+E§d(r1,- )} .
The staggered magnetization m, defined as
l ez
m =7V—(SQ)=<§cl+Q,a0’Larck,a'> (2.39)

can also be calculated within the FHNC scheme. In fact,
it is related to A(11’) by the equation

1 e1Q~1'l

[ny(ryp=0)—n(r;=0], (2.40)

where n,(r;;.)=£!(1)2(1,1')€,(1). In the paramagnetic
case m =0since ny=n,.

The u part of n(1,1') does not contribute, because it
does not depend upon o. One gets the result

m =wvn,(r,;;=0) . (2.41)

For the uncorrelated model, n,(0)=(1/v)l,(0) and one
recovers A=Um /2.7

ITII. OLD FHNC/n AND NEW FHNC-n SCHEMES

We have shown that g (r,) and n (r;;)) can be expressed
in terms of the nodal and composite functions N,z and
X,p- These functions are calculated by solving a set of
integral equations, which, in principle, depend upon the
dynamical correlations & (r;;) and §(r;;) and the uncorre-
lated density matrix p(i,j) only. However, no closed for-
mulation exists for the functions E 4(r;;) corresponding
to the elementary diagrams. As a result, E 4(r;;) are ap-
proximated by expressions which include only a subset of
elementary diagrams. Therefore, the associated FHNC
scheme is not exact.

A commonly used approximation scheme for the func-
tions E .5 is the so-called FHNC/n scheme, which consist
of expressing E 5 as a series

EaB(rij)zz(gl)aB(rij) ’ (3.1)
]

where the index [ is the number of points of the irreduc-
ible elementary diagram (IED) 6,4 of type . An IED
is an elementary diagram with no pairs of reducibility
points. [A pair (ij) of reducibility points is defined by the
property that a cut of the diagram through the points i
and j will produce two diagrams, one of which is a two
point ij diagram.] For instance, Fig. 2(a) is irreducible,
whereas Figs. 2(b) and 2(c) are reducible (see the Appen-
dix for more details). In the FHNC/n scheme the bonds
of the IED included are given by pair distribution func-
tions

8ap=044apt Nog+Xop—(1/v)pd

cc,af

therefore, (6,,),s are functionals of —(1/v)p, Nz, and

8899
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FIG. 2. The example of reducible and irreducible elementary
diagrams.

X 5. The explicit expressions of the functionals (6,)4g
can be found in Ref. 11.

If E 5 is taken to be zero, the corresponding approxi-
mation is called FHNC/0. Similarly, the approximation
FHNC/n is obtained by truncating the series (3.1) at
I=n.

Both the FHNC/0 and FHNC/4 approximations have
been used in Ref. 11 to study the 1D Hubbard model
with a Jastrow correlated paramagnetic state (A=0). It
has been shown that inclusion of the four-body elementa-
ry diagrams can provide only very small corrections to
the sum-rule violation and even smaller correction to
E /Nt up to U/t =5. For larger U/t and/or A> 0, the
FHNC/n scheme does not seem to be work at all.

An alternative scheme can be obtained by a different
grouping of E,g, according to the number of factors
h(r;;) and &(r;;). In this case, E .z are given by

Eg(r;)=3 ER(r;), 3.2)
I

where E f,’}, are not necessarily IED’s, in contrast to Eq.

(3.1), and the suffix / denotes the number of dynamical

correlation factors appearing in the diagrams. The

scheme FHNC-n consists of truncating the series (3.2) at
=n. The E{;? elementary diagrams are discussed in

the Appendix.

This scheme shares some of the special features of the
PS cluster expansion, in which the full g (r},) [or 7(1,1")]
is given by an expression like Eq. (3.2). The main feature
of the PS expansion is that at each order of PS there is no
Pauli principle violation, so that the various sum rules
are exactly fulfilled.

In the case of the Gutzwiller correlation operator, the
PS expansion leads to the following expressions for the
pair function, the one-body density matrix, and the ener-
gy per particle:

g(r=0)=g> 3 CX0)g?—1)k"1, (3.3)
k=1
g(r#0)= kz [CHD)g* =1k T, (3.4)
=1
A(LIY= 3 CH11YEg —DMg —1), (3.5)
k,1=0
EO d
—=-zp ck(a)g —1)kg2—1)
Nt k,12=0
+1 U202 3 choyg2—1)k1 (3.6)
2 t pg g g . M
k=1
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Here, the functions Cgk(r) and é,f’(ll’) are obtained by
calculating the g diagrams with k & lines and the 7 dia-
grams with & & and / A lines, respectively. The multidi-
mensional integrations in the calculations of the g and A7
diagrams are simplified by the property that the
Gutzwiller correlation is strictly on site. In a given dia-
gram, the integration over a variable x; leads to a con-
traction of all the dynamical lines reaching the point i to
the single point i itself and to a factor p(g —1)(g>—1)/,
where k is the number of £(r;;) lines and / that of A (r;;)
lines. For instance, the diagrams in the first row of Fig. 1
for A=0 give rise to (g2—1)%8(r},), (g2—1)pL,(r},),
—(1/v)(g?—1)p*L4(r}y), and —(1/v)(g?—1)pL,(r,y),
where L, and L, and L; correspond to the reduced dia-
J

al(r,p)=1+L,(r,p) , a*(r,p)=L,(r,p)+1L;(r,p) ,

grams shown in Table I. A close analysis of the cluster
diagrams and the cancellations existing among them
shows?® that the coefficients have the following structure:

Cir)=akr,pp* 1,

CHlx=0)=B(p)p*k T! 1+ y*(0,p)p* !, 3.7)
C,f"(r%éO):ykl(r,p)pk +1 ,

where the functions a, B, and y are obtained by integrat-
ing reduced diagrams over the internal points, each in-
tegration carrying an extra factor p. The explicit expres-
sions of a, B, and y entering in the ps® approximation
for A=0 are given by

a’(r,p)=—3L,(r,p)++L,(r,p)— 1L, (r,p)+3Ly(r,p)—3L 4(r,p) , (3.8)

a4(r,p)=[(%—%L3(0,p)]L2(r,p)—%L3(r,p)—}L4(r,p)+%L5(r,p)

+L4(r,p)—5Ly(r,p)—2L o(r,p)+ 6L 4(r,p)+ L 5(r,p)
+3L16(r,p)-3L,7(r,p)+L18(r,p)+4Llg(r,p)—SLzo(r,p) 5

and

y®r,p)=—vL(r,p), v"%r,p)=—2¢r,p)=—vL(r,p), y*(r,p)=—21[L,(r,p)—L¢(r,p)],

y'(r,p)=—2y%(r,p)=2L,(r,p)+Ly(r,p) ,y*(r,p)=3L (r,p)—3L¢(r,p)—LL¢(r,p)+ L, (r,p)

yr,p)= —2y°3(r,p)=[—%+L3(0,p)]L1(r,p)~%L8(r,p)+2L]2(r,p) ,

BZO= __,)/02(0’,)) , BZI= _YOS(O’p) .
In the 1D case,

in(k )
S (p’f(,-l )(p(,.z):_l_u

1
Ll(rlz,p)z—_—
v |k|<k1: v

kgris

(3.10)

with kp=7p/va, one can easily obtain the analytical expressions of the functions L, <o.?® The values of L, <,4(0,p)
and L, < o(k =0) entering the C,(0) coefficients are listed in Table I, and the values of L;(a,p) (i =1,6,8,11,12) enter-

ing the coefficients C,(r =a) are given by

sin(kpa) -
Ll(a,p)=—7;a— Lg(1)=—v°Li(1), Lgla,p)=

[sin(kpa)—2kgpa]sin(kga)
Lylap)=———r—m | Ly(a,p)=

(kz+1)sin(kpa)—kpcos(kpa)
2v(kpa)?

’

(3.11)

4(kga)*sin(kpa)—2kpacos(kpa)—2sin(a,p)

2v3(kpa)*

One can easily check that sum rules (2.7) and (2.8) are ex-
actly satisfied at each of the three PS orders, irrespective
of dimensionality. The coefficients for g(0) and n(a)
coincide with the corresponding ones obtained by
Metzner and Vollhardt in their cluster analysis. '®

In the 1D case, scaling considerations?> imply that the
density dependence of a is simply given by
alr,p)=alkgr) and similarly, Blp)=B and
y(r,p)=y(kgr). Therefore, the density dependence of C,
and C, is the same as that found by Metzner and
Vollhardt, and allows for exact analytical expressions for

12v¥(kpa)?

C,(0) and c,,(a), once particle-hole symmetry is used.'®
Similar expressions for the coefficients C, and C, enter-
ing the PS> approximation can be easily found for the
case AFO0.

The FHNC-n scheme adds many-body cluster contri-
butions to the PS'" approximation by using FHNC
theory. More precise, the FHNC equations derived in
Sec. II are solved by approximating the functions E g ac-
cording to Eq. (3.2). This guarantees that all the dia-
grams of PS'™ are included, as well as all the many-body
cluster diagrams needed to get a realistic estimate of
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E /Nt

It should be noted that the large amount of Pauli prin-
ciple violation introduced in the FHNC/n scheme by the
6, diagrams can be completely cancelled only after con-
sidering higher-order IED §&,,.,. By contrast, in the
FHNC-n scheme, the elementary diagrams E‘" exactly
cancel these spurious effects of unphysical diagrams up to
order n.

There are important technical differences between the

1

1
——p(3,2
vﬁ( )

EN(r,)=20*3 [—%ﬁ(l,s)]

X3X4

which coincides with one of the (6,),, elementary dia-
grams. In the second- and third-order approximations,
E, still vanishes and E,,, E,,, and £, 70 (Fig. 3). How-
ever, the FHNC-n scheme requires the evaluation of in-
tegrals in high dimension. For instance, the E? dia-
grams imply up to four-dimensional integrals and E‘* up
to six-dimensional integrals. They can be evaluated by
using Monte Carlo procedures. In the case of the
Gutzwiller correlation operator, the integration are obvi-
ously simplified with respect to the Jastrow case and
analytical expressions of can be found for E ..

IV. RESULTS

The PS“®) approximation and the FHNC/n and
FHNC-n schemes have been applied to calculate the
ground-state properties of the 1D Hubbard model, with

TABLE 1. The reduced diagrams and their values at x =0
and k =0 in the 1D paramagnetic case.

Diagrams | L; [z =0k=0

o———o Ll 1 —1

Diagrams ]

AN
=== || 1| 1 o—A Liy| 7= o
== L, 3% 1 & Ly ‘ﬁ! _2—}:7
o—e=e<0 L, _% -1 oc& Ly QTQ,,Z §2;
aew—e0 L 52: 1 ﬁ LIS —_il —%
= Ig| -L| -2 ﬁLv Lis| g5 | 3
= || -1 | -2 52[ Lu| g5 | a2
N N P IR oA R
«@; Lo —3—37[_2‘11/

1
_—— ,4
Vp(2 )

FHNC/n and FHNC-n schemes, which are worth men-
tioning. The &, diagrams in FHNC/4 give rise to 83
functions, and the number of &5 diagrams is so large that
no calculation exists in the FHNC/S approximation. On
the contrary, the first three powers of FHNC-n theory
can be easily handled within the present numerical capa-
bilities. For instance, in the first order of FHNC-n
theory, ESY=E{V=E!"=0 and E/} is given by [see Fig.
2(a)]

—%ﬁ(l,4) hty,) (3.12)

r

the Gutzwiller correlated SDW trial functions. The
Gutzwiller strength g and the uncorrelated gap A have
been used as the only parameters of the theory.

Table II gives the results of the first three orders of PS
for E /Nt with U /t =4, calculated at four different values
of the gap parameter A and the values of g given by
Yokoyama and Shiba, in correspondence with the
minimum of E/Nt. A minimum of E /Nt is found at
each order of the PS expansion; the minima found for the
paramagnetic case (A=0) and the more general SDW

k| af|m IED and Symmetry Factors j
1 | e | 4 N
1
2 | de | 4 ’
O [¢)
1)
ee 5 i; ié ” };

G aED

(1) “m @ @

cc 4
3 | de 5
6

(1) 1

FIG. 3. The irreducible elementary diagrams (&, ),z for E\}Y,
E3), and E{?, and their symmetry factors.
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case (A70) are listed in Table III. In the 2D case, for the
Gutzwiller correlation operator, PS? coincides with the
approximation suggested by Carmelo et al.?’

Table IV reports the results of the FHNC/0, FHNC/4,
FHNC-2, and FHNC-3 approximations for E /Nt with
U/t=4, compared with the VMC results obtained by
Yokoyama and Shiba. The minima for E/Nt in
FHNC/0, FHNC/4, FHNC-2, and FHNC-3 are given in
Table V, where no result is reported for FHNC/n at
A0 because in that case no minima have been found.

The PS and FHNC/n results represented in Tables
II-V suggest the following comments: (i) the third order
of PS is a very good approximation in the weak-coupling
regime (g >0.7) irrespective of the value of A. (ii) The
FHNC/0 and FHNC/4 schemes provide very good re-
sults for small values of A (A=0), also in the strongly in-
teracting regime (g =0.4). They, however, begin to break
down for A>2; in particular, no minimum is found for
E /Nt as a function of A for U/t =>4. (iii) The optimal
trial wave functions have both strong SDW and
Gutzwiller correlations. For instance, for U/t =4, at a
minimum of E /Nt (which is close to within 10% to the
VMC result), we find A=0.3 and g =0.5. As expected,
the correlations sensibly reduce the value of the gap pa-
rameter which optimizes E /Nt. (The MF value of A for
U/t=4 at p=1is A=1.55). (iv) The FHNC-3 estimate
compares very well with the VMC data, as also shown in
Fig. 4 for U/t =4. Results of the same, or even better
quality, are obtained for other values of U/t < 8.

The FHNC-n scheme, being a compromise between the
PS and the FHNC summations, yields reasonable results
for both energy, and sum rules. It is clearly superior to
the FHNC/n scheme, where statistical correlations are
strong.

It turns out that the sum rule S(0)=0 is very well
satisfied at the second and third orders of the FHNC-n
scheme as seen from Table VI and the sum rule
n(0)=1/v is almost exactly fulfilled in the FHNC-3 ap-
proximation as shown in Table VII. The full density-
density correlation function S (k) is plotted in Fig. 5 at
various values of A.

The momentum distribution n (k) calculated for half-
filling is shown in Fig. 6 at g =0.5 and various values of
A and in Fig. 7 at A=0.3 and various values of g. The
Jastrow correlations do not change the main behavior of
the uncorrelated momentum distribution. At A=0, the
discontinuity at k =k persists although it is reduced by
a factor depending upon g and it is ~10% for g =0.5. In

TABLE II. E /Nt for the 1D Hubbard model with U/t =4 at
p=1 by using MF, first, second, and third PS approximations
given at four different values of A. The last column is the VMC
results from Ref. 10.

A g MF First Second Third VMC
00 045 —0.27 —0.36 —0.41 —045 —0.52
03 05 —0.33 —0.42 —0.48 —0.52 —0.54
0.6 0.6 —040 —047 —0.51 —0.52 —0.53
09 0.7 —044 —0.49 —0.50 —0.50 —0.51
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TABLE III. The energy upperbound of the 1D Hubbard
model with U/t =4 by using MF, first, second, and third PS ap-
proximations and the VMC (Ref. 10) for paramagnetic and anti-
ferromagnetic cases, respectively.

MF First Second Third VMC
A=0 —0.27 —0.39 —0.44 —0.47 —0.52
g 1.0 0.65 0.60 0.55 0.45
A#0 —0.47 —0.49 —0.51 —0.52 —0.54

A/g 1.54/1.0 0.95/0.75 0.70/0.65 0.40/0.575 0.3/0.5

the case of the SDW reference state, the Fermi jump
disappears and the correlation shrinks the shapes of
n(k), as can be seen in Fig. 6 and the momentum distri-
bution corresponding to the best variational bounds
(g =0.5, A=0.3) seems to be the closest to n (k) obtained
in quantum Monte Carlo by Sorella et al.?

Finally, we have calculated the single-particle spec-
trum e(k) by the procedure of Ref. 11. To this aim, we
have evaluated the expectation value of the Hamiltonian
E(a,p)/Nt as described in Sec. II by using the following
exchange operator:

Pl ) =pli, j)+af (i, )) (4.1)
instead of p(i, j), where
fatr)=[vXp)+u*(p)cos(Q-r)]cos(p-r)
—[u(kp)+v%kp)cos(Q-r)]cos(kp 1) ,
4.2)

Sfp(r)=—[v(plu(p)cos(p-r)

+u(kg)v(kg)cos(kg-r)][1+cos(Q-r)] .
The quantity

e(p)=-2(E(a,p)/Nt}|,0 4.3)

da
gives the excitation energy of the correlated particle-hole
state F|®gpw(p,h=ky)), obtained by substituting in
®gpw the hole state Vipor given by Eq. (1.4), with the par-

ticle state

b r)=[v(ple ™ =& (hu ke’ P V() . @4
P

The state F|®gpw(p,h=k;)) is orthogonal to F|®gpy )
for momentum conservation. For p =k, e€(kp) has a
jump, representing the gap A of the single-particle excita-
tion spectrum.

TABLE IV. E /Nt for the 1D Hubbard model with U/t =1
at p=1 by using MF, FHNC/0, FHNC/4, FHNC-2, and
FHNC-3 approximations given at four different values of A.
The last column is the VMC results from Ref. 10.

A g FHNC/0 FHNC/4 FHNC-2 FHNC-3 VMC
0.0 0.45 —0.51 —0.51 —0.44 —0.51 —0.52
0.3 0.5 —0.59 —0.51 —0.49 —0.54 —0.54
0.6 0.6 —0.66 —0.54 —0.50 —0.52 —0.53
0.9 0.7 —0.71 —0.55 —0.50 —0.51 —0.51
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TABLE V. The energy upperbound of the 1D Hubbard mod-
el with U/t =4 by using MF, FHNC/0, FHNC/4, FHNC-2,
and FHNC-3 approximations and the VMC (Ref. 10) for
paramagnetic and antiferromagnetic cases, respectively.

FHNC/0 FHNC/4 FHNC-2 FHNC-3 VMC
A=0 —0.52 —0.52 —0.45 —0.51 —0.52
g 0.5 0.5 0.55 0.45 0.45
AF0 —0.52 —0.54 —0.54
A/g 0.7/0.6 0.325/0.5 0.3/0.5
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TABLE VI. §(0) in FHNC/0, FHNC/4, FHNC-2, and
FHNC-3 approximations for various values of A and g.

g A FHNC/0 FHNC/4 FHNC-2 FHNC-3
0.0 —0.149 —0.057 0.015 0.013
0.7 04 —0.170 —0.088 0.018 0.010
0.8 —0.206 —0.141 0.017 0.016
0.0 —0.170 —0.132 0.049 0.013
04 04 —0.210 —0.133 0.021 0.007
0.8 —0.267 —0.182 0.094 —0.055

In the uncorrelated case, A=A. We found that A is
marginally smaller than the gap parameter A owing to
correlation. At U/t =4 and half-filling, A=0.26 while
A=0.3. The staggered magnetization m given by Eq.
(2.41) reduces to 0.54 as compared with the MF value
myp=0.77 for U/t =4 at half-filling. These values of
gap parameter A and of magnetization m coincide with
those obtained by the VMC calculation.!® The corre-
sponding uncorrelated SDW gap in a simple Hartree-
Fock is Ayp=App=1.54.

It is very surprising to find that the correlation-induced
reduction of gap A is so much larger (A /Ap=0.19) than
the corresponding reduction of magnetization
(m /myp=0.69). In the true ground state, just the oppo-
site is expected. We know from the exact Lieb-Wu solu-
tion!” that m;y =0 for all U, and that A;,=0.64 for
U/t=42

Of course, a nonzero value of m is an intrinsic property
of any correlated SDW wave function, and is neither wor-
rying nor surprising. The magnetic solitons which de-
stroy the global antiferromagnetic long-range order pa-
rameter in the exact case are simply not allowed in the
SDW state, no matter how much further correlation is
added. Still, we would expect the correlated SDW state
to represent a reasonable description of the local physical
state, so to speak, between two consecutive solitons.

The excessive reduction of A and A to values severely
below the exact A, y is a negative feature of the Gutzwill-
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FIG. 4. The variational energy E /Nt in the FHNC-3 approx-
imation compared with the VMC results at U/t =4 and p=1.

er correlated SDW wave function, which appears to be
more serious. At the moment, we can provide the follow-
ing qualitative arguments about its origin. In our wave
function, we have omitted direct electron-hole (e —d) at-
tractive correlations, also called “excitonic correlation.”
Actually, it was shown in our earlier study'' that e —d
correlations are of crucial importance when starting from
the gapless paramagnetic Fermi sea. This suggested en-
visaging the true gap 2A,, as representing the effective
exciton binding energy, and the true ground state as an
excitonic insulator. The need for explicit e —d correla-
tions is less obvious in the present correlated SDW case.
Here, a single-particle gap 2A is provided by the magnet-
ic order parameter, and therefore excitons are not neces-
sarily needed for the establishment of an insulating
ground state at half-filling. Our finding that A <<A,y,
however, suggests that neglect of e —d correlations is in
some sense an oversimplification, even in the correlated
SDW case. Based on these considerations, we would ex-
pect that including e —d effects (for example, in the form
of “quartet” correlations, as in Ref. 11) should reestablish
A>A;y. Alternatively, our results imply that the CBF
perturbative correction 8A to the “variational” estimate
A must be greater than 0. This is a peculiar predicted
feature of CBF perturbation theory for this case, since,
based on the earlier calculations in continuous system,*
one would have argued that 6A <0.

V. DISCUSSION AND CONCLUSION

The FHNC theory has been applied to study correlated
SDW functions. A set of 10 coupled integral equations
has been derived, whose solution allows the calculation of
the pair distribution function, the one-body density ma-
trix, and, consequently, the expectation value of the ener-
gy and other important quantities, such as the structure
factor, the momentum distribution, the staggered magne-

TABLE VII. n(0) in FHNC/0, FHNC/4, FHNC-2, and
FHNC-3 approximations for various values of A and g.
g A FHNC/0 FHNC/4 FHNC-2  FHNC-3
0.0 0.497 0.503 0.499 0.502
0.7 04 0.493 0.507 0.494 0.502
0.8 0.489 0.510 0.488 0.500
0.0 0.494 0.504 0.501 0.497
04 04 0.481 0.513 0.489 0.496
0.8 0.469 0.523 0.473 0.489
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FIG. 5. The density-density correlation function S (k) for the
1D Hubbard model with Gutzwiller correlated SDW functions.

FIG. 6. The momentum distribution N (k) for the 1D Hub-
bard model with Gutzwiller correlated SDW for g =0.5.

n(k)

FIG. 7. The momentum distribution n (k) for the 1D Hub-
bard model with Gutzwiller correlated SDW for A=0.3. The
solid dots denote the results obtained from quantum Monte
Carlo (Ref. 3).

tization, etc.

A peculiarity of the FHNC theory for SDW’s is that
the cc quantities must be expressed in terms of two-
component operators and that the ordering of such
operators in a given cluster term is important. That is
handled exactly by the FHNC equations.

The theory, in principle, depends only upon the
dynamical correlations h(r), &(r)[h(r)=£r)+2£&(r)),
and the operator —(1/v)p determined by the function
u (k) and v(k) of the SDW reference state. However, the
FHNC equations cannot be solved exactly because the
expressions giving the sum of the elementary diagrams
E,; as functionals of N,z and X,z are not known.
Therefore, one has to devise a proper FHNC approxima-
tion scheme, where certain classes of elementary dia-
grams are summed.

It is shown that the commonly used FHNC/n scheme
is not suitable to deal with the correlated SDW state be-
cause the statistical correlations, namely, those already
included in the SDW reference state through 5, get ab-
normally stronger and stronger as A increases. As a
consequence, at the first two orders of such a scheme
(FHNC/0 and FHNC/4), the sum rules S(0)=0 and
n(0)=1/v are badly violated and no minimum of E /Nt
can really be found. The alternative possibility of a PS
expansion has also been analyzed with the results that a
minimum of E /Nt can always be found at each of the
first three orders. Finally, we have presented a scheme,
the FHNC-n scheme, where classes of elementary dia-
grams are summed up according to the PS expansion.

Our numerical analysis has been limited to the 1D
Hubbard model with the Gutzwiller correlation operator
for the sake of comparison with the existing VMC calcu-
lation. It, however, can be extended to treat the Jastrow
correlation operator as well. It has been found that
FHNC-3 leads to extremely good results for both E /Nt
and the sum rules S(0)=0 and n(0)=1/v. The FHNC-2
approximation can safely be used in the process of
minimizing E/Nt. A more detailed numerical applica-
tion of FHNC-3 theory will be given for the 2D Hubbard
model in a forthcoming paper.?
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APPENDIX: ELEMENTARY DIAGRAM
IN THE FHNC-n SCHEME

The elementary diagrams entering in the FHNC-n
scheme are all those having a number k <n of dynamical
correlation lines, namely, A or £ lines. (See Fig. 2.) The
most convenient way to construct the elementary dia-
grams E'X) is to first select the so-called irreducible ele-
mentary diagrams. These diagrams are defined as an ele-
mentary diagram having no pairs of reducibility points.
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A pair of reducible points (ij) is such that a cut of the
connection line between them will give rise to two
separate parts of which one is an ij subdiagram. [Figure
2(a) is irreducible, where Figs. 2(b) and 2(c) are reducible;
in Fig. 2(c), (24) is a pair of reducible points.]

It follows that any IED is the lowest-order diagram of
a whole family of elementary diagrams having the same
topology. In fact, one can substitute an ij bond of IED
with a proper correlation function g4(r;; ).

Therefore, once we have all the IED’s of order k <n,
we can easily construct the rest of the elementary dia-

8905

grams. For instance, Fig. 2(b) is obtained from Fig. 2(a)
by replacing the k (r;,) bond with N,(r,,), as well as Fig.
2(c) is obtained from Fig. 2(a) by replacing p(4,2) with
the £,,(4,2) diagrams.

Figure 3 gives the IED for E}, E(}), and EJ}’ along
with their symmetry factors. The remaining third-order
IED can be found in Ref. 30 and is not reported here for
the sake of brevity. We have 71 ee diagrams (1 is four
body, 5 are five body, 27 are six body, 21 are seven body,
and 17 are eight body) and 11 cc diagrams (1 four body, 5
five body, and 5 six body).
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