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We examine an extension of self-consistent phonon theory (SCPT) that allows for the explicit evalua-
tion of second-order corrections to the free energy for both the high- and low-temperature phases for a
system undergoing a first-order structural phase transition. The motivation for the inclusion of these
terms stemmed from the many-body theory developed to treat the lattice vibrations in anharmonic crys-
tals. This approach does not modify predictions for the phonon frequencies that would be observed by
inelastic neutron scattering; however, we show that these higher-order contributions to the free energy
are essential if the bulk limit of the equilibrium thermodynamic quantities are to be forecast accurately.
Finite-size scaling is used to extrapolate the bulk limit, and we present arguments showing that precur-
sor fluctuations are not allowed in bulk systems that are truly ergodic. Thus, in part the effectiveness of
our second-order SCPT may be understood by noting the absence of large-amplitude fluctuations. In ad-
dition, dynamical structure factors, calculated using molecular-dynamic simulations, for systems of a
strip geometry, show sharp phonon peaks at the SCPT frequencies, with lifetimes much longer than pho-
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non periods—these lifetimes grow as one approaches the bulk limit.

I. INTRODUCTION

The calculation of the total free energy (electronic plus
ionic) of crystals from microscopic Hamiltonians is an
important challenge. In recent years advances in first-
principle electronic structure calculations have provided
us with sound quantitative knowledge of the ground-state
energy of the electronic degrees of freedom, and from the
electronic density-of-states information on the electronic
entropy follows immediately. In addition to these quanti-
ties, first-principles calculations have also allowed for the
accurate calculation of electron-phonon couplings. Then,
utilizing the Born-Oppenheimer approximation, the re-
storing forces (harmonic plus anharmonic) for the ionic
motion follow, and thus we are now in a position where
quantitative estimates of the thermodynamic properties
(based on both the electronic and ionic energetics) of
crystals can be made from first principles. One example
of executing this approach, in part utilizing the so-called
frozen phonon method (a technique well suited for ionic
displacements involving high-symmetry phonons) may be
found in the work done by Ye, Chen, Harmon, and co-
workers.! ™

For certain systems, in which the lattice dynamics are
essentially harmonic, the calculation of the ionic free en-
ergy is then straightforward. The phonon frequencies are
calculated by truncating the ionic Hamiltonian at terms
second-order in the displacements, and from this the har-
monic lattice vibrational free energy may be determined
directly. Inclusion of the anharmonic terms in an expan-
sion of the ionic potential is most easily treated by using a
self-consistent technique, in which the phonon frequencies
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become temperature dependent.” This is a first-order
variational technique known as the self-consistent pho-
non theory (hereafter referred to as SCPT), the product
of which is a set of weakly temperature-dependent pho-
non frequencies, and the lattice free energy. Then, direct
comparisons may be made to the phonon dispersion
curves measured in inelastic neutron-scattering studies.

Systems undergoing first-order structural transitions,
however, are highly anharmonic. These systems undergo
transitions that are characterized by the discontinuous
“freezing in” of a lattice displacement, viz. a phonon
mode and/or a lattice strain. Due to the inherent strong
nonlinearities in these systems, it is not clear that a sim-
ple perturbative approach such as SCPT will work. Al-
ternatively, some justification of the use of SCPT in such
strongly anharmonic systems is necessary. For example,
when applied to some other transitions, the approach
simply doesn’t work: for the widely studied ¢* model of
second-order structural transitions, SCPT incorrectly
predicts a first-order transition.®’

We begin our discussion of the work we have conduct-
ed concerning a second-order SCPT by firstly noting that
the usual implementation of (first-order) SCPT has the
drawback that cubic and higher-order odd-power anhar-
monicities in the ionic potential energy do not contribute
to the free energy. Some second-order variational tech-
niques®® have been suggested to remove this drawback.
They are, however, quite difficult to implement, to the
point of being impractical. Further, the use of the
second-order free energy as a variational expression®? is
unjustified.

We wish to draw attention to motivation for going
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beyond the usual SCPT and insisting that some account
of the cubic and other odd-power anharmonicities must
be taken when evaluating the free energy. It is known,
from the many-body theory developed to deal with
anharmonic lattice vibrations,!® that even though the
terms that are fourth-order in displacements are higher
order than the third-order terms, because of limitations
in reciprocal space,!! the fourth-order terms are equally
as important. To be specific, by contributing to the real
part of the self-energy of the phonon Green’s function,
the fourth-order terms cause a renormalization of the
phonon frequencies. This is the lowest-order perturba-
tive correction to the frequencies. In contrast, the third-
order terms do not affect the phonon frequencies to first
order; however, they do contribute to the second-order
corrections, and more importantly they provide the dom-
inant perturbative contribution to the reduction of the
phonon lifetimes.'® Thus, the third-order terms may
have a significant effect on the thermodynamic quantities
(see the discussion in Ref. 11). No account, that we are
aware of, has been previously developed that allows for
the incorporation of these second-order effects, including
the phonon lifetimes, into SCPT in such a way that the
formalism may be tested by comparison either with exact
results or with experimental systems. This paper aims to
remedy this deficiency. The purpose of this paper is to
propose a simple extension of SCPT and to demonstrate
the practicality of the scheme. Also, we will show that
our approach reproduces the free energy for first-order
structural transitions with remarkable precision, the ac-
curacy being greatly enhanced by inclusion of the
second-order contributions.

Motivation for our approach may also be found in ex-
perimental studies of systems exhibiting first-order
diffusionless  structural phase transitions. = Most
diffusionless structural transitions are first-order, exhibit-
ing little overt anharmonicity, viz., phonon softening.'?
Further, for a large class of these transitions, the latent
heat at the transition is mainly due to the change in the
vibrational entropy,'’ indicating the importance of un-
derstanding the lattice contribution to the free energy.
Thus, some impetus for this work has been the compli-
mentary experimental work demonstrating that the dy-
namics of these systems are nearly harmonic, even at
temperatures very close to the transition.'* For example,
inelastic neutron-scattering studies of pure, single-crystal
Group IV metals have shown that the frequencies of pho-
nons associated with the bcc—hcp transition decrease
slightly with temperature to a finite frequency at the tran-
sition. There are no indications of ‘heterophase”
fluctuations —strongly nonlinear modes connecting the
high- and low-temperature phases. These results strongly
suggest an approach such as SCPT, which is best for sys-
tems with small amplitude vibrations.

We have been studying a simple model for such
vibrational-entropy driven transitions.!*”!® The exact
thermodynamics describing this system demonstrate that
heterophase fluctuations may occur only in a small,
finite-size affected temperature regime near the transi-
tion.'® This regime vanishes rapidly as the bulk limit is
approached, and is strongly sensitive to the change in the
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vibrational entropy. Outside of this regime, the dynamics
are essentially harmonic, due to the absence of large am-
plitude fluctuations. SCPT has provided a good approxi-
mation to one-dimensional results for the exact free ener-
gy of this model, and molecular-dynamics simulations
have shown that the dynamical structure factor has sharp
phonon peaks at frequencies very close to those predicted
by SCPT."® Here we extend our consideration of this
model to examine the comparison of the analytic second-
order SCPT prediction for the thermodynamics to the
now-known exact thermodynamics (in the bulk limit) for
this model,'® as well as the familiar first-order SCPT.

Our paper is organized as follows. In Sec. II, we
present the formalism for our extension of SCPT; a model
of a vibrational-entropy driven first-order phase transi-
tion'* will be discussed as an example to which this tech-
nique may be applied. In Sec. III finite-size systems are
examined via the strip-transfer matrix formalism, and a
finite-size scaling ansatz for first-order, symmetry-
breaking, temperature-driven phase transitions is present-
ed. This allows for the extrapolation of exact thermo-
dynamic quantities, which we then compare to the results
obtained from our second-order SCPT. In fact, these re-
sults show that the approximate second-order SCPT free
energy reproduces the exact results to within 0.1%, with
the agreement improving as the system size is increased.
This allows us to perform a very precise determination of
the bulk transition temperature. Molecular-dynamic
simulations are presented in Sec. IV, and these results al-
low us to understand the success of the second-order
SCPT via the rapid approach of the dynamic structure
factor to the quasiharmonic limit as the system size is in-
creased. Our results will be summarized and outstanding
questions discussed in Sec. V.

II. FORMALISM AND MODEL HAMILTONIAN

We begin our considerations of the second-order free
energy contributions by first recalling that the first-order
perturbative result for the free energy provides an upper
bound for the true free energy. Although we derive this
classically, the result is generally true.!” To calculate the
free energy for N configurational degrees of freedom from
the microscopic potential V({u;}), i=1,...,N, it is
necessary to calculate the partition function. Classically,
the partition function may be expressed as Z=Z_.Z,,
where Z, is the configurational partition function, and Z,
is the momentum part of the partition function
N/2
2mmT

7 (M

zZ,=

The configurational partition function is given by
Z.= [ du, - duyexp[—BV({u;})] . @)

We are free to express the potential in terms of a trial
function plus a perturbation:

V({ui}):Vt({ui})_‘_)‘Vpert({ui}) . (3)

The configurational contribution to the free energy is
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F=—ThZ, , 4)
which may be expressed in a perturbation sequence in A:
2 (A Ve e

n=1 T'I!T'n_1

F=F,— (5)

The notation { - - ), . indicates a cumulant expansion.
Here, the unperturbed free energy is given by
exp[ —BF,|=Z,= f du, - - - duyexp[ —BV,({u;})] (6)

and the averages are with respect to the trial potential:
_ 1
(Coon=g [duy - duy(expl =BV ((u)]

)

To second order in A, the free energy is then given by

2
FrFyt M Vo)==V = VDD . ®)

Using this result, it is straightforward to show that the
curvature 9°F /dA? is always negative;!’ thus the first-
order result provides an upper bound to the true free en-

ergy
FSFy+A (Ve ), - 9)

SCPT is the direct application of Eq. (9); to be specific,
V, chosen to be second order (viz., harmonic) in the dis-

1

k
Viu)=3 Vm(uiH—Tx(ui—u

The lattice vectors are X and §, and u; is the scalar dis-
placement of particle i. (Note that while we consider a
system defined on a square lattice, the above Hamiltonian
has, in general, rectangular symmetry, due to the possi-
bility of anisotropic coupling constants. In our own
analysis we preserve the square symmetry by requiring
k. =k, and a, =a,.) The on-site potential is

V,,s(u)=424—u2~%u4+%u6. (11)
This model describes a simple system undergoing a first-
order symmetry-breaking structural phase transition; the
order parameter is the average displacement (u ). The
one-site potential is shown schematically in Fig. 1. At
high temperatures, the system will be localized in the
center well; hence the mean displacement will be zero.
At low temperatures the system is localized in one of the
side wells, so the displacement is nonzero. It is important
to realize that the system will have a true phase transition
(i.e., a nonzero value of {u )) only in two (or greater) di-
mensions, and only in the thermodynamic limit.'® For

k a a '
P — )2+T"(u§+u3ﬁ Nuy—u, o )2+—4y—(ui2+u2
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placements {u;}. Then, the right-hand side of Eq. (9) is
minimized with respect to the ionic coupling constants;
this yields a self-consistent set of equations for these con-
stants, and leads to the best possible first-order estimate
of the free energy. Equivalently, the frequency of each
phonon mode may be determined. From these
temperature-dependent phonon frequencies the variation-
al free energy follows immediately.

While the above treatment is straightforward, there are
reasons to go beyond this approximation. Note that
terms in V. involving odd powers of the displacements
do not contribute to the right-hand side of Eq. (9) due to
the symmetry of the harmonic states used in the thermal
average, viz., {u;}—{—u;}. For systems undergoing
first-order structural transitions, dominant corrections to
the first-order result can be accounted for by using the
second-order expression, Eq. (8), which directly incorpo-
rates these odd-power terms to produce a considerably
improved result. (Contributions to the free energy from
domain walls and heterophase fluctuations are nonpertur-
bative corrections, but these contributions are vanishing-
ly small as the bulk limit is approached, and are negligi-
ble when compared to higher-order perturbative correc-
tions.!® In contrast to this, the second-order correction is
significant, even in the bulk limit, as we shall demonstrate
in Sec. III.)

To make the above ideas more concrete, and to demon-
strate the modifications that we have incorporated, we
apply them to the following model potential for particles
on a square lattice:

Nuj—u, o)

i+§y y

(10)

600
400 —
"Ebarrier
Vo (u) =200 —
O —
—Eyen
-200 L ' '
-1 0 1
u

FIG. 1. The nonlinear on-site potential energy ¥, (u) that lo-
calizes each particle to a lattice site. By setting the energy scale
so that E,... =300 and the length scale so that the minima are
at u ==1, the remaining parameter specifying the potential is
chosen to be the ratio Ey, rier /E yenr-
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finite systems, the average displacement is identically
zero at all temperatures due to the u — —u symmetry of
the Hamiltonian.

The on-site potential of Eq. (11) is specified by three
parameters. By choosing a length scale and an energy
scale, only one parameter remains. We have chosen the
length scale so that the absolute minimum in the poten-
tial occur at ¥ ==*1, and the energy scale such that the
energy barriers have the energy Ey, . =300 (see Fig. 1).
The remaining parameter we are free to choose, and
represents the ratio of the barrier height energy to the
well depth energy Ey, iec 7E wenr-

The anharmonic couplings of strength a,,a, have been
introduced in order to mimic the change in dispersion
that occurs at the transition. These couplings directly
alter the change in entropy at the transition.'* In the
high-temperature phase, when (u2) <<1, these couplings
have little effect: the interactions are nearly harmonic,
with strengths k,,k,. In the low-temperature phase,
when (u?) =1, the couplings are approximately harmon-
ic, with strengths k, +a,,k, +a,. Thus, the dispersion
of the phonons is altered in the low-temperature phase by
the inclusion of the anharmonic intersite coupling.

To calculate the approximate free energy, we introduce
the trial harmonic potential

1 s ¢
Vt = 2 5”2y|2+—_(y| itz )2+—y_

2
) 2 (yi—yH.’)}) ’

Yi = u;— u . (12)
The average order parameter is indicated by #. The vari-
ational parameters to be used in Eq. (9) are Q7, ¢, ¢,,
and #. Note that in some implementations of SCPT, # is
not treated as a variational parameter, but is fixed to be
at the bottom of one of the wells of the on-site potential;
we do not impose this restrictive choice. Instead, the free
energy of the low-temperature phase is determined by set-
ting # =1; the high-temperature phase is determined by
setting # =0. By allowing & to be a variational parame-
ter, odd-order terms that appear in the expansion of
V. (u) about u ==*1 contribute to the first-order expres-
sion for the free energy. This produces considerably
more accurate results.”!” However, odd-order terms in
the expansion of the true potential about # still do not

J

i,

This leads to (2n —1)(2n—3) - - -
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contribute to the variational estimate of F.

This first-order technique has been applied to the
above Hamiltonian with excellent results.”> To improve
upon this, we have calculated the second-order expression
for the free energy, Eq. (8). The parameters found from
minimizing the first-order SCPT have been used in this
evaluation. This allows for a direct contribution from the
odd-order terms, via the (¥}, ), term. Note that we
have not minimized the second-order expression as has
been suggested elsewhere;*° for the uncoupled case
(ky=k,=a,=a,=0) the second-order expression for
the free energy may be made arbitrarily negative by the
appropriate choice of parameters, clearly making this
type of approach invalid. In general, the approximate
free energy generated by Eq. (8) is not a rigorous upper
bound to the true free energy, unlike results from Eq. (9).
Further, in practice, such a minimization would be quite
difficult for any realistic potential, due to the complexity
of the expression for the second-order term. Note that
although previous techniques®’® provided a method for
calculating the phonon lifetimes, while we focus on the
free energy, the phonon lifetimes and second-order
corrections to the phonon frequencies may be calculated
by using standard second-order expressions for the pho-
non self-energy,'®!! and evaluating averages using the
self-consistent values of the variational parameters.
Again, this is a simpler approach than the alternate tech-
niques.

The unperturbed (harmonic) part of the free energy
may be expressed as

2T
0*(q)

(13)

Fy=— T >In
2
q
The frequencies are given by

9x

5 +4¢ysin231 : (14)

0Xq)=0*+44,sin’ 5

The mathematics involved in calculating the first- and
second-order corrections are simplified for classical sys-
tems using the pairing theorem,'® which is the classical
analogue of Wick’s theorem. In real space, this may be
phrased as

) = (y,-ly,»2 Yoo (yi2 i ), +all similar products of averages of pairs of variables.

terms representing the number of ways of grouping the variables into pairs. This is a

direct result of using a harmonic trial potential: the modes are uncoupled, so the averages over differing modes may be

computed independently.

Calculating the first-order result and minimizing with respect to Q2, ¢,, ,, and @ gives the following self-consistent

equations:
2= A'—3B'a*+5Ca*,
b, =k, +a (@ +3(y?),—2(p;y,. ).
d;y=ky+ay(172+3(y2>,—2(yiyi+? ),

w=c[B'+(B?=44'C)'?] ora=0,

(15a)
(15b)

(15¢)

(15d)



with the definitions

A'=A—3B(y?),+5C{y*),+2a,({y?),— (yiy; 5 ):)
+2a,({p?), = (yivig)e)
B'=B—10C{y?), .

(15e)

This is a direct extension of the one-dimensional result.'®
The choice of the value of #” is made by determining that
which gives the lowest free energy; SCPT predicts a tran-
sition at the temperature T, where the free energies be-
come equal.

The self-consistency aspect of the above equations may
be made more clear by noting that the harmonic coupling
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()’i.Vj)t=%2
q

I cosiq(j—i)1; (16)
w“(q)
©?(q) depends upon (y;y;), through Eq. (15). Also note
that such correlations should be small for systems in
which SCPT will work, viz. for anharmonic systems with
small amplitude vibrations about the average position.
This is useful in evaluating the importance of various
contributions to the second-order correction in Eq. (8).
Order-of-magnitude estimates may be made by noting
that the largest term in the sum in Eq. (16) is the =0
term; therefore,

T

QZ

with the equality holding only for i=j.
Using the above equations, the first-order correction

<yiyj)t < (17)

constants depend upon averages of the form reduces to

Fl/N=%172+%(3(y2)3—174)+%(176—30(y2)§—45172(y2)f)
—a Y=y Sy ) — o (P v ) D i) (18)
The second-order correction is
F,/N=—(1/2T){[ A —Ba*+Cua*+3(a, +a,—B+2Ca*){y?), +15C(y?)}
—ax((y2>,+2(yiyi+i),)-ay((y2>,+2(yiyi+?),)]21725,
+[6(a, +a,—B+2Ca*+10C(y?),)*+2(a2 +a2)]7’S,
—12#8*[a, +a,—B+2Cia*+10C(y?),[(a,R}, +a,R%,)
+12(a, +a,—1B+5Ca*)a, R}, +a,R},)[6(a, +a,— 1B +10CT*+7(a% +a2)]S,
—12[a? +(2a, +2a,—B +10Ci*)a, +10Ca,{y?), IR}
—12[a? +(2a, +2a,—B +10C7%)a, +10Ca,{y?), |R%; +22a2 P} +22a%P},, — 1222 P3;,
—12a2 P}, +4a2@’PY), +120C* %S5 +20C%S ¢ +a? Py, +al Py, +4aa’ Py,
+4a,a,7°[20(0,1;1,1;1,0)+Q(0,0; 1, 1;1,1)]
+a,a,[—120(0,1;0,0;0,0;1,1)—120(0,0;0,0;1,1;1,0)—6Q(0, 1;0,1;0,0; 1,0)
—60(0,1;0,0;1,0;1,0)+40(0,1;0,0;1,1;1,0)+ 0(0, 1;0,1;1,0;1,0)
+0(0,0;0,0;1,1;1,1)+180(0, 1;0,0;0,0; 1,0)+ 120(0,0;0,0;0,0; 1, 1)]} . (19)

We have introduced the following notation:

Sn= 2 (yiyj ;l ’
i
Ry =S Oowis)l
i
Ry, = ? (}’iJ’j >;"<)’iyj+g, £
Pin = ? <yi.Vj>£(.Viyj+i >;n(yiy-i+2i>;’ ’

Pl =30y iy g 00Dy )1
]
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Q(ilyjl;iZ)jZ;i3,j3)= ? <yiyj+ili+j1§ ),(yiyj+i2/x\+j2?),(yiyj+13fx~+j3§ ), )

QUiy,J1500:J2503,J3504,04)= §<YiJ’j+ili+jl?>t<)’in+izi+jz?>I<J’iyj+i3’i+j3$'>’(yiyj+i4i+j4? Yo

Note that these are evaluated by converting to a sum over reciprocal lattice vectors. For instance, we may write S,

+O(1/N) . (20)

cent rows that is positive, real and symmetric; therefore
the eigenvalues A, are real and non-negative. Further,
the eigenvalues may be labelled such that

as
1 .. . .
S" - N7 ?q 2q <yCI1yQ2 >'exp[1q2"]] o <yq2n71yq2n >’exp[lq2"."]
1 2n
" 1
=—— S
N S 0Ma) Mg, e (—q = =g, y)
Here we have used the results
T
<yquq2 )t - wz(ql) Squ—qz >
21

S expliq-j]=Nb, g ,

i
where G is any reciprocal lattice vector. We are interest-
ed in the limit N — .

While this expression for the second-order correction is
complicated, the evaluation is straightforward once the
self-consistent parameters have been evaluated. In prac-
tice, using Eq. (17) and the fact that the ratio T /Q? will
be small for the temperatures of interest, S5 and S¢ may
be neglected. This is advantageous due to the large
amount of time required to perform the reciprocal space
sums. Similarly, for the low-temperature phase, the
terms involving Sy, P51, Pyoy> Pa11» R22s Ry3, and Q con-
tribute negligibly. (For the high-temperature phase, with
7 =0, these are the dominant contributions.)

Thus, we have a prescription for evaluation of the
second-order free energy: first, the first-order result in
Eq. (9) is evaluated, and minimized with respect to the
variational parameters. For our model, this results in the
self-consistent equations given above. Next, the second-
order correction given in Eq. (8) is evaluated, using the
self-consistent values for the parameters. This gives an
extremely accurate approximation to the free energy, as
shall be shown in the following section.

III. COMPARISON OF APPROXIMATE
AND EXACT RESULTS

To test the technique presented in Sec. II, we first use
the transfer integral (TI) technique, which allows for the
calculation of the exact free energy for systems of size
L, XLy in the limit L, — o for small values of L,. We
present the relevant results of the formalism; the details
have been presented elsewhere.'® (For a recent review of
the technique, see the article by Nightingale.'”) Note
that no transition may occur except in the limit
L I yL,— 0.

We define a transfer integral kernel connecting adja-

Ao>A ZA,> - >0, (22)

By enforcing periodic boundary conditions along the
direction of the columns, the partition function may be
expressed as

L
L L . |
Z.= Ekn"zko" N
n=0 0

1+ 3 (23)

n=1

In the limit L—w the largest term dominates; the
configurational free energy per particle is then

T T
anCZ—L—llnlo .

f= lim F__ lim —
L= LyL,

(24)

Thus, the problem of calculating the free energy is re-
duced to finding the largest eigenvalue. Numerically this
may be done by discretizing the possible displacements,
which results in a matrix eigenvalue problem. This is a
good numerical approximation, as long as there are a
sufficient number of discretized states. However, the size
of the matrix is also determined by L, so the size of the
system that we may use is limited. In practice, we may
only obtain exact TI results for L | <3.

In addition to the free energy, we will be interested in
the order parameter probability distribution. The proba-
bility of finding a row of L, particles in the state
{uip,. .- ’u"L1} may be expressed in terms of the eigen-

function 1, corresponding to the dominant eigenvalue A,.
Here, u;; indicates the displacement of the particle locat-
ed at column i, row j. The probability of finding the row
in this state is given by

Pu;, . .. ,u,-LL)lel(z)(u“, N RE 25)
The probability of finding a single particle within the row

with the displacement u;, is given by
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P(uy)= [ duy. . .duy Pluy, ... uy ) (26)
From this, averages of functions of single particle dis-
placements may be calculated using

(fw)= [ duPw)f(u). 27)

We may now demonstrate that heterophase fluctua-
tions occur only within a small, finite-size affected re-
gime; this has been discussed more thoroughly else-
where,! but it is important to understand how increasing
the system size causes the behavior to approach that of a
harmonic lattice. In Fig. 2 we show a schematic drawing
of a typical configuration of the system near the bulk
transition temperature. The system is divided into
domains of the high- and low-temperature phases; these
have the average size

A=L§,

where £, is the average domain-wall spacing. The
domain walls have a characteristic energy =L, where =
is related to the domain-wall energy per unit length.?%!
The domain-wall spacing is related to a Boltzmann factor
for the characteristic energy'>%°

SL,
T

§||=exP

and grows exponentially fast with L,. For sufficiently
large L, the singular part of the free energy (the part
with a cusp at the transition) becomes a universal func-
tion:!®

T

ST, L )=— Wi(t), (28)
sing 1 ngu
where the reduced temperature is defined to be
_ T" Tl (Ll )
AT(L,) °’
(29)
T(L,) T\L)) 3L,
~ = exp | —
ASL §, ASL | T

Here, AS is the bulk change of entropy at the transition
temperature. [Note that T\ (L) is defined to be the posi-

FIG. 2. Schematic of an L, X o system near the bulk transi-
tion temperature. The symbols +,0, — represent regions where
the order parameter is positive, zero, and negative, respectively.
The domain-wall energy per length is =; this energy determines
the average domain-wall spacing §;.

tion of the peak in the heat capacity in order that
lile_mTl(L 1) reduces to the bulk transition tempera-

ture.] The function W (¢) satisfies
W(t)-—)|t| as |t|——>co

in order that the free energy per particle is an intensive
variable in the limit that AT vanishes, viz., in the limit
L, — . This also produces a cusp in the free energy in
this limit. For finite L, the cusp is rounded over the tem-
perature range AT; thus the finite-size affected regime de-
creases exponentially fast as a function of L. The anhar-
monic coupling in our model reduces AT by increasing
the entropy change and by decreasing the bulk transition
temperature T,. By making these couplings sufficiently
large, the system becomes arbitrarily close to a true phase
transition, even in the one-dimensional limit.'®

In Fig. 3(a), the exact calculation of (u?) isshown as a
function of temperature, for L, =1, 2, and 3. The param-
eters chosen for the Hamiltonian are Ey, .. /E ey =2,

1.0 - =1 Lj=2 L,=3
5 0.5 F
L
(a) L
0.0 b, 1 1 1
200 300 400 500
Temperature

t=[T-T,(L,)/AT(L,)]

FIG. 3. (a) Average square order parameter {u2) vs temper-
ature for L, =1,2,3. Note the rapid decrease in the rounding as
L, gets larger; precursors only occur in this finite-size affected
regime. (b) Same data as (a) but graphed as a function of the re-
duced temperature [T—T,(L,)]/AT. The values of AT (see
Table I) have been calculated using the transfer-integral tech-
nique, according to the scaling result of Eq. (29).
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k. =k, =8000, and a, =a,=4000. In the limit L, — o,
the graph would be discontinuous at the transition tem-
perature, corresponding to the discontinuous change in
the order parameter, {(u ). For L, =1 the graph of (u?2)
shows a broad, finite-size affected regime over which the
value of (u?) changes dramatically. For L, =2 and 3
similar behavior occurs, but over a significantly decreased
temperature range. In Fig. 3(b) the same graphs are
shown but as a function of the reduced temperature ¢.

3
(a) T<T,
2 |-
P(u)
1+
| | |
T>T,
2
P(u)
1 f—
0 | | |
-1 0 1
u
4 )
T<T,
3 —
P
W, |
1 —
| | |
4 T>T,
3 —
P(u) 2
1 —
0 | | |
-1 0 1
u

FIG. 4. (a) Probability distribution P(u) for L, =1 at
T=T,—10 (top graph) and T=T,+10 (bottom graph). The
small peak in the top graph corresponds to small domains of the
high-temperature phase, i.e., heterophase fluctuations. Similar-
ly, the bottom graph shows the presence of heterophase fluctua-
tions into the low-temperature phase. (b) Probability distribu-
tion P(u) for L, =2 at T=T,—10 (top graph) and T=T,+10
(bottom graph). Note the complete absence of heterophase fluc-
tuations.
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The approach to a universal function is clear; for larger a
this is even more dramatic.'6

Figure 4(a) shows the probability distribution P (u) for
the L, =1systemat T, +AT(L,)/2and T, —AT(L,)/2.
Above the transition temperature, the system is predom-
inantly in the center well, i.e., the parent phase. Howev-
er, a macroscopic portion of the system is in the low-
temperature phase (localized in the side wells); this corre-
sponds to heterophase fluctuations—precursors of the
low-temperature phase above T,. Similarly, below T,
there is a fraction of the system in the high-temperature
phase. Figure 4(b) shows the same function for L, =2 at
the same temperature offsets; in this case, no evidence of
heterophase fluctuations are seen. These are only observ-
able in the finite-size affected temperature range AT(L ),
which vanishes rapidly as L, diverges. We expect, there-
fore, that experimentally observed precursors to the tran-
sition are either finite-size effects (for small crystallites),
defect-induced transformed regions, or long-lived, non-
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FIG. 5. (a) Exact free energy (solid line) and approximate
free energy from first-order SCPT (dashed line) for L, =1. The
kink in the SCPT result at 7=325 indicates a prediction of a
first-order phase transition. (b) The solid line indicates the
difference between the exact calculation and the first-order
SCPT free energy. The dashed line indicates the magnitude of
the second-order correction to the first-order SCPT calculation
as a function of temperature. The excellent agreement at low
temperatures indicates that the second-order result is consider-
ably more accurate than traditional SCPT.
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equilibrium configurations. This is consistent with exper-
iments on pure, high-quality samples.!* Note that in Fig.
4 the peaks in the probability distribution located near
u==1 are not symmetric about the position of the max-
imum; this indicates that although the system is quite lo-
calized, there must be corrections to a purely harmonic
description. However, the narrow peaks indicate that the
fluctuations are small except within the finite-size affected
regime, suggesting that the perturbative approach dis-
cussed in Sec. IT will be useful.

We may now test our second-order technique by com-
paring the approximate values with the exact results. In
Fig. 5(a) we show the exact free energy, compared with
the first-order SCPT prediction calculated using Eq. (18),
for L, =1. Clearly, the SCPT result is a close approxima-
tion to the exact result, especially at low temperatures.
Figure 5(b) shows the difference between the two curves,
along with the magnitude of the second-order correction
calculated using Eq. (19). At low temperatures, the

550

500
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Free-Energy

400
300 350 400 450 500

Temperature

-]

Free-Energy Difference
(&)

o

200 400 600
Temperature

o

FIG. 6. (a) Exact free energy (solid line) and approximate
free energy from first-order SCPT (dashed line) for L, =2. The
first-order SCPT is more accurate in this case than for L, =1
(cf. Fig. 5). (b) As in Fig. 5, we compare the difference between
the exact results and the first-order SCPT prediction (solid line)
with the correction introduced by using our second-order tech-
nique. The comparison is remarkable; the second-order result
gives the exact free energy to within 0.1%. The increased agree-
ment (compared to the L, =1 case) shows that the behavior of
the larger system is increasingly similar to a harmonic crystal.
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second-order correction accounts for nearly all of the
difference, indicating the success of this approach in this
temperature range. In the high-temperature phase this
does not work as well. For L, =1 the system is never
completely localized in the center well, and therefore the
approximation is not as accurate. Despite this, the ap-
proximate free energy is within ~2% of the exact value
for all temperatures shown (see Table I).

Figure 6 is similar to Fig. 5, but for L, =2. As dis-
cussed earlier, and shown in Fig. 4, this system is
significantly more localized than the L, =1 system. The
comparison between the first-order SCPT free energy and
the exact value, shown in Fig. 6(a), indicates that SCPT is
an excellent approximation. The difference between the
curves, shown in Fig. 6(b), is significantly smaller than
the L, =1 values, especially in the high-temperature
phase. Further, the second-order correction accounts for
this difference extremely accurately. Table I compares
the exact values of the free energy with the first- and
second-order SCPT results for L, =1,2,3. For L, =2 the
difference between the second-order SCPT free energy
and the exact value is $0.1% of the actual value for all
temperatures shown; for L =3 the differences are even
smaller. This demonstrates that this second-order ap-
proach reproduces the exact results very well in the limit
that the system is well localized, viz., in the bulk limit.

We wish to stress that, while both the first- and
second-order SCPT calculations improve as L, diverges,
we expect the second-order result to have a finite contri-
bution as L, — oo; this contribution is especially impor-
tant for calculating the free energy of the low-
temperature phase. To demonstrate this, Fig. 7 shows
the magnitude of the second-order correction as a func-
tion of 1/L | at T =450, near the bulk transition tempera-
ture, for both the low- and high-temperature phases.
Both extrapolate to a finite contribution as 1/L, —0.
For the high-temperature phase, the limiting value is

102 ¢
10! E
E AMAL & &

109 &

107!

Second-Order Correction

| | J | l
0.0 0.2 0.4 0.6 08 1.0

1/Ly

FIG. 7. The magnitude of second-order correction at T =450
vs 1/L, for low-temperature phase (A) and high-temperature
phase (H). For large systems, the second-order correction to
the low-temperature phase is significant, due to the presence of
odd-power terms in the expansion of the potential about the ab-
solute minima. The high-temperature phase preserves the
u— —u symmetry; therefore, the second-order correction be-
comes small in the bulk (L; — o) limit.

1072
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TABLE 1. Comparison of the results for the free energy using the various computational techniques.
Note that AT(L,=1)=40, AT(L,=2)=2.76,and AT(L, =3)=0.15. See Table II for T,(L,).

T L, F, first-order SCPT F, second-order SCPT F, exact
T, —2AT 1 266.86 262.12 261.51
T,—AT 1 308.31 301.85 300.45
T, 1 340.09 338.19 332.15
T,+AT 1 357.51 356.64 351.46
T,+2AT 1 372.43 371.17 365.41
T,—2AT 2 501.48 499.90 499.45
T,—AT 2 503.36 502.67 502.14
T, 2 505.22 505.08 504.64
T, +AT 2 507.07 506.95 506.74
T,+2AT 2 508.92 508.80 508.66
T,—2AT 3 537.49 537.43 537.33
T,—AT 3 537.59 537.53 537.48
T, 3 537.70 537.64 537.62
T,+AT 3 537.80 537.74 537.73
T,+2AT 3 537.91 537.85 537.84

smaller by two orders of magnitude (and significantly less
than 0.1% of the total value). Therefore, for large L, we
may use the first-order result for the high-temperature
phase without losing significant accuracy. This also indi-
cates the importance of using the second-order correction
for systems with odd-power anharmonicities: while the
first-order SCPT is sufficient for the high-temperature
phase, which preserves the u——u symmetry, the
second-order technique is required to achieve the same
accuracy in the broken-symmetry low-temperature state.
Finally, to give explicit evidence of the necessity of us-
ing the second-order SCPT to accurately forecast the
thermodynamics of this system, consider Table II. This
data shows the transition temperature 7 (L ) as calculat-
ed from the first-order SCPT free energy [Eq. (18)], from
the second-order SCPT result [Eq. (19)], and from the ex-
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FIG. 8. Predicted transition temperature vs 1/L, using first-
order SCPT (A) and second-order SCPT (M). The exact (TI)
values for L, =1,2,3 are indicated by arrows. The second-order
results are considerably more accurate than the first-order re-
sults; for L, =3 the transition temperature is accurate to 0.1%.
We expect the L, — « extrapolated transition temperature to
have a similar (or better) accuracy.

act free energy. Clearly the second-order SCPT results
are significantly better than the first-order values, in com-
parison with the exact numbers. There does not seem
any reason to believe that the first-order results would
ever extrapolate to the bulk limit of the transition tem-
perature. In Fig. 8 the transition temperatures are shown
as a function of 1/L (for L, =64 we have ignored the
second-order contribution to the free energy of the high-
temperature phase). The second-order result extrapolates
to Ty =459.7 in the limit 1/L, —O0; this result should be
accurate to ~0.1%. Clearly, this is one very useful ap-
plication of this technique: one is able to extract the bulk
transition temperature accurately.

IV. MOLECULAR-DYNAMICS SIMULATIONS

So far our attention has been on the thermodynamic
aspects of these systems. As shown in the previous sec-
tion, in the bulk limit the free energy is very accurately
represented by a quasiharmonic theory with perturbative
corrections; no precursors, in the sense of being a static
equilibrium expectation value are observed in this limit.
Prior work!® has shown that molecular-dynamics (MD)
simulations of our model in one-dimension produce

TABLE II. Transition temperature as a function of L, using
the various calculational techniques.

T,, first-order T,, second-order T,
L, SCPT SCPT exact
1 325.5 343.2 336.9
2 409.8 424.8 425.8
3 433.5 447.9 448.2
4 441.2 455.3
5 443.6 4579
10 445.2 459.6
64 4453 459.7
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dynamical structure factors with sharp phonon peaks
close to the frequencies predicted by SCPT; we expect
that this will be true in the bulk limit as well. However,
it remains possible that there may be dynamical correla-
tions due to nonlinear modes that strongly differ from a
harmonic description, even in the bulk limit.

In order to extract the dynamic correlations in the
bulk limit, we have begun extensive simulations on sys-
tems consisting of L, =1, 2, and 3 chains of particles for
systems with the strip geometry. The advantage of this
approach is that we can (and do) verify that the simula-
tions reproduce the exact static quantities, such as (u?),
as a check on the possible ergodicity of the simulations.
Further, we may examine the dynamical properties at a
fixed reduced temperature as a function of L ; the re-
duced temperature is given by [cf. Eq. (29)]

T—T,(L,)

t=—

AT(L))

where the values of T (L) and AT(L,) are calculated
using the TI technique (see Sec. III as well as Tables I
and II). We expect that the dynamical properties, as a
function of L, at fixed ¢, will converge rapidly to the bulk
limit, consistent with the convergence of the equilibrium
properties. Further, for sufficiently large L, the value of
AT becomes smaller than the temperature fluctuations in
the simulations, so the behavior of the system is indistin-
guishable from that of a true transition. Here we present
a summary of preliminary results of this work; a longer
discussion will be presented at a later time.?

For conservative MD simulations of first-order transi-
tions near the transition temperature, problems can arise.
This is due to the use of the Hamiltonian equations of
motion, which conserve energy. The temperature is then
defined in terms of the time-averaged kinetic energy of
the system:

ey (B
=2— -

Here, N represents the number of configurational degrees
of freedom. Near the transition, domains of the low-
temperature phase form spontaneously, lowering the
average potential energy of the system. As the energy is
conserved, the average kinetic energy, and hence the tem-
perature, rises significantly (an example of this problem is
given in the work of Kerr et al.?). This is equivalent to
the production of latent heat in a closed system.

In order to avoid these problems, we have used the
constant temperature equations of motion,2*2 with an ad-
ditional degree of freedom y. The equations of motion

for our Hamiltonian H, which we thus consider are given
by

— _SOH _
pi du, YPi »
u;=p; , (30)
2
[P
"M|2T N’
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These are known as the Nosé-Hoover equations of
motion, and are chosen to enforce an average kinetic en-
ergy. The value of M governs the rate at which the so-
called heat-bath variable y fluctuates. (Note that we
have set the mass of each particle to one, which defines
the time scale.)

This formulation for the equations of motion has
several advantages: first, the equations of motion are
deterministic and reversible. Second, for sufficiently large
N, the kinetic energy fluctuations become negligible, so
the dynamics approach the original Hamiltonian dynam-
ics. This also occurs in the limit M — . Further, and
most importantly, it is straightforward to show?’ that the
probability distribution

PUp) s urh )= -exp | —BH((p), ()~ 2072

0
is stationary under the equations of motion. The variable
v does not affect the probability of the other quantities,
so the distribution of {p;}, {u;} are those of the canonical
ensemble. Integrating the equations of motion and per-
forming averages over a sufficiently long period of time
should reproduce the equilibrium canonical values for the
given temperature. In practice, the exact (TI) values are
reproduced accurately.

We are primarily interested in dynamical correlations,
which are potentially sensitive to the altered equations of
motion. To test that these correlations are not
significantly perturbed, we have calculated the dynamical
structure factor, given by

— 1 i(qj— w
D(q,m)—-ﬁ§f [Cuj(Dug(0)) —(u ) ]ei@i=engy

(31)

This is related to the one-phonon contribution to the in-
elastic neutron-scattering intensity, and provides a sensi-
tive test of the effect of the heat-bath variable on the dy-
namic correlations. (In practice, we have calculated this
repeatedly during each simulation, then averaged over
the different spectra.) We have tested that away from the
transition temperature and for a sufficiently large value of
M, there is no noticeable difference between the spectra
calculated using the Hamiltonian equations of motion
and those calculated using Egs. (30). Specifically, phonon
peaks were not significantly broadened or shifted by in-
cluding the heat-bath variable with M R 40. We conclude
that this technique does not alter the dynamics in any im-
portant way.

To ensure further that the heat-bath does not affect the
dynamics, we have chosen the value of M to be large for
temperatures away from the transition, viz., where the
temperature fluctuations are small, and to be smaller
when the temperature is close to the transition. In par-
ticular, we have chosen the form

T—Tl(Ll)
AT(L))

2
1

M(T)=Mexp 5

) (32)

with M,=80 and 6=2.485; the value of 8 has been
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chosen so that at T=T,;+2AT the “mass” is M =5M,.
By choosing this form, the heat-bath variable minimally
affects the dynamics of the system away from the transi-
tion, when the need for the temperature regulation, or
“thermostat,” is minimal.

Thus, for each temperature and geometry, we integrate
the equation of motions given in Egs. (30), using the Ver-
let technique.?® We have chosen the energy scale so that
the barrier height is 300 K k, and the length scale to be
in Angstroms. By setting the mass scale equal to the
mass of the Zr atom, the time scale is approximately
equal to 107! sec. Two thousand Verlet time steps are
used per unit time, with averages calculated once every
20 time steps. The system is allowed to equilibrate for
~10° of the averaging time steps, which is equivalent to
10 ns. The averages are calculated over a period of ap-
proximately 7 ns. As indicated before, and shown in Ref.
15, the simulations reproduce the exact static quantities
very accurately. [Note that the inclusion of the heat-bath
variable invalidates the microcanonical expression for the
heat capacity,”’ and the fluctuations in the total energy
(related to the heat capacity in a canonical system) ap-
pear to be sensitive to the heat-bath variable. Therefore
we have not been able to accurately calculate the heat
capacity. Also, while the average temperature is con-
trolled by this approach, the fluctuations in the tempera-
ture are still significant.)

In Fig. 9 we present the dynamical structure factor cal-
culated at T=T,+3AT for L, =1,2,3 for q=(0.0625,0),
i.e., one sixteenth of the way to the Brillouin zone. [For
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FIG. 9. Dynamical structure factor D(q,) (Fourier trans-
form of the displacement-displacement correlation function) for
q=(0.0625,0) for L, =1,2,3. The temperature of each system
is T=T,(L,)+3AT(L,); see Tables I and II for T,(L,) and
AT(L,). Note that the intensity at ®=0 decreases as L, in-
creases; as this occurs, the high-temperature phase phonon peak
becomes more intense. The low-temperature phase phonon
peak becomes less well defined as L, increases, indicating the

decreased occupation of the low-temperature phase.

the values of T,(L,) and AT(L,) see Tables I and I1.]
We have plotted D(q,w) on a logarithmic scale to show
the features more clearly. In each graph there are three
distinct peaks: one near © =0, a second peak near =50,
and a small peak near ®=125. The peak near =50 is
the high-temperature phase phonon peak; note that this
is quite sharp for L, =2 and 3. For L, =1 the central
peak near w=0 is sufficiently large and broad that the
phonon peak is not as well defined. The high-frequency
peak is associated with low-temperature phase phonons,
and is evidence of the long-lived nature of the fluctua-
tions across the barrier. This peak becomes less well
defined as the system approaches the bulk limit, con-
sistent with the decreasing time that parts of the system
spend in the low-temperature phase.

The most important trend demonstrated in Fig. 9 is
that the =0 intensity drops rapidly as L, increases.
The dominant contribution to this peak appears to be as-
sociated with particles crossing over the barrier;'> thus
the intensity of this peak is highest at temperatures close
to the transition, i.e., in the finite-size affected regime
where precursor fluctuations occur. The rapid decrease
of the peak intensity as L, increases indicates that fewer
particles are crossing, i.e., the system is more localized
within the center well. This is supported by the behavior
of the high-temperature phase phonon peak: as L, in-
creases the maximum intensity increases and the width is
reduced. In the bulk limit, the contribution to D(q,w)
arising from long-lived fluctuations into the low-
temperature phase will be vanishingly small, and there
will be no significant low-temperature phase phonon
peak: the dynamical structure factor will exhibit no
characteristic behavior indicative of the transition.

In Fig. 10 we present the data at the same temperature
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FIG. 10. Dynamical structure factor D(q,0) for

q=(0.125,0) for L, =1,2,3. The temperatures are the same as
in Fig. 9; the intensity at © =0 decreases as the system size is in-
creased. Phonon peaks become very well defined in the bulk
limit.
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but at ¢=(0.125,0). Comparison with Fig. 9 shows that
the intensity at @ =0 drops off rapidly away from q=0.
Again, the high-temperature phase phonon peaks become
significantly sharper and more intense as L, increases; as
this happens, the central peak and the low-temperature
phonon peak become poorly defined. Note that for
L, =3, the central peak intensity is two orders of magni-
tude less than the phonon peak.

Generally, as the system approaches the transition
temperature from above, we see the following features:
as a larger fraction of the system occupies the low-
temperature phase wells, the central peak grows in inten-
sity, as does the low-temperature phase phonon peak.
These both increase as the temperature is lowered; how-
ever, at fixed reduced temperature, they decrease as the
system size is increased. We expect that the low-
temperature phase phonon peak will completely disap-
pear in the bulk limit for 7> T, as the system will then
be completely localized.'® These general features are
demonstrated in Figs. 11 and 12, which show the spectra
for L,=1,2 at T=T,;+2AT and at T=T,, respectively.
In these figures, the spectra for L, =2 show a sharper,
more intense high-temperature phase phonon peak than
L,=1; concurrently the other features are less pro-
nounced. For L, =1 at the transition temperature (Fig.
12), approximately half of the system is in the side well.
The low-temperature phase phonon peak is better defined
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FIG. 11. D(q,w) for q=(0.0625,0), q=(0.125,0), and

q=(0.1875,0), L,=1,2. The temperature is T=T,(L,)
+2AT(L,). The central peak intensity drops off rapidly as a
function of g, and the intensity is less for L, =2 consistent with
Figs. 9 and 10.
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FIG. 12. D(q,») for q=(0.0625,0), q=(0.125,0), and
q=(0.1875,0), L,=1,2 at the transition temperature. The
L, =1 system has large domains of the low-temperature phase,
thus the low-temperature phase phonon peaks (at higher fre-
quency) have significant intensity. The L, =2 system is still
predominantly in the high-temperature phase, and the dynamic
structure factor is similar to Fig. 11.

and more intense than at higher temperatures. For
L, =2 there is some hysteresis: the system is still
predominantly in the high-temperature phase, and the
spectrum is very similar to that shown in Fig. 11.

In the limit that L, is large, the central peak intensity
may be small compared to the intensity of the phonon
peak; however, there is some evidence that localized
modes may contribute to a central peak, even in the ther-
modynamic limit. In Fig. 13 we show the results for the
fully transformed systems at T=T, —2AT. At this tem-
perature there is only one phonon peak. The central
peak, however, is now well-defined, even at the larger
values of gq. Furthermore, there is a well defined “‘cutoff
frequency above which the intensity rapidly drops; this
cutoff frequency grows approximately linearly with ¢q. It
appears that this peak may indicate an intrinsic property
of the system, rather than a finite-size effect, as the L | =1
and L =2 peaks are of similar intensity.

Very similar features have been seen in simulations on
two-dimensional systems with similar Hamiltonians.?
This feature may be due to localized, large amplitude ex-
citations similar to “breather” modes in the sine-Gordon
system.?® These modes consist of an internal oscillation
modulated by an envelope with a significantly lower fre-
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FIG. 13. D(q,w) for q=(0.0625,0), q=(0.125,0), and
q=(0.1875,0), L,=1,2. The temperature is T=T(L,)

—2AT(L,). Both systems have nearly completely transformed;
thus there is no high-temperature phase phonon peak. The cen-
tral peak is considerably less intense than at higher tempera-
tures, but has a distinctive shape with a very well-defined cutoff
frequency.

quency; thus they may contribute to the low-frequency
dynamical structure factor. This is in addition to contri-
butions from domain walls, which may explain why these
peaks become well defined at low temperatures: at low
temperatures, the domain-wall contribution is negligible,
and the breather contribution becomes clearer. We have
seen breatherlike excitations in real-space trajectories cal-
culated from our simulations; they appear to be reason-
ably long lived, and are associated with nucleation events.
These results, and a more detailed analysis, will be
presented later.??

V. DISCUSSION

In this paper we have presented an accurate technique
for calculating the free energy of a system undergoing a
first-order structural phase transition. This technique
utilizes self-consistent phonon theory to determine the
quasiharmonic phonon frequencies, but goes beyond this
approximation by using a second-order expression for the
free energy. For a simple model for these transitions, this
technique reproduces exact results very accurately, with
the error decreasing as the bulk limit is approached. We
have extracted a bulk transition temperature that should
be accurate to <0.1% —this is much more accurate than
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the first-order self-consistent phonon theory prediction.

As noted in the introduction, SCPT fails when applied
to second-order structural transitions.’ Why, then, does
this work so well when applied to first-order transitions?
In the former case, when the temperature is slightly
above the critical value, the system is characterized by
large domains in which the local order parameter, i.e.,
the displacement, is large; however, the average value
over the entire system is zero. The dynamics and ther-
modynamics are dominated by the critical fluctuations
associated with the diverging correlation lengths. For
first-order structural transitions, the situation is very
different. Above the transition temperature, the system is
entirely single domain, and the local displacements are
small compared with the values characterizing the low-
temperature phase. This holds true for all temperatures
well below the melting point above the transition. This
has been proved rigorously by examining the thermo-
dynamics of a finite system and developing a scaling
theory to show that there may be coexisting domains
only within a narrow finite-size affected regime near the
bulk transition temperature.'® In the thermodynamic
limit, coexistence occurs only at the transition tempera-
ture. As the local vibrations are relatively small, a
quasiharmonic theory based upon expanding the Hamil-
tonian in powers of the displacement is appropriate.
These predictions are further supported by our MD
simulations: as the system crosses over from one dimen-
sion towards the fully two-dimensional limit, phonon
peaks become sharper and more intense, dominating all
other nonlinear features.

Recent experiments on Ni,Al, _, appear to contradict
these conclusions. High-resolution electron microscopy
experiments on thinned samples show large amplitude
distortions toward the low-temperature phase at tempera-
tures well above the transition temperature; elastic
neutron-scattering experiments on bulk samples show
that these are static precursors.”’ However, inelastic
neutron-scattering experiments on pure, single crystals of
Group IV metals show no such static behavior.!* Our
simulations show dynamic structure factors that are con-
sistent with these latter experiments: the phonon peak
positions and widths show weak temperature depen-
dence. In addition, for our system all of the phonon
peaks are well defined; the experimentally observed large
damping is due to the weak harmonic restoring force (al-
lowing large-amplitude vibrations), and has no direct re-
lation to the transition, which depends upon the full, non-
linear potential of the system. We believe that the static
local distortions present in Ni, Al,_ . are either due to (i)
defects, e.g., concentration fluctuations that dramatically
affect the local transition temperature, or (ii) finite-size
effects associated with the electro-thinned samples neces-
sitated by the electron microscopy technique.

Now that our approach has been proven effective in
calculating the free energy of a simple model, it will be
interesting to apply this technique to a real system; how-
ever, to do this, it is important to know the anharmonic
potential for the ions, preferably from the electron-
phonon coupling constants. One system that may be
ideal for this type of approach is zirconium,; as it is a pure
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system, there will be no local concentration effects (an
unavoidable defect in alloys), and therefore the predicted
behavior may be compared directly to experimental re-
sults. Further, the important anharmonicities (but not
all) have been calculated from first- principles;' using
these results, SCPT has been applied to show how the
high-temperature bcc phase is stabilized by phonon-
phonon couplings.? The full prediction of the transition
temperature to the hcp phase would be an impressive tri-
umph for this combination of theoretical techniques.

Also of interest is how the dynamics associated with lo-
cal anharmonicities may be revealed experimentally in
bulk systems. Our simulations, as well as results on simi-
lar systems,?? have shown a quasielastic central peak in
the dynamic structure factor that has a distinctive shape,
i.e., a well-defined cut-off frequency that grows linearly
with g. The origin of this feature appears to be due to
breather excitations; localized large-amplitude vibrations
that distort the system toward the incipient phase. These
have been predicted to contribute to the low-frequency
response of the system.?® Similar features have appeared

in real-space trajectories in our simulations; these simula-
tions and a detailed analysis of the breather contribution
to the central peak will be presented in a forthcoming pa-
per.
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