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We present a theory for the surface tension and the density profile of simple liquid metals. It
is based on the perturbation expansion to second order in the electron-ion pseudopotential. This
method is capable of describing the surface structures using the hard-sphere fluid as a reference
system for the ions. The results for the alkaline metals are very sensitive to the parametrization of
the ionic profile used in the variational calculation. On the other hand, for the polyvalent metals the
calculated surface tension is in acceptable agreement with experiment and it is almost independent
of the choice of the ionic-density-profile parametrization.

I. INTRODUCTION

Several theoretical approaches have appeared in the
last two decades giving a microscopic description of the
liquid-metal surface. In the early stages the study of the
metal surface concentrated on the electronic aspect of
the problem. These methods,! based on jellium models,
replace the discrete ions by a uniform step distribution
of positive charge. The jellium model is appropriate for
studying solid metal surfaces although it is necessary to
introduce the effect of discrete ions via a first-order per-
turbation theory to obtain good results in system with
high electronic density. In order to obtain a more realistic
description of the surface, Allen and Rice? modified those
methods slightly, including the elastic energy of jellium,
and they determined self-consistently the positive contin-
uum jellium and electron distributions. They found very
poor values for the surface tension, and, moreover, the
ionic profile followed the electronic oscillations in order
to decrease the electrostatic energy.

The opposite viewpoint was adopted by Evans and
Kumaravadiviel 3 They studied the problem concentrat-
ing on the ions and developing a pseudoatom theory
based on a model ionic Hamiltonian,

2
H=3 0t 4 U(n)

+1 D [B(Rij, n(r:) + 6(Rij, n(x;))], (1)

i.J

which describes the motion of ions interacting with each
other via the effective potential ¢(R,n) equal to the
pair potential for a bulk metal of electronic density
n(r). U(n(r)) represents the self-energy of a pseudo-
ion surounded by its cloud of conduction electrons of
local density n(r). Although the variational calcula-
tion of the surface tension of several liquid metals, with
parametrized exponential ionic density profile, gives rea-
sonable agreement with the experiment, this approach
does not lead to information about the electronic degrees
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of freedom and ignores the electrostatic contribution. In
other words, it is not clear how these pseudoatom models
are justified from a microscopic point of view. Mon and
Stroud? and Wood and Stroud® studied the surface prop-
erties of liquid metals, treating them effectively as one-
component fluids. They used techniques based on the
classical density-functional formalism, similar to those
applied to the study of insulating liquids. These mod-
els have the same difficulties as the pseudoatom model.

Lately methods have appeared that treat both the
electrons and the ions at the same level. Evans and
Hasegawa® and Amokrane et al.” took the first steps in
this direction by including the effects of the ions in a
smooth jellium model up to first-order perturbation in
the pseudopotential. In contrast to the good results ob-
tained for the crystalline metal surfaces, the resulting
surface tension for the liquids was too high compared
with the experiment. These authors concluded that in-
clusion of the second-order terms (screening effects) is of
crucial importance.

Hasegawa and Watabe® (hereafter HW) carried out a
rigorous second-order perturbation theory for the sur-
face tension. Such a formulation improved the results
for the surface tension. However, it gave an arbitrarily
small ionic profile width, a feature that is clearly unphysi-
cal. Chacén, Flores, and Navascués® (hereafter CFN) im-
proved, the method adopting a more realistic electronic
reference system including an external potential. This
reference system reflects the average over the ionic con-
figurations of the charge induced by the pseudopotential.
In this way, although the induced charge may be im-
portant for a given ionic configuration, the average over
all ionic configuration is zero. The main advantage of
this electronic reference system is that it makes the the-
ory less sensitive to changes in the pseudopotential and
to the approximation used for the surface electronic re-
sponse function. Lai,!! using a similar approach, calcu-
lated the surface tension with a full nonlocal pseudopo-
tential. He found that using the HW electron reference
system yielded surface tensions of liquid metals, which
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are much smaller than the results of the local calcula-
tions. However, with the CFN electron reference system
he obtained values close to the local ones, although the
predicted surface profile widths were still unrealistically
small. The CFN theory, neglecting the electrostatic en-
ergy, justifies from a microscopic point of view the pseu-
doatom model where a locally vanishing induced charge
is assumed.% 10

The failure of these previous theories in predicting rea-
sonable values for the ionic profile width could be due to
two reasons: the use of monotonic functions to describe
the density profile and the approximation used for the
surface electronic response. Foiles and Ashcroft,'? using
the electronic reference system of HW, studied the de-
pendence of the surface tension on the surface screening.
When they, in the calculation of the self-energy, made
an approximation on the effective pair potential similar
to that of Evans and Kumaravadiviel [see Eq. (1)], they
obtained negative values for the surface tension of the
polyvalent metals. They concluded that it is essential
to include the self-energies correctly, and therefore very
accurate values of the response function of the inhomo-
geneous electron gas are required. We think that the
negative surface tensions obtained by them are corrected
when the CFN reference system is used, and that the
overestimation of the self-energy due to the approximate
response function could be counteracted in part by the
underestimation of the energy due to the pair interaction.
In any case, this is an open question that we will study
in future work.

The purpose of this paper is to study the other ques-
tion, i.e., the effect of nonmonotonic density profiles
on the surface tension. The only theoretical results
with a nonmonotonic ionic density profile, and within
the second-order approximation, are due to Hasegawa.!3
This author introduced a classical one-component plasma
(OCP) as an ionic reference system for the variational cal-
culation instead of a hard-sphere fluid that had been used
in almost all previous studies. The OCP choice has two
problems; the first one is that the OCP is less well under-
stood than the hard sphere system and, at the moment,
there is no available theory that satisfactorily describes
the inhomogeneous OCP. The density gradient expan-
sion used by Hasegawa is quite sensitive to the coefficient
of the square of the gradient. The value of this coeffi-
cient is only well known in the weak-coupling regime and
the gradient expansion has not yet been tested in other
regimes. The second problem is that the method consists
in replacing the internal energy, due to the effective pair
interaction between ions, by the excess internal energy
of an OCP with a density-dependent effective-coupling
constant. A similar idea is used for the excess part of
the entropy. This approximation, which was developed
for a homogeneous system, was extended to the surface
problem by Hasegawa who used a local treatment of the
effective-coupling constant. However, it is not clear what
influence this approximation has on the results. For alkali
metals he obtained values for the surface tension that are
close to the experimental ones, but for polyvalent metals
poor results were obtained.

Extensive Monte-Carlo simulations of the liquid-vapor

density profile have been carried out by Rice and co-
workers.!4 The Hamiltonian belongs to the pseudoatom
model type, and they use a second-order perturbation
method to calculate the effective potential between ions.
As they cannot obtain values for the surface tension,
they only study the surface structure. The resulting ion-
density profiles exhibit large and slowly decaying oscil-
lations. The x-ray reflectance experiments'® on liquid
metals also support the existence of such stratified struc-
tures, although the analysis of the experimental data is
not unique.

Altogether, the problem of the liquid-vapor interface
structure of simple liquid metals is an open question. In
this work we improve the CFN theory in order to de-
velop a model capable of describing the surface tension
and the shape of the ionic profile. This model using the
hard-sphere fluid as reference system for the ions. The
paper is arranged as follows. In Sec. Il we review the
general theory of non-uniform liquid metals. The main
difference between this model and the CFN theory 1s pre-
sented in the Sec. III, where we write down the different
contributions to the surface tension. In the Sec. IV we
discuss our numerical results and compare them with pre-
vious results and experimental information. Finally we
present our conclusions.

II. PSEUDOPOTENTIAL PERTURBATION
THEORY FOR NONUNIFORM LIQUID METALS

Following CFN, we consider a simple inhomogeneous
metal of N ions of valence Z and NZ valence electrons
at temperature 7. For simplicity we assume that the
electron-ion interactions are described by a local pseu-
dopotential vps(|r|). The total Hamiltonian of the system
(using atomic units throughout this paper, A =m =e =
1) is written as

P2 ZQ
H="L 5 2 (v —R
ZQM-i-I(X;anI_RmI‘F;”p (Ir 1)

2 ¢
P; 2
Ll -z 2
+§» 2+§.|ri—r-|’ (2)
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where r and p are the electronic position and momen-
tum operators, and the corresponding quantities for ions
are R and P. It is usual to split the total Hamiltonian
into ionic (Hj;), electronic (Hee), and electron-ion (He;)
interaction parts. A compensating background is added
and subtracted in order to avoid the well-known prob-
lems arising from the long-range Coulomb interactions
in the thermodynamic limit. This can be done in several
ways; we shall follow the CFN steps and write
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where
Veue(¥) = [ dRo(R)upe(lr = RI). (4)

Up and Uk are the Madelung and kinetic terms of Hj;,
and p(r) is the average ion density. As shown in CFN,
with this choice for the Hamiltonian splitting we are using
an electron reference system that collects the average of
the pseudopotential-induced charge én(r) of each ionic
configuration. In other words, although én(r) may be
important for a given ionic configuration, its average over
all ionic configurations (6n(r)) is zero. This approach has
several consequences. One of them is that the average of
the electron density over all the ionic configurations is
equal to the electron density of the reference system. A
second one is that U; and Uz nc, which are present in the
HW formalism, are identically zero in our model. For a
more careful discussion of this topic see Ref. 9.

To proceed, we apply the Born-Oppenheimer adiabatic
approximation to reduce the two-component nature of
the liquid metal to a one-component system. It consists
of classical ions described by an effective Hamiltonian,

7 p(R)p(R!)
Heg = Hiyi + Fo + ?/dR/dR,Tﬁ—R_'I (5)
with
Fog=- ﬂ_l InTre exp[~B(He + Hei))
R)p(R’)
dR [ ar 2R

e ©

Using the dens1ty-funct10nal formalism of Hohenberg and

Kohn,!¢ the electronic Helmholtz free energy (Fe) for a
fixed ionic configuration can be expressed as

Foq = Fi[n(x)] + fdrn(r)Avps(r), (7
with
Avps(r) = Y vps(r — Ri) = Vexe (1) (8)
1

FJ is the Helmholtz free energy of the electron gas-
reference system [i.e., an electron gas in a external poten-
tial Vexe(r)]. We now choose no(r) to be the equlhbrium
electron density of the unperturbed system F3, and eval-
uate Fy using a second-order perturbation treatment of
Awvpg(r). This approach gives

Fel=F3+U1+U2» (9)
where

F3 = Qno(r)] + / drng(r) Vey (r). (10)

.
S[no(r)] is the intrinsic free energy of the electrons. The

first (U;) and second (Uz) order terms due to vp are
equal to

U, = /drno(r)Avps(r), (11)

Up = /dréno(r)Avps(r) (12)

The induced charge density éng(r) for a given ionic con-
figuration is determined using linear response theory:

én(r) = /dr’x(r,r')Avps(r').

Xx(r,r’) being the response function of the electron gas
reference system. With this result, the effective Hamil-
tonian takes the form

(13)

z? p(R)p(R’)
— .. 0 — I———
Her = Hii + F + 5 /dR/dR AR

+U, + Us. (14)

Using the Gibbs-Bogoliubov inequality,!” it can be shown
that the Helmholtz free energy of a system described by
a Hamiltonian Heg has an upper limit given by

F=Fref+(Heﬂ"'H (15)

where Hier and Fier are the Hamiltonian and free energy
of a reference system. The bracket in this equation repre-
sents a thermal average over the reference system. With
the choice of the external potential given by Eq. (4), it
is obvious that (6n(r))=0 because (Avps(r))=0. In the
same way, the term (U;) and the contribution to (Us),
given by

Uspne = / dr(Avpe(r)) (bn(r)).

are also neglected. We have selected a system of hard
spheres to be our reference system for the ions. Hasegawa
and Watabe!® commented that this reference system is
not very useful for a surface problem because it does not
form a free surface; to avoid such a problem we have to
introduce an artificial external field to confine the parti-
cles inside the surface. We think that in order to apply
the Gibbs-Bogoulibov inequality we only need to know
the free energy of the hard-sphere system with density
p(r), even if this profile were not an equilibrium pro-
file. We shall later present a procedure to calculate this
Helmholtz free energy without needing to introduce an
external field.

With the choice of a hard-sphere fluid as the reference
system we find finally

ref)refy

(16)
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F<Fhs+F£+Ueﬁ+Uselfy (17)
where
Ve = [ dR [ dRp(R)p(R e (R, R (R, R~ 1),
(18)
being
pen(R,R) = —2— 4 (R, R)
eff , 1L lR—Rll ind ) )
(19)

¢ina(R,R') = /dr/ dr"vps(|r — RY)

xXo(r, " )vps(jr” — R]),

and

Uself = %/dR¢self(R)p(R)*
dseif (R) = dina(R, R). (20)

It is worth noting that the Ueg term is obtained by rear-
ranging the Madelung and pair-interaction energy terms
in CFN.

III. APPLICATION TO LIQUID-METAL
SURFACES: THE SURFACE TENSION

In this section we derive an expression for the sur-
face tension of a planar liquid-metal surface. We can
identify the surface tension with the surface excess of
Helmbholtz free energy per unit area, provided we locate
the Gibbs dividing surface at the zero adsorption plane.
In this case, and in accordance with the definition of ex-
cess Helmholtz free energy, we obtain

1 bulk
= —(2F — F™ 21

where A is the area of the planar surface and FPU¥ the
bulk-liquid Helmholtz free energy. The main differences
between the present theory and the previous CFN are (a)
the free energy for a nonhomogeneous hard spheres fluid
is obtained in the weighted density approximation'® in-
stead of in the Kirkwood-Buff scheme, (b) we study the
electron reference system using an explicit nonlocal ki-
netic energy functional developed by Chacén et al.?3 in-
stead of the gradient expansion approximation (also, we
do not need to parametrize the electronic profile because
we use a conjugate gradient method in order to minimize
the free energy functional) and (c) the surface effective-
pair potential is parametrized instead of the Taylor ex-
pansion used previously. We shall now give the contribu-
tions to the surface tension, paying special attention to
showing these differences.

A. Hard-sphere reference system

Instead of the Kirkwood-Buff'” scheme used previ-
ously by other authors, we have approximated the ex-

act expression of the free-energy functional for a non-
homogenous hard-sphere fluid by the weighted density
approximation.!® This is a nonlocal density functional,
which preserves the simplicity of a local-density approx-
imation but remains physically sensible when the den-
sity exhibits significant oscillations over molecular length
scales. In this theory, the free energy is written as

Faslp] = Fiaeallp] + / dep(r) e (5(r)), (22)

where Figeal 1s the Helmholtz free energy of a noninter-
acting system and Yex(p) = [fus(p) = fiaeal(p)}/p is the
excess hard sphere free energy per atom in a uniform sys-
tem. For fis we have used the Carnahan and Starling!®
equation of state. Several versions of the WDA exist,
each one corresponding to different recipes for determin-
ing the value of the average density p(r). In this paper we
follow Tarazona’s procedure,?® where the average density
is determined by the implicit equation

plr) = /dr’@(ir— r/f; p(r)p(x). (23)

The weight function 6 is specified by requiring that (22)
and (23) produce, upon double functional differentiation,
a direct correlation function ¢?(p;r) close to the corre-
sponding Percus-Yevick result. This weight function has
to be normalized in order to recover the bulk free energy
value in the homogeneous limit. The explicit equation
for 0 is given in Ref. 20. The surface tension is equal to

Ohs = [ dzp(z)[fideal(p(2)) — fideal (PB))

+ / dzp(2)thex (p(2)) — Wer(pp)ldz,  (24)

where we have taken the z axis perpendicular to the sur-
face. Tarazona?® compared the results of this theory,
applied to the density profile and surface tension of hard
spheres against a hard wall, with computer simulation
and with the Kirkwood-Buff formulas using the super-
position approximation. The agreement with the simu-
lation results is better than that of the Kirkwood-Buff
theory, reducing the incorrect large ionic oscillations of
this last theory, specially at high bulk density. He finds
that this functional not only gives the correct value for
the free energy at the minimum, but also the right posi-
tion of the minimum of the grand potential energy in the
density functional space. This last feature is very impor-
tant, since in this work we are interested in the possible
density profile oscillations.

B. Electron reference system

Our electron reference system is a jellium metal surface
with a positive charge background Zp(r) in equilibrium
with an external field Viy(r). Hohenberg and Kohn!®
proved the existence of an energy-density functional for
the ground-state energy of an interacting inhomogeneous
electron gas, which reaches its minimum value at the
ground-state density distribution. The minimum value
of the functional gives the ground-state energy. Since
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the electrons in liquids metals are still degenerate near
the melting point, we can approximate their free energy
with the ground-state energy and obtain
F3 = T[n] 4 Exc[n]
- n !
P [ [ a0 = Z00Ne") - Zote)

lr—r’|
+/drn(r) (Vgxt(r) + Z/dr'lrp(_;;)lo. (25)

T[n] is the kinetic energy term, which would be the full
energy of a noninteracting electron system. E,.[n] is the
exchange and correlation energy. The third term in (26)
is the electrostatic energy, and the last term is due to the
external potential; it is formally equal to the first-order
term of Hasegawa and Watabe.® For the exchange and
correlation energy we use the simplest approximation,
the local density:

E,. = /drn(r)cxc(n(r)),

where €4 is the exchange and correlation energy per
electron in a uniform bulk phase at density n(r). We
have used the Noziéres-Pines interpolation formula for
éxc- The last term in (26) is equal to

(26)

[ dene) [ aro()u(ix - R), (27)
where w(r) = vps(r) + Z/7 is the so-called repulsive part
of the pseudopotential. Aschroft’s?! empty-core model is
used for the pseudopotential

(r) = 0 forr<r,
Upsil) = —Z[r forr >r..

(28)
T[n] could be calculated exactly solving the Lang and
Kohn problem, but this is a computationally time con-
suming process, and we prefer to use an approximate
functional. We choose an explicit nonlocal functional of
the electron density developed by Chacén et al.,?2 which
is formally similar to the one used for the hard-sphere
reference system. This density functional is constructed
to give the exact energy and the linear response func-
tion in the homogeneous limit. The kinetic functional is
written as

T[n] = g/drn(r)t(ﬁ(r)) - g/drn(r)t(n(r))
1 |Vn(r)|?
+Z/ =0

where t(n) is the mean kinetic energy per electron in a
uniform phase and the average density n(r) is given by

(29)

a(r) = /dr'r(]r —r'|;n(r))n(r’), (30)
7 being a normalized weight function. 7 is determined
by the condition that the second functional derivative
of T[n] at uniform density n(r) = np be equal to the
reciprocal of the Lindhard susceptibility. An explicit ex-
pression for 7 is given in Ref. 23.

In the same way as in CFN, we minimize, for a given
ionic profile, the jellium surface tension defined by

Tiell = 5%(2&1 — F5u%),
and then we find the minimum value of the surface ten-
sion by varying the ionic profile. All previous studies of
liquid metals with an approximate functional for T[n]
were variational calculations, and the minimization of
F[n] was restricted to a family of density profiles. The
simplest and most usual parametrization is the expo-
nential profile with a single parameter to vary the in-
terface width. This procedure is not very useful in our
case because we are especially interested in the study of
the surface-density oscillations. In this work, we use the
conjugate gradient method, modified by Tarazona and
Chacén,?* in order to obtain the numerical exact elec-
tronic profile which minimizes the free-energy functional.
Using this method, Tarazona and Chacén??* studied the
jellium surface and have shown that Eq. (29) seems to
be the best existing form for an explicit functional T[n].
The electronic profiles show a first maximum of n(z) with
a height and position in excellent agreement with the ex-
act Lang and Kohn results.! They also get the oscillating
tail, which is missing in the gradient expansion approxi-
mation.

(31)

C. Madelung and second-order terms

In order to make further progress, it is necessary to
know the surface radial distribution function gps(R,R’)
and the surface electronic response function x(r,r’).
Without any reliable theory to calculate both quantities,
it is necessary to use some simplifications. We approxi-
mate gps(R,R’) with the radial distribution function of
the bulk liquid, i.e.,

ghs(R, R’) = gns(IR = R'|; p). (32)

This approximation has been shown to be quite reason-
able for simple liquids.?> However, the use of this ap-
proximation in systems interacting via the long-range
Coulomb potential leads to serious problems.?® Fortu-
nately, the Coulomb interaction is strongly screened by
the electrons in our case. This means that ¢.q(r) is
shorter ranged than the Coulomb potential, and the use
of the approximation is reasonable.

Following Hasegawa and Watabe, we prefer to make
an approximation on ¢inq(R,R’), instead of making a
direct approximation for x(r,r’). We have considered
two approximations. In the first one (approximation A)
we replace the exact ¢;,q(R,R’) by that calculated for
the bulk-liquid metal, i.e.,

$ind(R, R) = $ina (IR = R'; pina),
(33)
Fseif (R) = ¢seir (R; pseir),
where
(34)

This approximation is equivalent to using the bulk value

Pind = Pself = PB-
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for the surface response function. In the second one (ap-
proximation B) we make ¢inqa(R,R’) equal to that cal-
culated for a homogeneous liquid metal with a density
equal to the average of the local electron densities at the
ion positions R and R/, i.e., substitute

~_p(R) +p(R)
plnd - 5
2
Pself = P(R),
into Eqgs. (33). Using these approximations we can write

the contribution from o and oser to the surface tension
as

Ueff=7r/ dZRP(ZR)/ dZr

[ee]

(o(Zr + Z7)®(ZT; pind) — pPBR(ZT; PB)),

(35)

(36)
Oself = / dZP(Z)[¢self(pself) - ¢self(PB )]>

oo

where

oo

®(Z7; pind) = / dT' T ¢eq(T'; pind) lgns(T pB) — 1].

2|
(37)

In approximation A the self-screening term does not
contribute to the surface tension and the calculation of
Oefr is the same as in HW and CFN.8° In approxima-
tion B the exact evaluation of term (36) was difficult.®°
In order to make things simpler, HW and CFN ex-
panded ¢inq(R,R’) around either pg or pg/2 retaining
only the lowest-order terms. We have evaluated o.gq by
parametrizing the function ®(z, p). In this parametriza-
tion the range of the variable z is split in sectors in which
the function ®(z, p) is fitted to a polynomial. Note that
the size of the sectors and the degree of the polynomials
in each sector could be different. Finally the dependence
with the density of each coefficient is fitted to another
polynomial in density. In that way we obtain

@(z,p) = > H(z— z)H(ziq1 — 2)
i=1

Jm(7) Ka(i,j)

X Z(z—zi)j Z Al ",
j=0 k=0

where the values of z; are the extrema of each sector and
H is the Heaviside function. With this parametrization
and using a parametrized ionic profile, it is possible to
evaluate some integrals analytically.

(38)

IV. NUMERICAL RESULTS AND DISCUSSION.

The values of the bulk parameters used in this work
are given in Table I. The radius for the pseudopoten-
tial empty cores is taken from Cohen and Heine,?? al-
though for the Cs we have used a different one, fitted
to obtain a hard-sphere packing fraction close to 0.45.
The static bulk electronic response function employed is

TABLE I. Values of the experimental electron density
(nB), pseudopotential core radius (rc), and hard-sphere diam-
eter (dns) used in this work for several metals at the melting
temperature (7).

Metal T(K) np (a.u) re (a.u.) dns (a.u)
Cs 301 1.23x103 2.62 8.81
K 337 1.89%1073 2.12 7.51
Na 371 3.59%107° 1.70 6.12
Mg 924 11.67x1073 1.39 5.39
Al 933 23.61%107° 1.12 4.85

that proposed by Geldart and Vosko,?” which verifies the
compressibility sum rule when using our exchange and
correlation energy density. For the bulk radial hard-
sphere distribution function we use the Percus-Yevick
approximation.?28 The hard-sphere diameter has been
determined by minimizing the bulk Helmholtz free en-
ergy when the density equals the experimental density.

Once the bulk parameters are fixed, the ionic profile
is the only quantity to be determined by the minimum
condition of the total surface tension:

0 = Ohs + Tjell + Teft + Tselr, (39)

since the electronic profile is obtained, for each ionic pro-
file, by minimizing oje;. In this work we do not need to
parametrize the electronic density because the conjugate
gradient method used in the minimization of gje; gives
the exact (numerical) solution for the electronic profile.

Before presenting the results obtained for nonmono-
tonic lonic density profiles, we check the theory developed
in this work by using exponential profiles, since it is the
parametrization commonly used for previous theories. In
this case, we calculate the surface tension selecting a den-
sity profile of the form

pB[l — 3 exp(z/M)],z < 0

p(z) = (40)

£ exp(~z/M),
where we have set the density of vapor equal to zero.
The results are given in Table II. Note that the results
using CFN are different to those presented in the origi-
nal article because there they used the Madelung energy
misprinted in the original article by Jones.2® We have
corrected that and have recalculated the CFN (hereafter
C-CFN) values for the surface tension o, as given in the
Table II. The main differences with respect to the origi-
nal CFN results are small changes in the surface tension
and, more importantly, the ionic profile in approxima-
tion B is now a step function instead of the narrow pro-
file obtained previously. In addition, we have calculated,
with the C-CFN theory, the temperature derivative of the
surface tension (9o /9T)p using the experimental values
of the coefficient of thermal expansion. The results ob-
tained, which are presented in Table III, agree reasonably
with the experimental values. For alkali metals our val-
ues are similar to those obtained by Hasegawa!3 using
an OCP as the reference system for the ionic component,

z22>0,
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TABLE II. Calculated surface tension o and its components parts (all is in units of ergcm™2) using an exponential profile.
The table includes the ionic profile parameter M. A and B refer to the approximation schemes described in the text. The
experimental results were taken from Allen. ** means that the minimization procedure does not converge.

Metal Approx. M Ojell Ohs Oeff Oself o o® M? o® oexPt

A 0.206 =27 —-15.5 127.2 0.0 84.7 54 0.59 74.83

Cs 70
B 0.118 —26 —15.2 117.2 19.7 95.7 68
A 0.334 —40.9 —-20.9 171 0.0 110 87 0.493 107.7

K 115
B 0.127 —34.4 -19.7 153 28.6 128 104
A 0.565 —170 —44.6 380 0.0 165.8 138 0.568 165.8

Na 191
B 0.119 —114.3 —38 310.6 57 215 170 0.003 204.2
A 0.196 —1487 —170 2028 0.0 371 153 * ¥ * ¥

Mg 559
B 0.057 —1519 —163 1870 547.8 735 456 0.004 655.7
A 0.801 —7374 —273 7795 0.0 147 15 * k * ¥

Al 1050
B 0.0 —4348 —188 4293 1745 1502 960 0.0 1366.8

*Reference 8.
PReference 9 (corrected).

but our results show an improvement over his for polyva-
lent metals. This result shows that use of the hard-sphere
fluid as ionic reference system gives a good description of
(00/0T)p.

We now will discuss approximation A for the present
theory. Contrary to previous theories, except the C-
CFN, the predicted ion density is not a step function.
In any case the width of the surface region is very small.
The surface tensions for all metals are smaller than the
experimental values, the difference being bigger for the
polyvalent metals. If we compare these results with the
C-CFN, we must emphasize that for polyvalent metals

TABLE III. Temperature derivative of the surface tension
(do/dT),, calculated using C-CFN (ergcm™2K™!). The ex-
perimental results were taken from Allen.

Metal (do/dT), (do/dT),* (do/dT)SP*
Cs —0.05 —0.055 —0.06
K —0.05 —0.067 —0.08
Na —0.09 —0.114 —-0.09
Mg —0.33 —0.257 —0.35
Al —0.27 —0.35

2Reference 8.

C-CFN yields negative values for the surface tension and
the minimization procedure does not converge. The rea-
son 1s that the minimization procedure is very sensitive
to including the first-order perturbation term in the elec-
tronic reference system. In the C-CFN case the gradient
expansion used for T'[n] does not give enough accuracy
to avoid the aforementioned misbehavior. On the other
hand, HW used the same gradient expansion, always ob-
taining a solution, since they use another electronic ref-
erence system. In this case the procedure is less sensitive
to the approximation used in T'[n]. We get a narrow pro-
file instead of the step function obtained by HW 2 due to
the different approximation used for the Fys. As noted
by CFN,° the value of the surface tension show little sen-
sitivity to the approximation for Fjs, but an accurate
determination of the ionic profile requires a very good
description for Fjg.

Approximation B predicts a small profile width for the
alkali metals, whereas the ionic profile is almost a step
function for the polyvalent metals. The surface tension
for all metals are in better agreement with the experi-
mental values than those obtained with approximation A.
The changes due to the improvement on the calculation
of ®(z, p) are smaller than we would expect; this could
be due to the exponential parametrization of the ionic
profile. Figures 1(a) and 2(a) show the ionic and elec-
tronic profiles, within approximation B, for the sodium
and aluminum, respectively.

From now on we will only use approximation B, since
it gives much better values for the surface tension than
approximation A. The first parametrized profile that we
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have chosen for the study of oscillations near the liquid-
metallic surface is given by

pB[l — Bexp(z/My)cos(Bz)], 2<0
p(z) = (41)
pB(1 — B)exp(—z/Ms), z>0.

The two parameters are fixed by the requirements that
0p(z)/0z be continuous at z=0 and that the Gibbs di-
viding surface must be located at z=0. We have chosen
this parametrization because it is the same one used by
Hasegawa!3 in the study of the liquid-metal surface us-
ing OCP as an ionic reference system. The results for
the surface tension are shown in Table IV. For all simple
metals, except cesium, our results for the surface tension
are in a good agreement with experiment. It is worth-
while to remark that the surface tension slightly decreases
with respect to the values obtained with the exponential

~ ( a ) Exponential

@
- ( b ) Cosine
~N
iy
N
—
c
( ¢ ) Gaussian
0+ . T T r :
2 3 -2 ) 0 1
VA /dhs

FIG. 1. Results of variational calculations in our theory

for the surface density profiles of the sodium; full line is ionic
profile and dashed line is the electronic profile. (a) Expo-
nential parametrization, (b) cosine parametrization, and (c)
Gaussian parametrizaton.

profile. If we compare with Hasegawa’s results,!3 we sec
that the results are similar for the alkali metals, but in
the case of polyvalent metals our theory is better, since
his theory is only applicable to magnesium and the value
obtained is much higher than experimental value.

Figures 1(b) and 2(b) show our results for the density
profiles for sodium and aluminum using the ionic profile
parametrization given by (41). For both metals we ob-
tain profiles with quite pronounced oscillations, and the
height of the first peak for the sodium is slightly larger
than the Hasegawa,13 results. On the other hand, the
height of the first peak for aluminum is larger than that
for sodium. This is an amazing result. We think it is
due to the pathologic parametrization (41) of the ionic
profile. This parametrization only has two free parame-
ters, having linked all the different parameters, and so it
is not very flexible. We think that is the reason for the
small changes in the surface tension values with respect
to those obtained with the exponential profile.

In order to check if this conjecture is correct, we have
tried another ionic profile parametrization:

g

Al

( a ) Exponential

( b ) Cosine

n(z)/ng

( ¢ ) Gaussian

FIG. 2. Same as Fig. 1 for aluminum.
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TABLE IV. Calculated surface tension o and its components parts within of the approximation B and using a nomonotonic
ionic profile. Cosine and Gaussian refer to the parametrization (41) and (42), respectively, described in the text (all units are

ergcm~?).
Metal Profile Gjell Ohs Oefi Oself s o o°xPt
Cosine —-15.4 —-14.3 105 18 93.7 69
Cs 70
Gaussian 228 32 —182 —20 57.4
Cosine -15.1 —18.7 138.3 22 126.8 111
K 115
Gaussian 616.7 99 —-594.5 —66 55.25
Cosine —57.82 -33.9 249.3 46.4 203.9 215
Na 191
Gaussian 756.9 104.6 —685.6 —65.8 110
Cosine —874.4 —138.3 1306.4 400.6 689.2 873
Mg 559
Gaussian —-901.7 —2.2 —556.7 114.6 457
Cosine —2455.6 —154.7 2473 1339 1202
Al 1050
Gaussian —4476 —191 4150 1658 1147

2Reference 13.

(pB{l — Cexp(z/M)

2
— A
+A1exp[<z y) 2) }}, z2<0
3

po{ Conpicepan

2
+A, exp 2= Az , z2>0.
\ Az

One of the five parameters is eliminated by the require-
ment that the Gibbs dividing surface must be located at
z=0. The present parametrization has four free param-
eters. In Table IV we show that the surface tension for
the alkali metals is reduced by a half, so the comparison
with the experimental values is much poorer than the
results obtained with both previous parametrizations of
the profile. Surprisingly the value for aluminum is very
good and has changed little compared with the previous
parametrizations. We can understand better the behav-
ior of the values of the surface tension by observing the
density profiles obtained with the last parametrization
for sodium and aluminium. They are shown in Figs. 1(c)
and 2(c), respectively. The height of the first peak of
the ionic density for sodium increases substantially, ris-

plz) = (42)

ing to 1.7 times its bulk value. On the other hand, for
aluminum the height of this peak is very small, and the
shape of the ionic profile is similar to an exponential one.

We have tried to analyze the origin of this increase in
the height of the first peak. In the first place we thought
it was due to our neglect of the repulsive interaction be-
tween core electrons in pseudopotential theory. We have
included the repulsive interaction via a Born-Mayer core-
core potential,3® and we found the results to be qualita-
tively unchanged.

Another reason for the increase in the height of the
first peak could be the approximation (32) to the nonho-
mogeneous hard-sphere distribution function. In order to
study the sensitivity of our model to this approximation
we have tried other approximations for ghs(R, R’):

rs(R RY) = gne <IR- R ”(—R)—“;L(R—)> (43)

or, following Evans,3

ghs(R, R) = 3 {gns[[R—R'[; p(R)]+gns [[R~R'[; p(R")]}.
(44)
The results obtained with both improvements do not sig-

nificantly change the calculated surface tensions and ionic
profiles.
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V. CONCLUSIONS

We have presented a theory for the surface tension of
simple metals based on a perturbation expansion up to
second order in the electron-ion pseudopotential. We
have modified the CFN theory® in order to obtain a
model that better describes the ionic and electronic pro-
file oscillations. The hard-sphere fluid has been used
as a reference system for the ions, and it has been
shown that with this reference system and an exponential
parametrized profile values for (0o /0T )p close to exper-
iment have been obtained.

The surface tension, in approximation B, is in good
agreement with the experimental values if we constrain
the minimization procedure to exponential or Eq. (41)
parametrizations of the ionic profile. If we improve the
minimization of the free energy, choosing a more flexible
parametrization for the ionic profile [Eq. (42)], we find ac-
ceptable surface-tension values for polyvalent metals, but
for alkali metals the results are worse, since the surface
tension is halved. When we consider the ionic profile ob-
tain with this parametrization, we can see that this drop
in the surface tension is due to a large increase in the
height of the first peak of the ionic density. That means
that it is necessary to improve our free-energy functional.

At this moment we think that it is necessary to im-
prove the description of the surface screening and to try
to approximate the inhomogeneous electronic response
function, instead of ¢inq. When approximating ¢;,q we
have chosen the electronic response function of a homo-
geneous system, with a density pinga. This means we con-
sider each ion surrounded with a homogeneous electron
gas of density ping. This approximation increases the real
screening between ions and makes the effective pair in-
teraction less repulsive; so the height of the first peak is

increased. In order to correct this problem it is necessary
to make an approximation to the function ¢(r,r’), which
includes information coming from the region outside of
the surface, where there are no electrons. This shortage
of electrons will decrease the screening between ions and
will make the interaction more repulsive, smoothing the
first surface peak.

Up to now, it was believed that very accurate values of
the response function of the inhomogeneous electron gas
were required for the calculation of the surface tension
of polyvalent metals (Foiles and Ashcroft!?), whereas it
was much less important for the alkali metals. The main
conclusion of the present work is that the stability of
the liquid-vapor surface for monovalent metals could be
very sensitive to the values of ¢(r,r’). In contrast, the
polyvalent metals seem, in this respect, to be less affected
by the approximations done on that function.

We are working in the implementation of an approx-
imate inhomogeneous electron-response function similar
to that used by Dobson and Rose3! for the calculation
of solid-surface properties. We hope this will prevent
the exaggerated growth of the first peak for monovalent
metals. We are also developing a conjugated gradient
method similar to the one used in the electron reference
system for minimizing the surface tension, without using
any parametrized ionic profile.
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