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We extend Abelian and non-Abelian bosonization formulas found in a previous paper, in combination
with coherent-state methods, to present a systematic derivation of the slave-fermion, slave-boson, and
semion representations of the two-dimensional ¢-J model in path-integral form. The slave-fermion and
slave-boson representations are shown to arise from two different gauge fixing constraints introduced in
the path-integral representation of the bosonized ¢-J model. For each representation we discuss the ap-
proximations leading to a mean-field theory. In the mean-field theory based on the semion representa-

tion, the holons are shown to be “Dirac semions.”

I. INTRODUCTION

The cuprate oxides which led to the discovery of high-
T, superconductivity! have one structural characteristic
which appears to play a key role in the phenomenon of
superconductivity: the CuO, planes. It is widely argued
that the two-dimensional ¢-J model captures the essential
low-energy physics of such planes. Let us briefly review
the main ideas (see Ref. 2 for details).

In the undoped materials, the formal Cu valence is 2+
and the O valence is 2—; i.e., there is a hole in the cupper
3d shell, and the 2p shell of the oxygen is completely
filled. The hole primarily occupies the highest-energy
3d_,_, orbital, where a strong on-site Coulomb repul-
sion inhibits the presence of two electrons. The spin-+
moments on the Cu sites are antiferromagnetically or-
dered at low temperature (see Fig. 1).

Superconductivity appears when the materials are
doped in such a way that the formal valence of the
cupper ions is raised to Cu?’*®*, §=~0.2. Because of hy-
bridization between the 3dx2_y2 cupper orbitals and the
2p,,2p, orbitals of the oxygen, it appears favorable for
the holes introduced by doping to go into a combination
of the O orbitals with the same symmetry of the central
3dx2_y2 orbital of the cupper ion and, furthermore, to
form a spin singlet with the spin moment of the cupper.’
A singlet of this sort in one CuO, has a sizable overlap
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with a neighboring CuO,, since there is one O site in
common (see Fig. 2). Therefore it has a relevant nearest-
neighbor hopping term. The Hamiltonian of the z-J
model describes the motion of this charged spin singlet in
a background of antiferromagnetically ordered spin-J
moments and can be written as

H, ;=P |3 E—tﬂa ja

(ij) a

+JS;'S; | Pg , (1.1

where the sum over i runs over Cu sites, the sum over «a
runs over spin indices (spin up and spin down), and 1/1:-ra is
the creation operator for an electron in the 3dx2_y2 at site
i. Furthermore, P; is the Gutzwiller projection, elim-
inating double occupation, which is introduced to model
the strong on-site Coulomb repulsion. The second term
in (1.1) is the (antiferromagnetic) Heisenberg term, where

(1.2)

S, =3y,
a,B

g
2 a3¢15
(a summation over repeated spin indices will be under-
stood from now on and sums over spin indices frequently
omitted).

Anderson*’ suggested that the low-energy excitations
of the t-J model, at low doping, are not holes (corre-
sponding to the absence of electrons in the dxz‘yz orbital

at some site), carrying charge 1 and spin }, but holons,

Cu - orbitals

FIG. 1. 3dx2_y2 Cu orbitals and the 2p,,2p,

O - orbitals O orbitals in CuO, planes. The spin-% mo-
ments of the Cu sites and of a hole introduced
by doping are indicated. The dashed lines in-
dicate hybridization.

6535 ©1992 The American Physical Society



6536

X % X3

b(w)

oL (b(w))

FIG. 2. Heavy lines describe the set of paths @ for N=4;
L(b(w)) is obtained identifying the t =/3 and O planes.

charged and spinless, and spinons, carrying spin 1, but
neutral. To implement these ideas of spin-charge separa-
tion, one tries to use the following ansatz: One rewrites

the hole operator as

Yia=€ (Sia » (1.3)
where ¢; is a charged spinless fermion operator represent-
ing the holon and s;, is a spin-; boson operator,
representing the spinon. These operators must obey the
constraint

Ej@i-{’-s,—ls,a:l . (1.4)

The heuristic idea underlying (1.4) goes as follows: At
each site, either there is no d electron (¢ f'e‘i =1) or there
is a spin up (s;'Ts,-T= 1) or there is a spin down (s,jris,-l =1).
This is the so-called slave-fermion approach.® Alternative-
ly, one tries to decompose

Via=€5 iq » (1.5)

where e; is a hard-core boson operator [e,-2=(ei+)2=O],
representing the holon, 3;, is a spin-1 neutral fermion
operator, representing the spinon, and the constraint

ele,+35! 5, =1 (1.6)
is imposed. This is the slave-boson approach.>’

If one converts these ideas into path-integral language,
one observes a mismatch of degrees of freedom: The hole
(or electron) and spinon would be described by fields with
four degrees of freedom, the holon by fields with two de-
grees of freedom, and the constraint eliminates only one
degree of freedom. The heuristic idea to get rid of this
mismatch is the following: Let us use capital letters to
denote fields used in path integral and lowercase letters to
denote the corresponding field operators. In the decom-
positions analogous to (1.3) and (1.5),

E*S
E

I

ia »

l1’[&
P
Wia i Sia ’
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there is an underlying gauge symmetry:

~ 0. ~ ie,
1 1
E,—e 'E;, S;,—e 'Siy,

: . (1.8)

E,-—+ele"E,- , giaﬂeleigia .
In two dimensions an Abelian gauge field has only one
degree of freedom. Therefore one can introduce a gauge
field, the “RVB-gauge field,”®° coupled to holon and spi-
non fields, and consider as physical only gauge-invariant
quantities. This procedure should eliminate the unwant-
ed degrees of freedom.

In this paper we show how to implement these ideas in
an exact form (i.e., without approximations) in the ¢-J
model, and we prove that the slave-fermion and slave-
boson approaches are related to each other by changing
the gauge fixing of the gauge invariance described above.
The main tool we use is the Abelian bosonization formula
which permits us to rewrite the #-J model as a model of
bosons, satisfying hard-core conditions, which are cou-
pled to a statistical U(1)-gauge field with Chern-Simons
action.'®!! Introducing a suitable decomposition of the
boson field and using a variant of the Holstein-Primakoff
transformation'? for path integrals of hard-core bosons,
we are able to explicitly exhibit holon and spinon fields
with the desired statistics.

Laughlin”"4 has advocated the idea that, at least in
certain phases, holons and spinons are neither bosons nor
fermions, but semions, i.e., particles that, under ex-
change, acquire e*"’? phase factors. Excitations in
two-dimensional systems whose statistics is described by
phase factors e *2™ 9 Z/2, are called anyons'” and can-
not be created by local-field operators (see Ref. 11 for a
simple discussion of this point). The best localization one
can hope to achieve is to localize anyon-field operators on
strings reaching out to infinity in fixed-time planes.
Therefore, in this situation, one cannot have a local
decomposition of the hole operator, as (1.3) or (1.5).
However, in this paper we show that one can construct
holon-field [e(y;)] and spinon-field [s,(v;)] operators lo-
calized on strings, y;, where i denotes the starting site of
the string, such that, in a somewhat formal sense,

b= (ysav)) (1.9)

and the fields &(y,;),s(y;) obey semion statistics, i.e., are
anyon-field operators with statistics parameter 6=t
The main tool is a non-Abelian bosonization formula''
converting the t-J model into a system of hard-core bo-
sons coupled to a U(1) and an SU(2) statistical gauge field
with Chern-Simons actions.

One possible factorization of the boson field is ex-
pressed as a product of a charged boson field, only cou-
pled to the U(1)-statistical-gauge field, and a neutral bo-
son field carrying spin 4, coupled to the SU(2)-statistical-
gauge field. In the non-Abelian bosonization formula, the
coefficients of the Chern-Simons action must be chosen
precisely in such a way that the corresponding string-
localized, gauge-invariant fields are semions describing
the holon and spinon, respectively. This semion picture
turns out to be especially adequate to discuss mean-field
theory in the “generalized flux phase,” as suggested by
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Laughlin.!* The holons turn out to be “Dirac” semions
(see Sec. VI).

We end this Introduction with an outline of the con-
tents of our paper. In Sec. II, we review some basic no-
tions in the quantum-statistical mechanics of systems of
nonrelativistic, charged fermions and bosons. In particu-
lar, we recall the Feynman-Kac formula expressing the
partition function in terms of Brownian paths.

In Sec. III we first present the bosonization formulas of
two-dimensional partition functions. Then we briefly
consider their extension to correlation functions. Finally,
we discuss the modifications needed to adapt bosoniza-
tion to lattice-field theories, including ones equivalent to
the ¢-J model. The basic idea!! underlying bosonization
in two dimensions is to rewrite the minus signs in the
Feynman-Kac representation of the partition function of
a fermion system, reflecting the Fermi statistics of the
particles, as the expectation values of Wilson loops
(traces of path-ordered exponentials of a gauge field along
loops) in topological Chern-Simons theory, with the loops
identified as the imaginary-time world lines of the parti-
cles.

In Sec. IV we present two different choices of coherent
states for hard-core bosons, leading to a path-integral
representation of hard-core-boson theories which are re-
lated to each other by some kind of path-integral version
of the Holstein-Primakoff transformation.

In Sec. V we combine the results of Secs. III and IV to
show how one can derive a path-integral formulation of
the slave-fermion and slave-boson representations for the
t-J model, using Abelian bosonization formulas.

In Sec. VI we reexpress the ¢-J model as a system of in-
teracting semions, using non-Abelian bosonization for-
mulas.

II. SOME PRELIMINARIES

In this section we recall some basic notions required in
Abelian and non-Abelian bosonization of two-
dimensional fermion systems. Our bosonization formulas
work for general systems of fermions with an arbitrary
half-integer spin interacting via instantaneous, spin-

Z(N,Bled)=3

TEZ N

Xexp

—1 for fermions ,

€= 141 for bosons ,

(2.5)
a; are the spin indices, and periodic boundary conditions
(BC’s) in the time direction are imposed. According to a

standard convention in Euclidean field theory, we work
with an imaginary scalar potential; i.e., in (2.4) we have
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independent two-body potentials and in an external elec-
tromagnetic field. In non-Abelian bosonization, however,
one must assume that Zeeman (and spin-orbit) terms are
absent. For a complete treatment of non-Abelian bosoni-
zation, we refer the reader to Ref. 11. In the next section
we briefly review the main ideas, discussing first spin-1
fermions in the continuum, where our formulas take a fa-
miliar form. Then we indicate the modification necessary
to discuss fermions on a (spatial) lattice.

We consider a system of identical, nonrelativistic,
spin-1 quantum-mechanical particles of mass m and
charge e, moving in the plane R2, with the Hamiltonian

N
- 1 R
H(N)(eA)_]gl 2m (ViJA(xj)) +edy(x;)
+ ¥ ulx;—x;), (2.1)

1Si<j<N

where (A, 4,) is the electromagnetic-gauge potential,
V.oa=V—ie A (2.2)

is the covariant derivative, and u is a two-body potential.
We use units where #i=c =1. The partition function at
temperature 7 is defined by

Z(N,BleA)=Tr, (e P M) 2.3)

where B=1/kT, k is the Boltzmann constant and Trﬂ( »

denotes the trace over the N-particle Hilbert space #Y),
containing symmetric wave functions if the particles are
bosons and antisymmetric wave functions if the particles
are fermions. One can express the partition function (2.3)
in terms of Wiener integrals over Brownian paths, as ex-
pressed in the Feynman-Kac formula. Let w(-) denote a
(Brownian) path in R?, let =, be the group of permuta-
tions of N objects, and for 7EXy, let o(7) denote the
signature of m, i.e., the number of exchanges in 7 mod 2.
In a somewhat imprecise, but suggestive notation, the
Feynman-Kac formula is the identity

N
w(b=xﬁﬁj_l
oBdt %zd)}(t)+ > u(wi(t)—coj(t))l ’
j i<j

> | [ 4o (ndal+ Aola,(1))dt | ’[j[zsaj%, 2.4)

—
replaced 4, by i4,. To simplify the notation, given a
potential (A, 4,), we define a one-form by

2
A= Ajdx'+ Aydt ,
=1

and for a path » in R?>X[0,8], we set
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[ 4= [(4,do'+ 4qdr) . @7

For later purposes one needs a generalization of (2.4).
Consider a U(1)-gauge field B and an SU(2)-gauge field
V=V¢%?*/2 acting on spin space. Define the Hamiltoni-
an H™(ed+B,V) as the Hamiltonian obtained from

(2.1) by substituting
eA—eA+B+V . (2.8)

Then we have a Feynman-Kac formula similar to (2.4),
but where we need to take a path-ordered exponential of
the non-Abelian gauge field:

Z(NBled+B,V)= 3 & 3 [dx dxy[_ _ [[De,
TEZy ap, .. ay mj(ﬁ)=xmjj)j=1
xexp | — [Pat | 32630+ 3 ulw(D—a;(D)
exp . 2 @] g.u o, ay
J 1<J
X [Texp ifm/_(eA+B)]H Pexp ifmjVHajaM. 2.9)

In (2.9), P(-) denotes path ordering, which amounts to
the usual time ordering T'(-) when ‘“time” is identified
with a parameter parametrizing the path. [Our general
formula (2.9) fails if a Zeeman term is present; see Ref.
11.]

The paths w;(-) in (2.4) or (2.9) can be thought of as
(virtual) trajectories of the quantum-mechanical particles.

Remark 2.1. A mathematically correct version of (2.4)
or (2.9) involves interpreting the formal expression

_m b2
const X fw(0)=x Dw exp > fo dto “(t) (2.10a)
w(B)=y
as the Wiener measure d Wf;,'"(w), defined in terms of the

heat kernel through
(eB2m)(x,y)= [dWE" ()

(2.10b)

and confining the system to a bounded region A € R%.
Given the partition function Z(N,BleA), the grand-
canonical partition function with chemical potential y is
defined by
— © PN
:(B,u|eA)=N§O Yz Z(N,Bled) .

2.11)

In the formalism of second quantization, one describes
the degrees of freedom of spin-1 particles by two-
component field operators

Y(x)={Y(x),a=1,2},

transforming under the spin-1 representation of SU(2)
and satisfying the equal-time (anti-) commutation rela-
tions

(Yol X),¥a(y) ]2 =0=[YL(x), ¥(¥)]s ,
[Po(X), PHy) ] =8(x—y)8,p -

(2.12)

In (2.12) the dagger denotes the adjoint in the Fock space

<]

P 7{(1\’)
70 4

N=

HH)=

and + or — are chosen for fermions or bosons, respec-

J

tively. The Hamiltonian of the system in this formalism
is

H(,¢'ed)

= [dx [zp;(x)

(Voa)—pted, |¢a(x)

2m

+fd2y ¢Z(x)¢;(y)u(x—y)tpﬁ(y)t!}a(x)} )

(2.13)
The grand-canonical partition function is given by

E(Bptled)=Try (e PHGVlea)) 2.14)

Using coherent states for bosons or fermions, one can
convert = into a path integral over complex or
Grassmann (anticommuting) fields WY={V¥ (x,7),«a
=1,2}, respectively. For fixed x,t,a, these fields are
standard c-number variables for bosons and Grassmann
anticommuting variables for fermions.'®

In terms of these fields, one can rewrite the grand-
partition function as

EBuled)= [ DU DW* e STV e (2.15)
where
SO ed)= [Par wiix,0) 2w (x,0)
0 ot
+ [lat H 0, ¥m,e ), 216

where H(W*(t),W¥(t),eA(t)) denotes the functional ob-
tained from (2.13) by replacing ¥(x) by W(x,¢) and wT(x)
by W*(x,t). In (2.15) we impose antiperiodic (periodic)
B.C.’s in time on the ¥, ¥* fields for fermions (bosons).

III. BOSONIZATION
IN TWO-DIMENSIONAL SYSTEMS

Here we present the basic idea underlying bosonization
in two-dimensional nonrelativistic systems. We have seen
that, in the Feynman-Kac representation of the partition
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function, the only difference between fermions and bo-
sons is found in the factor £°‘™, where e= + 1 for bosons
and e= —1 for fermions. We therefore unfold the prob-
lem of bosonization from this starting point, and we first
take a closer look at the Feynman-Kac formulas (2.4) and
2.9).

It follows from (2.4) and (2.9) that the effect of coupling
our system of particles to gauge fields, such as e4 + B, or
V, is simply to multiply the original formula by phase fac-
tors of the form exp(ifweA +B)or [P exp(ime)]aﬂ. In
gauge-theory jargon these (path-ordered) exponentials are
called Wilson lines. Let us consider the collection of
paths 0={w;,j=1, ... ,N} in (2.4) and (2.9): They start
at the points {x;,...,Xy} and end in the points
{Xz1)p - -->»Xxn} and are always directed forward in
(imaginary) time. In two space dimensions, these paths
form what is called a geometric braid, denoted by
b=b(w), provided they do not intersect each other (see
Fig. 2). We denote by w(b) the permutation 7 corre-
sponding to the braid b. In two space dimensions, the set
of “world lines” {(t,;(1)}Y-,, with »,(0)7w;(0), for
i#j, which have nontrivial intersections, has zero mea-
sure with respect to the Wiener measure

const X [JDw;exp —Z%IOﬁdt a')?(t)] .
i J

Intersections of distinct world lines can therefore be

neglected.
J

Z(N,BleA)=< > fdle---dsz fm(0)=x [1D0;
j i

TEZ )y

Xexp {— foﬁdt

"’j(B):xmj)

i<j

The sign (—1)°™) has disappeared from the right-hand
side of the Feynman-Kac formula (3.4), and a comparison
with (2.9) shows that the right-hand side of (3.4) is the
partition function of a system of N bosons coupled to
gauge fields e4 +B and V.

Expressed in terms of path integrals over fields, this
means that if ®={®(x,7),a=1,2} are complex fields
and V= {V¥,(x,t),a=1,2} are Grassmann fields, then the
grand canonical partition function is given by

E(B,uleA )=f1)\p1)\y* e~ S¥* Wen)
=<fi)d>§0d>*e“5(¢’¢*.eA+B,V)> (3.5

To get an idea how an expectation value satisfying (3.3) is
found, we remark that such an expectation value clearly
remains unchanged if we locally deform the link without
changing its topology; i.e., it provides topological invari-
ants. As Witten showed in Ref. 17, expectation values of
Wilson loops in (topological) Chern-Simons theories are
topological invariants. For the U(1)-gauge field B and
SU(2)-gauge field V, the Chern-Simons actions are given

ZL;—wf(t)+ > ulw;(t)—w;(1)
j
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Because of periodic boundary conditions in time, the O
and f planes are identified, and a braid b(w) is actually
closed to a link L(b(w)), i.e., to a union of disjoint
oriented loops (see Fig. 2). For a set of paths @, the Wil-
son lines in (2.9), summed over spin indices, are given by

2|L(b(g))|CXp [i f.[(b( ) ed +B]
)

xtr [P *p [if.[(b(m))V] ] ’

where |.£| denotes the number of disconnected com-
ponents of .L, and the trace (tr) is normalized and taken
over each component of the link. In gauge-theory jargon,
the traces of path-ordered exponentials appearing in (3.1)
are called Wilson loops.

To simplify our notation, we define

if B|=wiiB),

(3.1

exp

(3.2)
TrP exp

if v]=wuiv).

Suppose we can find a measure on configurations of the

fields B and V, whose expectation value we denote by

{(+)), such that
(W(LB)BYW(LD)V))=(—1)7"ED (3.3)

Then we can rewrite the partition function for two-
dimensional fermions as

i e | P LGB LGP
L(b(w))

]exp

(3.4)

[

by
1 v
Ses(B)=7— [¢,.,B "B,
(3.6)

1 v v
ScsV=7= [ eu, THVHVP+2VHVVP) .
The expectation values of Wilson loops are defined by

"B Py r17)

—kScs(2) ’

f DZe
f DZe

(W(L]Z))k= (3.7)

where Z =B, V, G=U(1),SU(2), respectively, and k is an
arbitrary real number for B and an integer for V.

Remark 3.1. In order to give an unambiguous meaning
to (3.7), one must choose a “framing” of .L.!” For further
details, we refer to Ref. 11.

The key formulas are

(W(L(b)|B))l/(21+1)=(_1)0(17'(!7)) , (3.8)
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(W(L(b)|B)W(.£(b)|V))%J/((lz)ls )2)( ! Inserting (3.7) and (3.8) (with ¥'=0) in (3.4), one ob-
1 tains the Abelian bosonization formula discussed in Ref.
=(W(LD)BNHE U W(LD)IV))Y),  10. Equations (3.7) and (3.9), inserted in (3.4), yield the
B ola(b)) non-Abelian bosonization formulas of Ref. 11.
=(—1 ’ (3.9) To summarize, Eq. (3.5) combines the following two bo-
for [=0,1,2,.... sonization formulas:

fi)\PfD\I/* e —S(¥*,w,ed)
[ DB [ D DO* exp(—(S(®,®*,eA+B)+[1/(21 +1)]Scs(B)})
[ DB exp{—[1/(21 +1)]S¢s(B)}

[DBDV [ DO DO*exp(—(S(®,0*,e4+B,V)+[2/(21 +1)]Scs(B)+(—1)Scs(M)})
[ DB @Vexp(—{[2/(21 +1)]Ss(B)+(—1)Scs(V)))

) (3.10)

for/=0,1,2,....

Remark 3.2. To be more precise, one must add in (3.10) a “neutralizing current at infinity” (see Ref. 11).

Next, we describe bosonization formulas for the correlation functions of fermions. (Proofs are sketched in the Ap-
pendix.)

Let ((-))Y denote an expectation value in the functional integral

EB,ulea)”! [DWDY* e —SHN¥ e 3.11)

where S is the Euclidean action defined in (2.16). The imaginary-time (Matsubara) Green functions are the expectation
values

(W) Wi (x,)Y,

where x; = (x;,X; ) and ‘I/’”E Y, Wk,
Let us deﬁne bosomc field varlables

®,(7,|B)=®,(x)exp [ify}(B] , @Xy,.|B)=®%(x)exp [—ith] ,

(I)a(‘yx|B,V)=exp

lfoB] [Pexp I

V} ]aﬁcpﬁ(x) , (3.12)

_ifoV”Banp _if?’xB] s

where 7, is a line in the plane at time x° starting at x and ending in the world line of the neutralizing current at infinity
(see remark 3.2). Let T'(-) indicate time ordering. Then, using the generalization of the Feynman-Kac formula dis-
cussed in the Appendix, a variant of the arguments yielding our bosonization formulas (3.4) and (3.10) can be used to es-
tablish the identities

<I>;(yx|B,V)=<I>§(x)[Pexp

(T(WE (xq) - W (x, W (py) - s (7)Y

_( ( T((I)* yx1| ) t q);n(‘yx"|B )¢5l(‘)/yl|B) tte ¢8n(7y"|B)))¢'B){j{(12)l+”

(3.13)
and, for spin-singlet correlation functions,
S (TS (xq) - W5 ()W (p) - W (9,0
o e,
= 3 ((T(®% (7, |B.V) - @ (v, |B,V)®, (7, |B,V)- - @, (v, [B,VI)*ENFALE, 3.14)

array,
where ((-))®Z [((-))®BY] is the expectation value corresponding to the Euclidean action S(®,®*,ed4+B)
[S(D,P*,ed+B,V)].

Sketches of the proofs of (3.13) and (3.14) are given in the Appendix.

Finally, we consider the modifications needed to bosonize two-dimensional lattice fermion models. Our formulas are
applicable to the two-dimensional ¢-J model, as discussed in Secs. V and VI.
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Lattice gauge fields are maps from links (nearest-neighbor pairs) {ij ) of the lattice to a gauge group G. In particular,
given a continuum U(1)-gauge field B and a continuum SU(2)-gauge field ¥, one can define corresponding U(1)- and
SU(2)-lattice-gauge fields by associating to a link {ij ) the variables

' B]EU 1), Pexp [i V]esuz . (3.15)
xp [lf(ij) iy xp lf(ij) 2)
With a slight abuse of language, a map
X:(ij)>X ;) EC (3.16)

is called a lattice-gauge field, too, in spite of the fact that the complex numbers C do not form a multiplicative group
(unless O is deleted). Let ®={®,(i),a=1,2} denote a two-component, complex lattice scalar field, defined as a map-
ping from the sites of the lattice, i, to C2. The lattice covariant derivative associated with the gauge fields X (ijy»
exp(if Gj yB), and Pexp( f Gj) V) is denoted by Vf{,,B,V and is defined by setting

(V5 y ®)aysy =X (i €XD [ifw)B] P exp [if(ij)V] }aﬁ¢jﬁ—¢ia.

With these conventions the following lattice Feynman-Kac formula holds. Let H{Y(X,B, V) be the Hamiltonian for a
system of N spin-1 particles on the lattice 72, given, in first quantized notation, by the equation

(3.17)

N
HMX,B, V)= 3 (VLD P+Bo(iN+Volidl+ 3 uljijm)» (3.18)
I=1 1SI<m<N
where / and n label the particles and each j; is an arbitrary lattice site. Then
_ (N)
Zd(N,ﬂlX,B, V)zTrﬂdm(e BH, (X,B,V))
N
=3 g3 b f o Hdl-‘ﬁ(a’l)
TEZy ap, ..., ay jireees in @ _ N =1
o) (BY=J )
. B
Xexp —2 f dtu(a),(t),w,,,(t)) H X(ij)(t(ij))
I<m =0 I i) ES(0)
X i | B|||P j 3.19
[exp [’fwz ” [ exp 1fle] ]a,a,ﬂ”' ( )

In (3.19), e=+1 for bosons and —1 for fermions; the
sum over a;, . . ., ay runs over the spin indices, the sums
over ji, ..., jy range over the sites of (a finite domain in)
the lattice, du(w;) is a (Poisson) measure on random
walks in the lattice Z2, parametrized by a continuous
time, replacing the Wiener measure

const X Dw exp

m B.,
- J o

used in the continuum, S(w) is the set of steps the path o
takes in the lattice Z%, and t(;;, is the random time at
which » makes the step from i to j.
Remark 3.4. More precisely, duB(co) is defined in
terms of the lattice heat kernel by
Vd2 e
e” )(z,J)—fw(O)ziduB(w) . (3.20
o(B)=j

For more details, see, e.g., Ref. 18.

Using (3.19), one can bosonize a system of lattice fer-
mions with the Hamiltonian H{¥(X) by following the ar-
guments given for continuum systems. One still uses
Chern-Simons gauge fields B,V in the continuum,
defining the associated lattice covariant derivatives

through (3.17). [For the U(1) theory, one can alternative-
ly use lattice-gauge fields as discussed in Ref. 18.] The
proof of the bosonization formulas will go through un-
changed, with an additional condition on the two-body
potential u: In the continuum models we used the fact
that the probability that two Brownian paths intersect at
a fixed time is zero in two dimension [see the comment
before Eq. (3.1)]. This is not true for random walks in Z2.
In order to be able to associate geometric braids with the
paths w;,...,wy in (3.21), we must assume that u con-
tain a hard-core term, so that random walks in (3.21) nev-
er intersect each other.

IV. COHERENT STATES FOR HARD-CORE BOSONS

It is well known that lattice systems of hard-core bo-
sons can equally well be described as spin-1 quantum spin
systems.'® Consider, for example, a Heisenberg model of
the following form: Let ¢;,4] be lattice boson-field
operators satisfying the canonical commutation relations

(6:,¢;1-=0=[¢L6]1_, [4:.6]1_=5, @.1
and define the Hamiltonian by
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H,=3(1,;4]¢,+H.c. >+zu,¢*¢ +zu,,¢*¢j¢,¢,,
ij

(4.2)

where i, are sites of the lattice and the two-body poten-
tial u satisfies the hard-core condition

u;=+o . (4.3)

The hard-core condition (4.3) reduces the Hilbert space
of the wave functions of the system to the subspace of
functions that vanish whenever two arguments comc1de
On each lattice site one can therefore replace ¢, ¢ by
Pauli matrices

oo
¢—=0 =11 ¢

(4.4)
¢T—-—>0'+: 8 (1)

with the convention that matrices on different sites com-
mute with each other. The hard-core constraint is au-

tomatically satisfied, since
=(o;)?=0. (4.5)

The substitution (4.4) converts the Hamiltonian H,
defined in (4.2) into the spin Hamiltonian

H=3(t;0f0; +H.c.)+Su,0; 0,
ij i

+2u,»jor,~+aj+oj_a,~_ . 4.6)
i#j

2d Imy ;d Rey;
=,

f\xj\SII]I

(xloFo x)=1-1Ix;1%,

Next, we use the trivial identity

- ) —B/N)
Trie P*#)= 1im Tr(e' P50V #=b,s;

—> 00

(xloForlx)=x;(1=1x; )"t (1= x, %)
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We want to express the partition function of the system
in terms of a path integral over fields. In order to reach
this goal, one has to introduce coherent states for bosons
for the system with Hamiltonian H, and coherent states
for spins if H; is considered. We briefly recall the
coherent-state formalism. Coherent states for lattice bo-
sons are labeled by a sequence of complex numbers
z={z;}, where j runs over the sites of the lattice. They
are deﬁned by

lz)=exp exp

Sz ]lo) , @.7
J

—%EIZ}-P
J

where |0) is the vacuum vector of the boson Fock space.
The following relations hold:!®

f[[dl—mZdRil Yzl=1, 4.8)

j 2mi

bilz)=zlz), (zl¢]=

Coherent states for spin-1 systems can be labeled by a se-
quence of complex numbers x={x;}, with I)(jI <1,
where j runs over the sites of the lattice, and are defined

by

z*(z| . 4.9)

Xj

|l)=H[(l—|Xj|2)l/2]exP |2)1/2 ; (100,

J

2
> 1=y,

(4.10)

where |0)3=®j((‘)) is the state with spin up on all sites.

The following relations hold:?°

(4.11)

W2 ki (4.12)

(4.13)

i.e., we divide the interval [0,8] into N intervals of length §=pB/N, with starting points at the times t,=n3,
0<n <N —1, and insert, at each time z,, the completeness relations (4.8) and (4.11) for # =b,s, respectively. Using a

16

standard procedure, ° one obtains that

Trte )= [ DO DP* e 52" (4.14)
where

S(P,0*)= f dt zcb* t)+2(t,-jcl>;"(t)<bj(t)+H.c.)+zyi<1>,-“(t)<l>f(t)+Euij<1>,»*(t)¢>}(t)<l>j(t)¢f(t) (4.15)

ij i i,j
and
—BH, _ * ,—S(x™) (4.16)
Tr(e © *)=[ DxDx*e : '
Ixl=<t

where
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S()(,x*)=foﬁdt z_x;m%xiuwg(r,jx;(z)[l—|xj(z)|2]‘/2 (01— x; (0?2 +H.c.)
i LJ

+2,u,(1_‘)(,(t)|2)+ 3u; (1= x: (01— x; (D)%)

i#*j

Since H, and H; describe the same system, the path in-
tegrals (4.14) and (4.16) are equal.

The field operators corresponding to ® and y are relat-
ed by a Holstein-Primakoff transformation

¢ =xI1—xIx)"?,

gl=01—xIx"”
and both ¢ and y satisfy the hard-core condition.

(4.18)

i

V. ABELIAN BOSONIZATION OF THE ¢-J MODEL

We now turn to the -J model. We shall apply Abelian
bosonization to the ¢-J model in order to show how one
can derive the slave-fermion and slave-boson formalism
from a clean path-integral treatment using the coherent
states of Sec. IV. We recall that the Hamiltonian of the
t-J model is given by

H=P; |—t3 (Y ¥, +H.c.

(ij)

+I3 |, “B¢,B

(ij)

+.u'2¢ta ia

¢'jy YB ’10]8 ‘

P; , (5.1)

where Pg; is the Gutzwiller projection, the operators

|

(4.17)

r

{47} are the electron operators, and u, the chemical po-
tential, is chosen such that, in the ground state,

(Yl )=1—-8, 0<8<<1, (5.2)

where 8 is a measure for the doping, with 8=0 corre-
sponding to undoped materials.

We rewrite the partition function of the model in a
form convenient to apply the lattice version of our boson-
ization formulas discussed at the end of Sec. III. The
Gutzwiller projection P; can be made superfluous by
adding to the Hamiltonian a hard-core exclusion poten-
tial

Suybial)sbisbia » (5.3)
L]
where
o, i#j
T o, i=j. (5.4)

Next, we apply a Hubbard-Stratonovich transformation
to rewrite the J term. We introduce an auxiliary complex
lattice-gauge field X ;) and rewrite the (grand-canonical)

partition function of the ?-J model at temperature
T=( Bk )— 21 9

EBp)= [ DX DX* DY DW* e ~SHX 4" | (55

where

_ B 2 . K2
S(X,X*,\I/,\P*)— fo dT lj(g)X(U)(T)X(U)(T)_’_;\yl*(f) aT \Pi(T)

(ij)

where

U(W* ()W (7)) =(u— 41)2\1/*(7)\11 () +2u T IS(T)Wp(T)W 1, (T)

with

o fori=j,
—J if i,j are nearest neighbors ,
0 otherwise ,

and W, ¥* are Grassmann fields.

W)W, (r)+H.c. ]+ U (r)¥(r) |, (5.6)

s (5.7

(5.8)

Using a lattice version of our Abelian bosonization formula (see end of Sec. III), applicable because of the hard-core
condition (5.4), one succeeds in bosonizing expressions (5.5) and (5.6). We obtain the identity
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1
E(B,,u)=<f;7)Xi)X*:D<I>1)<I>* e—S<X,X*,<1>,¢*,a>>
Ul(1)
1

=([DoDOr S0 0% (5.9)
u(1)
where ((-))bm has been defined in (3.7) (here we set k =1/2/ +1=1, i.e., [ =0), ®,P* are commuting fields, and

s<q>,q>*,3)=foﬁdfl2q>;(f) %-HBO(j,T) o1+ 3 [—torrexp [if(u)B(T)](Dj(T)*'H.C.]
j {ij) Y
EAFY : “fU(or (5.10)
7 |@rtrexp zf“j)B(T)](Dj(T)‘ U(®* (1)0(n) | . .

These formulas will help us understand how a separation of spin and charge might arise, i.e., how spinons and holons
might appear in this formalism.
Next, we make a polar decomposition of the C2-valued field ®:

q)ia(T):R[(T)Zia(T) , (5.11)
with
R(7):=[®}(1)®,,(7)]'?, (5.12)

where a summation over spin indices is understood and
ZX (T2, (T)=1. (5.13)
The field R is non-negative, and each Z;={Z,,}2_, is S* valued.
Since R =0, the field operator r corresponding to the Euclidean field variable R cannot satisfy standard commutation
relations. To avoid problems arising from this fact, we introduce a scalar lattice field © with values in [ —7, ), by in-
serting one of the following identities into (5.9):

(O.(r)—O.(r Zj*( )Z()
@ [ools| [ (@7 Ze el =y (5.14)
Lt ((ij)delij) |Zia(T)Zja(T)|
or
o Zx(nexp |i [ B(1)|Z;y(7)
® [opoI[s| I {7 %7 () —1|=1. (5.15)
Lr o |iyIE i) |Z2 (T)exp if“j)B(T) Z (7l
We define
i0 (1) _ —i0 (1)
H;(r)=R;(r)e 7, Z;(1)=Z;,(r)e 7/ (5.16)
and make the following change of variables:
R,0,Z2,Z}—H,H*3 3} .
The bosonized action for the ¢-J model then becomes
9
S(H,H*,E,E*,M,B)=foﬁdr [2 [Hj*(‘r) —E?—T—i—iBo(j,r) HJ(T)+H;(T)HJ(T)2;(T)EZJ~(T)
j

+3 H(1)3(r)2;(r)+H.c. ]

[—tHi*(T)exp
(ij)

ifw)B(T)

+%H,.*(T)Hi(r)Hj*(f)Hj(T)|27a(7)zja(r)lz

+ DM (D[ZH()E, (1) — 1]+ T(H*(1)H (7)) ] : (5.17)
j
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where M;(7) is a Lagrange multiplier enforcing the con-
straint

(T2 (T)=1, (5.18)
derived from (5.13), and
U(H*(1)H(7))=U(H*(1)H (1))
(5.19)

—ZInHj'(T)Hj(T) .
j

From (5.17) one derives that H gives rise to a field opera-
tor, h, satisfying canonical commutation relations. To
(5.17) one has to add the constraints

ShTZ (T

(a) " = (5.20)
Cijy:delij) |2ia(7')2ja(7’)|
or
>* ] B ‘
reXp tf(m (1) | Z4(7) _
(ijy1edij) |2k exp if“j)B('r) bINE ]
(5.21)
for all [, 7.

We note that the action (5.17), supplemented by the
constraint (a) of (5.20), is invariant under the U(1)-gauge
transformations

B, (x,7)—>B,(x,7)—3,A(x,7) , p=0,1,2,
H;(1)—>e""V7H (1) ,

3 (1)—=Z (1),

M;(1)—>M(7) .

(5.22)

S(E,E*,S,S*,M,B)

= fo"df b

J

+3 K l—tEj*(T)exp [if(

(ij)

i

+ M (TS (T)S; (1) +EX(T)E (1) — 1)+ U(1—E*(7)E(1))
J

and in U the hard-core condition must be omitted.
If we supplement (5.26) by the constraint (a),

SJ-“'I(T)Sia(T)
e e a1, (5.27)
(ijydelij) |Sja(T)S,-a(T)[

for all /€22 and 7€[0,8], then we can use the Abelian
bosonization formula in reverse order: By integrating out
the gauge field B, the complex (bosonic) field E is convert-
ed to a (fermionic) Grassmann field E. In order to elimi-
nate the unwanted term iB in (5.26), we first rewrite it as

Ej*(T)%Ej(T)"'iBo(j,T)( 1 ~Ej‘('r)Ej(7'))+Sj‘(7)%Sj('r)

J
* il
B |Enspms (e |+

This shows that the gauge field B couples to the complex
field H. The action (5.17) supplemented by the constraint
(b) [see (5.21)] is invariant under the U(1)-gauge transfor-
mations

B,(x,7)—B,(x,7)—9,A(x,T) ,
H](T)—>H](T) )
Eja(T)ﬁeiA(j’T)zja(T) ,

Mj(‘r)—>Mj('r) .

(5.23)

Therefore, with constraint (b), the gauge field B couples
to the S3-valued field 3.

Both constraints (a) of (5.20) and (b) of (5.21) can be
viewed as different gauge fixings of the following local
gauge invariance exhibited by the action (5.17):

H(r)—H(re™""
—iA (1) (5.24)
2 (T)=>Z (e T

Because of the hard-core condition on H inherited from
(5.4), one can apply to (5.17) the ‘“Holstein-Primakoff”
transformation, discussed in Sec. IV, which leads from
(4.15) to (4.17). For this purpose we introduce a complex
field E, with |E| <1, and apply the transformation from
(4.15) to (4.17) (Sec. IV) to expression (5.17), identifying
the fields ® and y of Sec. IV with H and E, respectively.
We then define a field S by setting

Si=[1=|E;(1)?]'2Z,,(7) . (5.25)

As a result of these transformations, the action, expressed
in terms of E and S, is given by

S* (r)exp [i f(ij)B(T) ]sj,,(f) ‘2

) (5.26)

N | .
?le],T)—;?fdzx Bo(x,7)2w8(x—j) . (5.28)

Then we define Bﬁl(x), u=1,2 such that

z-:’”aﬂBf,l(x)=2ﬂ'28(x— j). (5.29)
J
By a translation
B,(x,7)—B,(x,7)+B(x), (5.30)
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the term (5.28) can be absorbed in Sg(B). exp [lf B }Zei(/\j‘/\,‘)
Because of (5.29), we have that, for every plaquette p in Cij) '
the lattice, A change of variables,
iA;
II exp if(_')BCI ] =exp if d*x "3,B(x) |=1, Ej(1)—Ej(r)e 7,
(ij)€dp ! ? finally proves that the term iB in (5.26) can be eliminat-
ed.
and, hence as the lattice Z* has trivial topology, there ex- The action, as a functional of the anticommuting field
ists a scalar U(1) lattice field A such that E and commuting fields {S,,}, is given by
J
I E* * * 3 =
S(E,E*,S,5*M f 7|3 |E}(r)5=E;(1)+S]} (T)—- (1)
J
+3> [(—tE';( VE,(T)S*(7)S;(T)+H.c.)+ ! INNEIIE
{ij)
+ 3 iM(7)(S}(7)S;(T)+E ¥(T)E; (1) = 1)+ U(1—E *(1)E(7)) (5.31)
J

Note that, using the constraint enforced by the Lagrange multiplier field M, one can rewrite the sum of the quartic S
term and the last term in (5.31) as

(4

*(7) >

>J

(ij)

Sza(T —2— zB(T) ]'y

Sjs ]-ﬁ-z,u(l—- T)E (7)) . (5.32)
aB 123
Neglecting the constraint (5.27), which is a gauge fixing for the gauge invariance

Ej(r)aeiA/(T)Ej(r) ’ Sja(T)_)eiAijja(T) ’ (5.33)

the action (5.31) and (5.32) can be derived from a Hamiltonian

H= <2) [(—z@*'ésasja+H.c )T |s; —2—5, j%sj +3ull-ejz), (5.34)
i J
with the constraint
shsiatele =1, (5.35)

where € is a fermion field satisfying canonical anticommutation relations and s, is a spin-; Bose field satisfying canoni-
cal commutation relations. This is exactly the approximation corresponding to the slave-fermion ansatz, where € are
the holon-field and s, the spinon-field operators.

Furthermore, from the arguments in Sec. III, it follows that the correlation functions of the Grassmann field ¥, ()
with action (5.6) are equal to the correlation functions of E 7(7)S;,(7) with action (5.31) and constraint (5.27), i.e.,

W (T)~E H(1)S;4(7) , (5.36)
so that the hole (or electron) field of the ¢-J model can be rewritten exactly as the product of a charged fermionic holon
field and a spin-J bosonic spinon field.

Finally, we note that one can rewrite the quartic spinon term (5.31) by using a Hubbard-Stratonovich transformation,
introducing a complex RVB-gauge field A,

%Az‘,.j)(fmﬁj)(rw(A<i,.>(7)s;;,(f)s,.a(r)+H.c.) . (5.37)

If we supplement (5.26) with constraint (b), we can use our bosonization formulas in reverse order to fermionize S after
integrating over B. To carry out the fermionization of S, we require the following two preliminary steps.
(i) Taking into account the constraint enforced by the field M, we rewrite

iBo(j, "1 —=EMNTIE;(T))=iBo(j,7)S/(T)S;,(T) . (5.38)

le;;(f)s,.a(r)lb

(ii) As in (5.37), we introduce an auxiliary complex RVB-gauge field A to decouple the quartic S term in (5.26); i.e., we
replace
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)exp Sja('r)

ia

if(ij)B
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-7 A(u)(T)Ahn(T)‘*‘ [A(U)(T)S (T)exp

and we introduce an auxiliary complex gauge field, C, rewriting the constraint (b) as

[ococ* 11
(lj) T

8| Coptn—stmesp |i if, B(n) |s;(n]

X8 [Cz‘,-j>(7') F(7)exp [—zf< B(7) ]S (1) ] ]
1,

After these two steps, our bosonization formulas apply in
a straightforward way. Let S, denote the Grassmann
field obtained from S, after integration over B. Then the
action in terms of E, S, and A is simply obtained from
(5.31) and (5.37) by the substitution E—E, S —S§, A—A.

Neglecting constraint (b) [Eq. (5.40)] and integrating out
A, one obtains an action that can be derived from a Ham-
iltonian and constraint obtained from (5.34) and (5.35),

respectively, after the substitutions

ej—>ej N

s ja_’gja
where e is a hard-core bosonic operator satisfying canoni-
cal commutation relations and 3 is a spin-; fermonic
operator satisfying canonical anticommutation relations.
This is the approximation known as the slave-boson an-
satz, where 5, are the spinon-field and e are the holon-
field operators.
Furthermore, we have an analog of (5.36), i.e.,

\I/ja(r)~Ej*(7')§ja('r) ,

expressing exactly the electron-field operator of the z-J
model as the product of a hard-core bosonic holon field
and a spin-4 fermionic spinon field.

Let us briefly comment on some features of a mean-
field theory following Refs. 5 and 7. In essence, one is
making the following approximations.

One restricts the integration over the fields A and M to
a domain of small fluctuations around a mean-field value
A 9 MO self-consistently determined; furthermore, one
]

(5.41)

—Syp(EE*,S,8

*,0,A)
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i[ B(r)|S(r)+H.e |, (539)
(ij)
eiargC(ij)(T)__l
T (ij):1eij)

(5.40)

[ ~
neglects fluctuations in the amplitude of A. [This is

justified in a large-N expansion.’??] Let us denote the
phase fluctuations of A by © and the fluctuations of M by
A.

One assumes that fluctuations of the link variables
E*(7)E;(7) and Sj(7)S;,(7) around their expectation
values i m the external ﬁelds A, M are small when A and M
are close to their mean-field values. This permits one to
use a Hartree-Fock factorization.

One uses the Gorkov approximation to evaluate expec-
tation values of the above link variables in the external
fields A (9e® M© + A, obtaining

<§;a(7')§ja(7')>l(o)

01® (04 A
i0,.(1)
z(S )S o7 )A(O)’M(O)e @)
— 7R (0) 7
_JA(U) v

and, preserving the gauge invariance (5.33),

(EX(T)E;(T) )B(O)eie,M(0)+A

iQ;:4(7)
z(E,-’.r(’T')Ej(T'))B(o) M(o)e <)

=g 7 (5.42)
One neglects higher-order terms in the holon density
(plausibly justifiable, since the doping 6 is assumed to be
small).
These approximations yield the following mean-field
partition function:

Eur(B,p)= [ DE DE* DS DS * DO DAe 18 [exp [i<2> (argﬂ(g})-*-e(,-ﬂ(r))]—l] , (5.43)
LT ij)31
where
Swr(E,E*S,5%0,M= [Parls |Ern2E(n+5 1n025,(n)
0 T Ter 7 Tar
+ 3 [(— ey FTE O DTS 218, (1) — 1B Ose D VX (1)E, (1)
ij)

(5.44)

+ MO +iA;+ENEHT)E; (1) + M +iA)S $(1)§;(1)]
j
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Note that in (5.44) constraint (b) simply becomes the
Coulomb gauge condition for argA =argA®+6.

If we are in the uniform phase of the slave-boson ap-
proach,?"? then 3(8}>=.75(°), where A© is a real con-
stant. In this case the mean-field action (5.44) describes
hard-core bosons (holons) and fermions (spinons) coupled
by an Abelian gauge field (©(;;),A;). This theory has
been argued not to have a “permanent confinement” ( see
Ref. 9). Interesting results for this mean-field model have
been obtained in Ref. 23, showing agreement with experi-
mental data of high-7, materials in the “strange-metal”
phase.

Approximations analogous to those leading to (5.43)
and (5.44) applied to (5.31) yield a mean-field partition
function which is obtained from (5.43) and (5.44) by mak-
ing the substitutions E—FE, §—S, and A—A. This
mean-field theory has been discussed in Ref. 24. An in-
teresting result in this approximate theory is that it de-
scribes the Néel order in the ground state (T'=0) of the
two-dimensional Heisenberg model, which corresponds

By—By+V,, exp

if(ij>B if(iﬂB

where V="V ?/2 is an SU(2)-gauge field as in Sec. IIL

—exp
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to the ¢-J model with vanishing doping, §=0. At zero
temperature there is Bose condensation of the spinons in
the slave-fermion mean-field theory, as suggested in Ref.
25. Different decouplings of the quartic spinon term, or
taking into account different Néel sublattices, provide the
mean-field solutions considered in Refs. 6 and 26.

VI. NON-ABELIAN BOSONIZATION
OF THE ¢-J MODEL

We now turn to the non-Abelian bosonization of the -
J model already sketched in Ref. 11. If one starts again
from (5.5) and (5.6), using non-Abelian bosonization for-

mulas for / =0, instead of (5.9), one obtains
2,1

E(B,u)= <f$<l>i)¢>* e_S‘q”q’*'B'V’> ,

U(1),SU(2)
where the expectation {(+))}{}) su(2)» has been defined in
(3.9), (3.7), and (3.6), and S(P,d*,B, V) is obtained from
(5.10) by making the substitutions

(6.1)

(6.2)

if(ij>V]’

To exhibit holons and spinons, one again uses a polar decomposition of ® [see (5.11)] and introduces an auxiliary U(1)
lattice scalar field ©. In Eq. (6.1) one inserts one of the identities

A B Z} (1) |Pexp {zf - V('r)] ] Zg(T)
(a') [DOI]s I (61 =6;{m) : =) af —1|=1 (6.3)
v e |Z%,(7) | P exp szV(r) el
ij a
or
* ; .
- f@ena [ 6,110, (r) Z%,(T)exp lf(ij)B(T) Pexp [lf(ij)V(T) ]aBZjB(T) .
Lt |Cijyleli) |Z* (T)exp if<.'>B(7')] [Pexp [if(_»V(T) ] BZjB 7)]
ij ij Lo
(6.4)

Following the procedure explained in the previous section, one obtains a formula for the bosonized action, similar to

(5.26), in terms of fields E and S:
S(E,E*,S,S*,M,B,V)

= [Par {3 B0 |2 —iBo(j,m) | E; (1) +iBoli, m) 4S5, (7) 2t ivglior) | Sm)
0 7 ar T ”
+3 {~tEj*('r)exp if(ij)B(T) E.(r)Sk(7) [Pexp f(ij)V(T)] Silr+Hee.

(ij)

J
.+._
4

+ DM (TS5 (T)S( 1)+ EF(T)E; (1) — 1)+ U(1—E*(1)E(7))
j

Let us supplement (6.5) by constraint (a’), i.e.,

P exp {if(ij)V(T)] ]aBSjB(T)

Gjdediiy | |SE(T) [Pexp [if(»V(’r)] ] BSJ-B(T)\
ij Q,

Sk ()

stn) |Pexp [i [, v ) seo |

=1 forall I,7.

. (6.5)
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In order to gain a first idea of what this model describes,
one tries to again eliminate the term iB,, in (6.5) by per-
forming a translation similar to (5.30) in the B field.
However, this translation is not as innocent as the one
made in the previous section, because the coefficient of
the U(1) Chern-Simons action is now equal to 1/7 (in-
stead of 1/2m), so that the classical field B used in the
translation (5.30) has a flux of 7 per plaquette. More, ex-
plicitly, we have that

a“va“Bil(x)=1728(x—j )
j
and hence

IT exp

(ij)Edp

if(

B]=exp

. 2 uv — T
i tfpd x "9, B (x) [=e'" .

(6.7)

As a consequence, the result of the translation (5.30) can-
not be absorbed in a redefinition of E, as was possible in
the previous section. To see the effect of the translation
(5.30), it is convenient to partition the sites of the lattice
into two sublattices: The first sublattice L‘!) consists of
all sites whose x coordinate is even; in the second one
L@ the x coordinate of the sites is odd. We choose a
gauge for B¢ such that

if(ij)BC] ] -

After translating B by B, as in (5.30) the term iB,, disap-
pears and the ¢ term in (6.5) can be rewritten as

—1 ifi,jeL?

exp 1 otherwise .

(6.8)

> | —tupHES(T)E (T)exp

. *
lf(ij)B(T) ]s,.a

if(ij)V(T)”aBSjB+H.c.] . (69)

where

t(,»j)=texp if(ij)Bc‘] . (6.10)
exp |i B(T)] 0
iB(‘-#)(T)_ pl f<i!#)
© T 0 [ B@n||
exp [1 G T ]
By(j,7) 0
BQ(],T)_ 0 Bo(j+T,T) ’
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The field E is coupled to the statistical gauge field B cor-
responding to a U(l) Chern-Simons action with
coefficient k =2 (but does not couple to V) and S couples
to the statistical gauge field ¥V with SU(2) Chern-Simons
action at level kK =1 (but does not couple to B). Therefore
the gauge-invariant nonlocal fields E;(r)exp[i f ij(T)],

Pexp[if,,jV(‘r)], S;(7) where y; is a path starting at j

and reaching out to infinity (see Sec. III) are semion
fields. One may thus interpret the action (6.5) and (6.9)
as describing a theory of charged semions, the holons, in-
teracting with spin-% semions, the spinons, and interpret
the electron as a “‘composite” of the two. In fact, follow-
ing the arguments in the Appendix and in Sec. III [see
Eq. (3.16)], one finds that (in spin-singlet correlation func-
tions)

¥, (1)~E}(r)exp [—i fij(‘r)

if, v | St -

The above ideas on the particle content of the model ap-
pear to be realized in the mean-field approximation corre-
sponding to the “generalized flux phase.” Introducing an
RVB-gauge field A to decouple the quartic S term in (6.5)
and following the arguments given in the previous sec-
tions, one obtains a mean-field action that can be con-
veniently written introducing the following notation: We
denote a link {ij) directed in the u=1,2 direction by
(i,u) and site j, which is a nearest neighbor of i in the u
direction, by i +fi. We denote by E'® the restriction of
the field E to the sublattice L‘® for @ =1,2 [introduced
before Eq. (6.8)], and we set

X |P exp (6.11)

Efl)
t
E=| 2 |
i+1
Ef=(E/'"E}}), ieL",
i+1
E,= E® |
1

E'=(E/\YE®*), ieL? .

Furthermore, we define

(6.13)

(6.14)

.. .. Q¢ (1) . . . .
and use similar definitions for e  ¢##’ ,A j(r). Finally, we introduce the “Dirac” matrices

01
10

1 0

o= 0 —1

y 0=

(6.15)

Using the new notation just introduced, the mean-field action is rewritten as



6550 J. FROHLICH AND P. A. MARCHETTI 46

Smr(E,E*,S,S*,0,A,B,V)
= f dT{
i

+ E [_IA<J#)E*+‘“(T) ”
p=12

+2

E}(7) E;(1)+E}(7

‘ai_l.Bo(j,T)
eL!! T

* (1) i+1Vo(] T)

ap

T2 |

(ij)
where

e(,-j)=<E,»"‘(T)exp [if(ij)B 7)+B9 ]Ej(r)>

A(O) MO0
>

iM©'+iA () +R)E (1)

STV MO +iA (T)NSH(1)S;(1))

i0
te(lj>+JA(,j e O [S* [Pexp [ f(

1B<] #)(r) '9<1 “NTE (r)+H.c. ]

” S47) ]+Hc ’+2SCS(B)+SCS( ),

(6.16)

(6.17)

and the remaining notations are as in (5.45), except for some obvious changes.

Suppose that A(O) (i.u) in (6.16) is a real constant. (As we shall see, this corresponds to a “generalized flux phase.

”22,27)

If the gauge field (6 A) is not confining, as argued in Ref. 8, the particlelike excitations described by the mean-field
theory (6.12) are “Dirac” holons with semion statistics and semionic spinons, coupled to each other by the Abelian

gauge field (G, A).

Remark 6.1. The real-time field equation for the field E obtained from the action (6.16) by varying with respect to E*

is given by

.3 . _ ©0) 2 PA( 0

lz-a;_— Ay(j,7) |Ej(1)=—1tA #gla#[e A PN,
where

Ay(j,7)=Bg(j, )+ A;(7)
and

A(j,u>(T)=B(j,p)(T)+e(j,p>(7) .

The last term just shifts all eigenvalues by an amount
M'©+[i and hence can be omitted. The resulting equa-
tion is reminiscent of a discretized, covariant Dirac equa-
tion. When the gauge field A is turned off it describes
particlelike excitations with the following dispersion law:

s(q)=i2tA(°’ 2]1/2 :

[(cosq,)*+(cosq,)
i.e., € vanishes “linearly” at ¢, ==*w/2, g, =tm/2. In
other words, E describes four “Dirac particles.”

If we choose to supplement (6.5) with constraint (b')
[see (6.4)], then, by arguments similar to those used for
constraint (b) in the Abelian bosonization of the previous
section, one obtains an action expressed in terms of a
field E and a field S, which is now coupled to both gauge
field ¥ and B. Now one can use the non-Abelian bosoni-
zation formula in reverse order, integrating over B and V,
to convert S to a Grassmann field S. The action one ob-
tains is exactly the same as the one obtained with con-
straint (b) in the Abelian bosonization formalism of Sec.
V. It is useful to note that the RVB-gauge field A intro-
duced when constraint (a') is used (semion representation)
is related to the RVB-gauge field A used in connection
with constraint (b’) through the equation

)+ B9 (6.18)

Z(,})( ) A(u) exp[ f

)+e

—iA<j,”)(7']

E; ()] +(MO+RE;(7),

]
In the generalized flux phase of the slave-boson formal-
ism, the mean field A °) has a phase satisfying?’

2 argA(lj)'_ m(1-=38),
(ijyedp

(6.19)

while, in the mean-field theory based on constraint (a’)
(semion picture),

(B+B)=m(
(fyeap” Ci)

1-8) . (6.20)

Therefore the mean-field solution A ©© of the generalized
flux phase in the slave-boson formalism corresponds m
the semionic picture to a mean-field solution where A"

a real constant.

Since argA ) exhibits frustration, whereas argA‘®’ does
not, one expects that the particle content of the theory in
a generalized flux phase is well described by the semionic
picture, as argued by Laughlin.!*

In this paper we have discussed a systematic derivation
of the slave-fermion, the slave-boson, and the semion rep-
resentations of the two-dimensional ¢-J model, using
Abelian and non-Abelian bosonization of interacting fer-
mion systems and coherent-state methods. Since bosoni-
zation is limited to one and two space dimensions, our
derivation does not generalize to the three- or higher-
dimensional ¢-J model. But we regard this rather as a
virtue than as shortcoming of our derivation, because it
makes clear what is special about the ¢-J model in one or
two dimensions.
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In the literature the slave-fermion, slave-boson, and FIG. 4. Dotted line denotes the compensating current at

semion representations have been used as starting points infinity; the t =P and O planes are identified.
for mean-field approximations to the ¢-J model, which
one hopes describe the main features of different phases ACKNOWLEDGMENTS
of this model. The status of these mean-field approxima-
tions, in particular their stability against fluctuations, P.-A. Marchetti thanks N. Nagaosa, F. Toigo, and R.
remains to be understood more clearly. Hlubina for useful discussions.
APPENDIX

In this appendix we present a generalization of the Feynman-Kac formula (2.4), due to Ginibre and Gruber.?® This
formula permits us to prove identities (3.15) and (3.16). Let T(-) denote time ordering. Then, for x?<x2, ,,y°<y% |,
i=1,...,n—1,

(TOW (xy) - W (x, W5 () -+ W5 (9,)))Y

=ZB,uled)™ '] 3 I > eyYy+iB—xP)

nE€L, k=1 1,=0,1,...

0
n Yo tThB m
X D — dt—a (1)
f wk(x,?)=xk kI;[] “keXP fx,? 2 @k } ]
“’k(y?r(k)+lkB)=yw(k)
. y(y?r(k)-}-lkﬁ—x,?)
Xlk] exp [te fka ]e Gloy,...,0,led )l;[&akaﬁk) , (A1)
where
Glo w,led)= i L mn > ™ fa¥%, - d%y 3 il ll'v[fD(TJ-
Preee®n N N! N 1 N ®,(0)=x, A1)
= 7EZy &, ay J j=1
@;(B)=%_(j)
Xexp{— foﬁdt %szf(t)-i— U(B,o,...,0,)t) !Hexp ifm A ]Sa,-a;n,-, . (A2)
J j J
In (A1) and (A2), e=+1 for bosons and €= —1 for fermions, periodic boundary conditions are imposed in the time

direction; © in (A1) is the Heaviside step function; U( @,0, " "+ @,)(t) in (A2) is the classical potential energy corre-
sponding to a two-body potential u of a configuration of point particles, obtained by intersecting the paths
@y« -+, Dy, @, . . ., 0, With the plane at time ¢. Note that the paths w,, . . . , ®, may intersect this plane several times,
in which case one associates a point particle with every intersection point. The number of such intersection points in-
creases (decreases) by 1 whenever ¢ passes through one of the times x2(y?) (see Fig. 3).

The key difference with respect to (2.4) in the somewhat lengthy formulas (A1) and (A2) is the appearance of n new
paths @, k=1, ...,n, starting at times x?€[0,B8] at the points X, and ending, after wrapping [, =0,1, ... times
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around the circle of circumference f in the time direction, in the point y, at time y? €[0,8]. If we apply formulas (A1)
and (A2) to the left-hand side of (3.15), and (3.16), the lines Yx YoV, together with the world line of the current

at infinity form a loop [more precisely a “ribbon graph’ (see Fig. 4)]. This permits us to apply the bosonization argu-
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FIG. 2. Heavy lines describe the set of paths @ for N=4;
L(b(@)) is obtained identifying the t = and 0 planes.
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FIG. 4. Dotted line denotes the compensating current at
infinity; the =P8 and 0 planes are identified.



