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A description of the fractional-statistics gas based on the complete summation of Hartree, Fock,
ladder and bubble diagrams is presented. The superfluid properties identified previously in the random-
phase-approximation (RPA) calculation of Fetter, Hanna, and Laughlin [Phys. Rev. B 39, 9679 (1989)]
are substantially confirmed. The discrepancy between the RPA sound speed and the Hartree-Fock bulk
modulus is found to be eliminated. The unusual Hall-effect behavior is found to vanish for the Bose gas
test case but not for the fractional-statistics gas, implying that it is physically correct. Excellent agree-
ment is obtained with the collective-mode dispersion obtained numerically by Xie, He, and Das Sarma

[Phys. Rev. Lett. 65, 649 (1990)].

I. INTRODUCTION

In this last of three papers on the fractional-statistics
gas, we describe in detail the random-phase-
approximation (RPA) procedure by which the superfluid
properties of this system are explicitly demonstrated. In
the two previous papers, we studied the Hartree-Fock
ground state! of the fractional-statistics gas and the
collective-mode spectrum2 associated with it, and found
several behaviors characteristic of a system with a pre-
ferred particle density. We attributed this result, which
is unphysical because the underlying equations of motion
are scale invariant, to the presence of long-range interac-
tions in the Hamiltonian that are handled incorrectly by
the Hartree-Fock solution. This is well known from the
theory of metals:> the Hartree-Fock ground state is not
sufficiently accurate at long wavelengths to account for
plasma oscillations, which are true quantum-mechanical
excitations of the metal. The necessary modification of
this ground state, namely, the virtual excitation of macro-
scopic numbers of long-wavelength compressional sound
waves in pairs, is efficiently achieved using the random-
phase approximation. The basic premise of this paper is
that the formal problems we encounter in the anyon gas
are similar to those in an ordinary metal and, thus, have
an analogous solution.

The work reported in this paper goes considerably
beyond the simple RPA calculation* reported previously
by us, including exchange, ladder, and three-body RPA
graphs. All of these are essential for fully understanding
the behavior of the system, particularly at finite tempera-
ture. The exchange diagrams, which are formally
infinite, must be included to account for the physical be-
havior of isolated quasiparticles described in our first pa-
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per. The ladder diagrams, which are also infinite, must
be included because they are required to maintain gauge
invariance and because they cancel the divergent ex-
change energies. The three-body RPA graphs are the
same size as the two-body graphs included in our previ-
ous calculation and thus are equally relevant. In this ex-
panded form the calculation becomes both consistent
with our previous variational work and more logical.
However, it also becomes more complex. For this reason
we include in this paper a detailed discussion of the
relevant Feynman rules and examples of their applica-
tion.

Let us begin our discussion by restating the problem.
By an ideal gas of particles obeying v fractional statistics
we mean a set of spinless fermions confined to move in
the x-y plane and described by the Hamiltonian
2

) (1.1)

& 1
T2

i=1

P+ A,
c

where r; denotes the two-dimensional vector locating the
ith particle in the plane and

N fica, - FiTL
A=3 A,=(1-v™2x 3 S (2
i € J#i |ri_rj|

Equation (1.1) has the physical interpretation that each
particle interacts with all the others through the vector
potential generated by a set of rigidly attached solenoids.
We wish to evaluate the ground state and elementary ex-
citations for the case of v=1, which we have argued is
appropriate for describing the spinless charged excitation
of a Mott insulator. The starting point of our calcula-
tions is a Hartree-Fock ground state, which is a single
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Slater determinant of the form'

Qy(ry, ..., Ty)

N!

ngn(a)tpg(l,(rl)x X‘PU(N)(I'N) B
o

%
(1.3)

with orbitals taken to be

_ (32—23/8z*)" (42*—28/02)" ,-lzPra
Pulz)= (27 1)172 (25K 1)172 (2mi2 "’
(1.4)

where k indexes the state’s angular momentum, n =0 is
its Landau-level index, and z =x +iy is r expressed as a
complex number. In writing Eq. (1.4) we have used di-
mensionless units in which the effective cyclotron energy

2
tw, =5 L =2001-n T p=(1-1E, ,
mc m

(1.5)
where p is the mean particle density and E is the Fermi
energy of a gas of spinless fermions at this density, and
the corresponding magnetic length

172

here =[2m(1—v)p]~ 2

7B (1.6

is set to unity. In the Hartree-Fock ground state, orbitals
with n <(1—v)"! are occupied, and the rest are empty.
The special values of v we associate with superfluidity are
those for which (1—v)~!is an integer.

Let us now introduce the particle density,

N
=7y 6(r—r;), (1.7)
i=1

and current density,

J(r)= 2 . (1.8)

=1

P,+< A,,a( —r)],

operators through which externally applied scalar and
vector potentials couple to the system. Our main objec-
tive in this paper will be to compute the linear response
of the system to such perturbations. The current-density
operator includes a term proportional to the two-body
vector potential A, as required by gauge invariance and
compatibility with the continuity equation

[H,p(r)]=i#V -X(r) . (1.9
Let us also introduce a ‘“mean-field” current-density
operator
_ 1 e —
j(r)= 2 - (P +? H»O(r—r; ), , (1.10)
i=1
where
- he _A 1
A=(1—v)—p =— .
( v)2epz><r 2B><r, (1.11)

which does not satisfy Eq. (1.9), but which will appear re-
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peatedly in perturbative expansions. The Fourier trans-
forms of these operators are given as usual by

i N —iq-r;
=fp(r)e—’q"dr= e i,

(1.12)
j=1
J,=[J(r)ei97dr
— N 1 e —iq‘rj
E} S (Bt Ape , (1.13)
and
jo= [ itre ~ia7dx
N o1 e — —iqr
g T -(;Aj,e (1.14)

II. PHONON ANALOGY

In our previous work? we found that the state pg|®,),
with |®,) and p defined as in Eqs. (1.3) and (1.12), which
represents a compressional sound wave, had a finite posi-
tive expected excitation energy in the q—0 limit. To un-
derstand the physical origin of this gap and its subse-
quent destruction by the RPA, which are central to our
description of anyon superfluidity, it is helpful to consid-
er the analogous error that occurs if the ground state
|®p ) of the phonon Hamiltonian

ﬁZ
=2 [Tﬁ

J

3
— 2.1
= @.1)

1
+E‘K(Xj—xj'+1)2

is approximated by the ground state |® ) of the Einstein
Hamiltonian

7 2

Hp=3 {—— —aa— 2.2)
J

+Kx} ] ,

which lacks translational invariance.’
let us define the coordinates
N .
—igr.
x,= e Ix;j, (2.3)

J

For convenience,

where N is the number of particles and r; is the quiescent

location of the jth particle, in terms of which we may
write

5 |_N# |2 d 1M,
e %[ 2 M |ox, | |ox, |2 N“’qqu‘q]
(2.4)
and
N # |3 3 1M,
T 2[‘717 ax, ||ox_, |72 NOE ]
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1/2

o= 2% , w,=wgV 1—cos(gb,) , (2.6)

with b, denoting the bond length. This decouples the
harmonic oscillators and enables us to express the ground
states as the Gaussian products

1/2
1
|®g)= I>Io — exp{—ﬁquwq} 2.7
q
and
172
[@p) =TI |—5(0,/wg)
g>0 T
Xexp ——Klz—(a)q/wE)qu_q ] , (2.8)
where
172
A= | YA (2.9)
M(OE

The wave functions x,[®y ) and x,|®p) are exact eigen-
states of #y and F£p, respectively, describing a single
phonon of momentum g. Thus, if |®,) is approximated
by |® E ), we obtain, for the expected energy to make the
phonon,

<¢‘E|x-q7{1axq“1)5> B (Dp|FHpldp)
(<I>E|x_qxq|<I>E) (g D)
2
=L, (14 |22 (2.10)
2 E (o)) ’
|

(WOlx, W) == a7 [T (D[R, (1),%,(t)]|®F, (")t
j - o0
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The energy gap of J#iwy produced by this calculation is
evidently attributable to the poor choice of ground state.
More specifically, | ) fails to exhibit long-wavelength
density fluctuations necessarily present in the true ground
state and symptomatic of its continuous broken symme-
try.

Let us now expand the true ground state of #p in
terms of the ground and excited states of #. Represent-
ing the latter by means of the usual Einstein oscillator
ladder operators

) (2.11)

which create phonons, we obtain

CL)E—(L’q

@) =TI

g>0 Yq

2\/wqa)5 l
exp

+Cl)E

t
aja_ D)
opto, | q]' ET>

(2.12)

exactly. Thus restoration of translational invariance of
the underlying Hamiltonian and expression of the broken
symmetry are achieved by hybridizing macroscopic num-
bers of phonon pairs of opposite momenta into the unper-
turbed ground state, just as it is in superfluid helium, and
are associated fundamentally with the softness of the
Goldstone mode® o, at long wavelengths.

Let us now solve the problem again using the random-
phase approximation. Recall that the expected displace-
ment of the kth particle resulting from external forces F;

is given to linear order by

(2.13)

where |W(¢)) is the many-body wave function in the Schrodinger representation,7 the bracket denotes commutator, and

5C\j(t)=e(i/ﬁ)7itxje(—i/ﬁ)71t

is the Heisenberg version of the operator x;,

(2.14)

with #f denoting either #5 or # . To implement the RPA, we approxi-

mate the difference between 7, and % as an additional external force on the jth particle caused by the displacement

of its near neighbors. We then obtain the equations

(W) %, [ W(2)) P — 2(iﬁ)_lf_[w((bl[ﬁk(t),)?j(t’)]@)E{Fj(t')+AFj(t')]dt'
J

and

AF;(1)=K {({W(D)]x; _ W) P+ (W(D)]x; 1, [W(0)F},

J

(2.15)

(2.16)

which we solve simultaneously to obtain an approximate expression for {®|[X,(¢),X j(t')]l'iI))P . Following the usual
convention, we shall express these kernels, the displacement-displacement response functions, as the Fourier transforms

N © —i(gr, —w —
(xgx ), =N 3 ()" [ “(D[[Ze0),Ro(O][@)e e =1y

k
1

1 2.17)

T3 =BT

—fio—[E,—Ey]—in |’
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where
FH)=E/|l) . (2.18)

Written in terms of these, the solution of Egs. (2.15) and
(2.16) is

(x,x g o=[1—{xx_, YEK, 1T M xx )5, (2.19)
where
K
K,= —2wcos(qb0) . (2.20)

However, Eq. (2.17) may also be explicitly evaluated for
the two cases, giving

N
_ b= (2.21)
X0 Yot i AP —al]
and
(x,x_)E= N (2.22)

M[(o+in/AP—w%]

Comparing this result with Eq. (2.19), we find that the
RPA here is exact. Evidently, the ground and excited
states implicit in the RPA are the correct ones. Further-
more, it may be seen from our analysis that any phonon
Hamiltonian, and by inference any Hamiltonian reducing
to decoupled harmonic oscillators, is exactly solved by
the RPA. It follows that the ground-state correction of
Eq. (2.12) is implicit in the random-phase approximation
and that symmetry breaking is also implicit, provided
that the collective-mode frequency, as defined by the pole
in the response function, disperses to zero as g —0.

The modification of the ground state by the RPA
occurs through the agency of the antiresonant terms in
the unperturbed response function. This is easily demon-
strated in the case of phonons by evaluating Eq. (2.19)
without these contributions. Thus, substituting

(xgx_,YEm—L A
Mg o—wg+in/#

(2.23)

into Eq. (2.19), we obtain

1 N
2Mop o—tog[l+(o, /0?1 +in/b

Po
(x,x_ Vo=

(2.24)

which is equivalent to the variational result of Eq. (2.10).
This occurs because hybridization of phonons into the
ground state |®;) enables the operator x, to absorb a
phonon already present and thus lower the unperturbed
energy rather than raise it. Elimination of the an-
tiresonant terms forbids such absorptions and thus
effectively prevents the ground state from being modified.
This is, of course, precisely the deficiency of our previous
calculation of the collective mode of the fractional-
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statistics gas based on the wave function py|®, ).

The perturbation can affect the broken symmetry only
if it diverges sufficiently strongly at long wavelengths.
Let us associate with the bond between sites jand j +1a
density operator

Xji T Xj+1

: (2.25)
b§

prj )=

like that defined in Eq. (1.7). Since the Fourier transform
of this operator,

—ilg/2)[r,+r. 4]
Pg=bo 2 p(rji1p)e AR
J
.2 . |1
=—z—b—sm Eqbo X, (2.26)
0

is equivalent to x,, we may substitute it into Eq. (2.19) to
obtain

(pap—g o= (1=pgp—g YaVy 1 Kpgp—g s » (2.27)
with
b3K | cos(gby)
=— . .28
Ve N [1-—cos(qb0) 2.28)

This expression is identical to the formula for dielectric
screening in a metal® and differs functionally from it only
in working in reverse. Rather than opening up a gap at
the plasma frequency, the random-phase approximation
collapses a gap already present. However, since Eq.
(2.27) may be inverted to give

(pep—g Yo=[14+pp_ YoV, 1 HKpp g0, (229)

the ability of ¥, to collapse a gap is equivalent to its abili-
ty to create one.

ITII. DIELECTRIC RESPONSE

Let us now review our previous arguments“® for
superfluidity in the fractional-statistics gas based on the
random-phase approximation. These arguments omit the
effects of exchange and thus lead to the wrong behavior
at finite temperature. However, they treat the
modification of the ground state by the long-range forces
correctly and are a good introduction to the more
thorough analysis beginning in Sec. V.

Following the discussion of the previous section, we
anticipate that the Hartree-Fock ground state |®,)
defined by Eq. (1.3) will be strongly modified at long
wavelengths if a sufficiently divergent perturbation can be
found. Since |®,) is the exact ground state of the Hamil-
tonian

) (3.1)

with A defined as in Eq. (1.11), let us take the perturba-
tion to be
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2
=1 c c c
1 e
=% 2 V(q)j- qpq—m ; 2 2 V(q V(p)pp_qpqpﬂ, , (3.2)
€ q#0 q#0 p#0

where p, and j, are defined as in Eqgs. (1.12) and (1.14) and

V(q)z—le-f Alzeﬂq.(r‘_rz)dr1

1
=(1—v)—5 —(ZXq)= ZX4q) . 3.
( )L2 eq( q)=V(q)(zXq) (3.3)

We note that

A;—A;= 3 V(gle'p, . (3.4)

q#0

£, may be seen to contain terms diverging as |q| 2, which is the same as a Coulomb interaction or the interaction of
Eq. (2.28), and thus to have the requisite strength.

We shall now work out the linear response of the systems described by # and %, to externally applied potentials
A(r,t) and ¢(r,t). Since gauge invariance requires that # be modified in the manner

2
H— 2 [ 1 P,+— [Ai+ A(r;,t)] “e(,‘o(r,»,t)] ) (3.5)

in the presence of potentials, we obtain
A#(1)= [ [%A(r,t)-J(r)—ecp(r,t)p(r)]dr, (3.6)

to linear order, where p(r) and J(r) are defined as in Egs. (1.7) and (1.8). Evaluating the linear response to this pertur-
bation, we obtain, with ® denoting the true ground state,

p(r) [ptr,,pte ', t)) [pUr, ), T X)) [pUr .0 e ,t))
W(e) | |/ (r) ‘I/(t> fum=f’ < [T *r,0),p(x",t)] [TXx,0),T%x",e)] [TXx,0,7%x, )] | |®
Jy(r) (P2, 0),ptc 0] [T2e,0),T5x',t)] [T¥r,0),T%(x',t")]
—e@(r',t')
X %Ax(r’,t’) dt'dr’ . 3.7

e

” A,(r’,t")
The paramagnetic response kernel is given explicitly by

[p(r,1),p(0,0)] [p(r,1),T%0,0)] [p(r,1),T%0,0)]
A=L2f(iﬁ)“fome—f‘q"-w“e‘*"/ﬁ“<¢ (T %(r,1),510,0)] [T X(r,1), AX(o 0)] [T*r,1),770,0)] >dtdr
(T %r,1),p(0,0)] [T ¥x,1),7%0,0)] [T ¥r,1),T%0,0)]

(pp-ato (Ped )0 (pet”qlu
= {JsP-a)0 U e Ulul (3.8)

(T2p-de (TWEDw <Jny,q>w

where

(elo|{@|®) | (@|O|D{0P) (3.9)

(00'),=3
1



46 QUANTUM MECHANICS OF THE FRACTIONAL-STATISTICS . .. 5647

for any two operators O and @', with |/ ) and E, denoting Ag(r,t)= f (‘I/(t)lp(r 9w(e))dr' 3.12)
the exact eigenstate and eigenvalue of #. In order to ac- |lr—

count correctly for the measured current induced by
these potentials, we must correct A for the modification
of the current operator,

where |¥(¢)) is the tlme-dependent electron-gas wave
function. In contrast to our phonon example, however,
this expression is not exact, but is rather an approxima-
tion made valid by the long-range nature of the Coulomb

J(r)—J(r)+ 1l e p(r) A(r,1) , (3.10)  interaction. We shall now rpake the same approximation
m c for the anyon gas. To simplify the derivation, we first ob-

serve that the p=q term in Eq. (3.2) dominates the sum

by the potential. This gives . . .
y P & because it has matrix elements connecting the ground

_{00oO0 state with itself. Replacing Pp—q in this expression with
H= _7 A+L o1 o0 (3.11) its ground-state expectation value N, we obtain
L ’ '
001 HFA=L S V(Q@)i_gp,

with p defined as in Eq. (1.5), for the full response kernel. € a%0 5
The calculation proceeds identically in the unperturbed N |e )
system, except that the mean-field current j(r) defined by + m e 3 IV(@)PPpgp—g - (3.13)
Eq. (1.10) must replace J(r), as the former is the true =0
current of the system described by #,,. The perturbation Hamiltonian is now similar to that of

Let us now implement the RPA by drawing an analogy  an ideal metal, except for the presence of a current opera-
with dielectric screening in a metal. In an electron gas, tor in the expression for the “Coulomb” interaction be-
screening arises because density fluctuations p(r) gen-  tween particles. This requires us to consider the scalar
erate an effective scalar potential A@(r) according to the  and vector potentials generated by both density and

Poisson equation | current density fluctuations. Linearizing #/,, we obtain

1 8 RPA )
e Aglr,t)=— ——2< l \y(t)>e"“
L’ q Pq
i Nlel
= —L—2<w) £ |Vi—q)rjg+ l% iV(q)lzpql \1/(t)>e“l" (3.14)
q
and
e 1 RPA
—AA(rt)=— 3 (¥t \1/(:)) iqr
£A A1) ng( 0155 e
=21—22<\vm 2 \viqp, \1/<z)>e““, (3.15)
q

where |W(¢)) is now the time-dependent wave function of the anyon gas. Then we implement the RPA by writing, ap-
proximately,

p(r) [ﬁ(r,t),ﬁ(r',t')] [ﬁ(r, r't)]  [plr,e),] (e’ t)]
<\I/(t) Jx(r) W(t))gf zﬁ)_lf P, ] *(r,t),p(r’,t")] [ "(r,t),_l"(r ,t)] [f"(r,t),fy(r’,t’)] P,
Jy(0) F¥r,e),p(ct0] (25,0, %] (20,7 %" t)]
—e@(r',t')—eAp(r’,t')
X fo(r',t')+§AAx(r',t') dt'dr’, (3.16)

e ’ ’ e ’ ’
-;Ay(l‘ S, )+?AA},(I‘ ,t')

which expresses the perturbed response kernel in terms of (Pp-a0 Pi%a)e (Pei’q)w

the unperturbed one. It should be noted that the unper- | x 4 xex xiy d

turbed current operator j, rather than the physical D= |{gp-ado $giede (J§i%el0| > 3.17
current J, appears in Egs. (3.14)-(3.16). Solving these (jzp_qh) <J";jx—q Y Uﬂjy—q Yo

equations simultaneously for the Fourier-transformed
response kernel we obtain
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D=[1-D°V]"D°, (3.18)

where 2° denotes D evaluated for the unperturbed sys-
tem and

2
N e 2 _le
ol b [V(q)I* 0 . Viq)
V= 0 0 0 (3.19)
e
- |V 0 0

We now convert D to the paramagnetic response kernel
A defined by Eq. (3.8) by perturbatively accounting for
the difference between j and J. For this, we observe that
the p=q term in the expression

. _e v —iqr;
Jq—1q+mCZ(Aj Aj)e J
J
. e
=jgt— 3 V(plpg—vPp » (3.20)
T me &, q—pPp
obtained from Eqgs. (1.13), (1.14), and (3.4) again dom-
inates the sum because it has matrix elements connecting
the ground state with itself. Replacing pg_, in this ex-
pression with its ground-state expectation value N, we
obtain

IRPA= o+ Ve Viglplq) (3.21)
and thus
A=(1+UHD(1+U) (3.22)
where
0 01
fu=—:—‘zmq> 000 (3.23)
000
We have, finally,
ﬂg#u+w*){[1—:0°°v]—1:2)°}(1+w
_[ooo
+£7 010 (3.24)
001

Let us now explicitly evaluate the unperturbed
response kernel 2° and thereby the RPA response kernel
H. For convenience, we shall measure lengths and ener-
gies in units of a; and #w,, as defined by Egs. (1.5) and
(1.6). The ground state |®,), defined by Eq. (1.3), is the
Slater determinant

el 0y, v=0
10,0 =1 , (3.25)

k cIkcI)k|0>’ V=%

where c,fk is the operator creating a fermion in the state
@ defined by Eq. (1.4). The excited states |/) in Eq.
(3.8) are the Slater determinants

1) =clicul®y) , (3.26)

where @, is occupied in the ground state and @, is
empty. The energy eigenvalues are

7{olcl)o)=E()|<l)o> ,

(3.27)
Foll)=(Eq+n'—n)|l) .

The matrix elements appearing in Eq. (3.8) are elementa-
ry integrals involving ¢, and ¢,;, such as

(Ipgl o) = [ @ldr)e 97, (r)dr . (3.28)

The explicit evaluation of these integrals and the summa-
tion over excited states are described in detail in Appen-
dix H. The final result for =X is

, 9’3, quwZ, —igZ,
0_:____.._ 2 _ .
2m(1—v) @42 @ 2o~ 1 o2y |, (.29
92, iwZ, 2,
where
z > e b (n—by (3.30
= n_— .

j(V=0)n§1 (n—(0+in]*—n?)
and

- _ 1 i e—bbn—l

Tv=m 2 (n— 1) [w+in)2—n?)

X [(1—8,,(n—b)

(n+1—5b)2>"7
n+1

X[n(n+1)—Q2n+3)b+b2} |,

(3.31)

with b denoting 1g® Because the matrix [1—2°V] of
Eq. (3.18) is sparse, its inverse has a simple analytic form.
Noting that

ami—wy 1 | 10U
y==T—"Y =10 00|, (3.32)
L q .
—ig 0 O
10 01
u=L100 0], (3.33)
9100 0
and
£ 1 (3.34
m 2m(l—v)’ )
in our preferred units, we obtain
‘1220 qoZ, —ig3
@EL*ZL 0q3, &*Z,—D —iwZ ,
2m(1—v) D
iqs,  iewE, Z,+31—3.3,
(3.35)
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where
D=(1+2,?—2y(1+3,) (3.36)
and
3, =D—1—-3,+3,, (3.37)
and thus
M D
q°3, qu3, —ig(2,—3,)
X wqZ, 0?3, —io(Z,—3y) | ,
iq(2,— =) io(Z,—3,) 1+3,
‘ (3.38)

per Eq. (3.24).

IV. RPA SUPERFLUIDITY

Let us now consider the physical significance of Eq.
(3.38). When long-range interparticle potentials are omit-
ted (as they have been in the present work), superfluidity
is expected to be manifested in % in three ways:*° (i) a
sharp pole in the longitudinal response, indicating the
presence of ordinary compressional sound; (i) a large
static structure factor, indicating particle number uncer-
tainty; and (iii) perfect diamagnetism in the transverse
channel, indicating a Meissner effect. In principle, these
are all consequences of the superfluid broken symmetry
and are thus not independent. Since our calculation
demonstrates the broken symmetry only implicitly, how-
ever, we shall show that all three occur.

Let us preface our remarks by noting that the first two
properties can also be caused by broken translational
symmetry. For example, consider the phonon response
function of Eq. (2.21) with p,, as defined by Eq. (2.26),
substituted for x,. Expanding the density-density
response about g =0, we obtain, for the dynamic struc-
ture factor,

—_1 P
S(q,0)= —;Im(pqp_q )5

=—LIm —z—sin iqb N
T by 27| M{(w+in/f)—ol)
Ngq
= — , 4.1
2Mb, 8w—v,q) 4.1
where
K 172
V= | 3p by, 4.2)

per Eq. (2.6). The & function in this expression indicates
the presence of a longitudinal-acoustic phonon. Integrat-
ing over this pole, we obtain

1 1 © _q
Sq——ﬁ<¢}>|pqp_q|‘bp>—‘ﬁfo S(q,w)dw—m ,

(4.3)
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for the static structure factor. The small-g behavior of
S,, which is also exhibited by superfluids and ordinary
metals,'” indicates quantum-mechanical uncertainty of
the particle number at large length scales, as well as the
ability of the system to flow. Unlike a superfluid, howev-
er, the crystal and ordinary metal do not flow without
loss when impurities are present, nor do they exhibit a
Meissner effect.

The dynamic structure factor of the anyon gas is pre-
dicted by Eq. (3.38) to be

S(g.0)=——Im(p,p_,),

0 A S
T 2m(1—w)

1
Im quzo . 4.4)

Since Z; has no imaginary part for frequencies » <1, we
may identify the longitudinal collective mode as a zero in
the determinant D. Expanding X; to lowest order in o
and b, we find

1, v=0
_—1 12 Y )
3i=—1—[o+in]"+(1+j—=2""7)b 2, v=1 4.5)
and thus
. 12 1’ =
D=—[w+in]*+2b 2, v=1 (4.6)

For sufficiently small g and o, the dynamic structure fac-
tor is therefore given by

S(q,0)=N-L-8(w—v,q) , 4.7)
2vu;
in our preferred units, where
b v=o 4.8)
v.=|. = _ .
s (v2, v=1

The similarity of this expression to Eq. (4.1) shows that #
exhibits the first two properties of a superfluid. As
remarked in our previous work,* the sound speed v, for
v=1 differs by approximately 5% from the V'29/16 in-
ferred from the Hartree-Fock bulk modulus. The v=0
differs by a much larger 40% from the Hartree-Fock
value of V2. It should be emphasized, however, that
both v=0 estimates are artifacts of the computational
procedure, as the v=0 case corresponds to a noninteract-
ing Bose gas, for which the sound speed is zero. The er-
ror occurs because the Fermi representation forces the
wave function to have nodes at particle coincidences and
thus requires high orders in perturbation theory, omitted
from this calculation, to reproduce the correct behavior.
Our v=0 calculation is more appropriate for a fluid, such
as *He, with strong short-range repulsions between parti-
cles that suppress the wave function at particle coin-
cidences.!!

Let us now consider the Meissner effect. Penetration
of transverse vector potentials into the sample is de-
scribed by the response kernel
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1

1 |1
2m(1—v)

K(q)=#,,(q,0)= D

(1+3,) , (4.9)

0w=0

which limits to a nonzero constant at ¢ =0 when Meiss-
ner screening occurs. The value of this constant expected
at zero temperature is the diamagnetic contribution to #
in Eq. (3.24) or 1/2m(1—wv). Extending the zero-
frequency expansions of the summation in Egs. (3.30) and
(3.31) to next order, we obtain

2b—%b2, v=0
D= 4b—5b2, v=1|" (4.10)
—142b—2b% v=0
22= _]+4b—8b2, V:% ’ (4.11)
and thus
13 5 —
2 169 | v7O
K(g) = (4.12)
q—0 ,1_ l—i 3 =1
. 8‘] » 5

Meissner screening occurs formally in this calculation be-
cause the numerator and denominator in Eq. (4.9) are
both of order g2 at long wavelengths. Since this will not
occur unless D has a zero-frequency pole, the Meissner
effect in our calculations is fundamentally related to the
superfluid fluctuations seen in S(q,w). The deviation
from perfect screening at finite ¢ seen in Eq. (4.12) pro-
vides a measure of the superfluid coherence length. For
example, the corresponding Pippard kernel K,(q) is given
at small g by’

Kp(q)=Kp0)[1—1(g&)?], (4.13)

where &, is the Pippard coherence length. A small-g ex-
pansion of the BCS kernel yields the same expression
with the coefficient + replaced by w2 /30. Taking either of
these to define &, in terms of the coefficient of g2 in Eq.
(4.12), we find that the coherence length of the anyon gas
is comparable with the magnetic length and hence with
the interparticle separation.

It may be seen from Eq. (3.38) that the response kernel
H is fully gauge invariant:

N S
2m(l—wv) D
q%=, qoz, —iqg(Z,— =)
X wqgZ w*=, —iw(Z,—Z2)
ig(2,—3y) iw(Z;—Zg) 1+3,
—w
9 |=0. 414
0

That is, the response of the system to any set of vector
and scalar potentials corresponding to a pure gauge
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transformation, and thus to no physical electric and mag-
netic fields, is zero. From the transposition symmetry of
F, we see that this is equivalent, as expected,g to conser-
vation of the current induced by arbitrary vector or sca-
lar potentials. Gauge invariance is achieved intentionally
in our calculation as a condition that # be physically
unambiguous. A discussion of the Ward identifies
through which this is achieved may be found in Sec. VIIIL.

The gauge invariance of # enables us to concisely re-
late the presence of the collective mode to the occurrence
of Meissner screening. Given that %, has the denomina-
tor o*>—v?2q* at low frequencies and long wavelengths,
# ., must have the same denominator, since

2
Ho= |2 | Hoo -

XX

(4.15)

by gauge invariance. In the present case, they have the
specific forms

2 2

5 Hox =p— - (4.16)

w*—vlq? ’ w’—vlq
At g =0, however, there is no distinction between longi-
tudinal and transverse. We must therefore have

o~ @ —Cq®

?
yy w2_vs2q2

H (4.17)

where C is a constant. Setting « =0 then yields a Meiss-
ner effect (unless C =0). As discussed previously, our
calculation finds C =v? and thus an exact cancellation be-
tween the numerator and denominator. This may be at-
tributed to the absence of any natural velocity scale in the
problem other than v,.

Another consequence of gauge invariance is that # is
completely described by three independent functions of g
and . Two of these have already been discussed. Let us
therefore consider the third function, the Hall conduc-
tivity, defined by

1 1 1

axy=Eny:m B(Eo_zs) . (4.18)
Expanding this to low order in ¢ and », we obtain
— 1 [ _a)2+%l)52q2
T = 2m(1—v) —?+vlq? -
S— via’ : 4.19)

87T(1—V) Q)z—uszq2

As noted in our previous work,* the Hall conductance is
nonzero only because of a suspiciously inexact cancella-
tion, one that requires the existence of a secondary veloc-
ity scale at (V'3/4)v,. Since the true Hall conductance of
the v=0 case must be exactly zero, there is reason to
suspect this result of being an artifact in both cases.

Let us consider finally the screened fractional-statistics
interaction, defined by
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YRPA= [ 1 —20V] !

143, 0 ig(1+3,)
=27£(zl:l;/) 0 0 0
i —ig(1+3) 0 ¢3,
(4.20)

Comparing Eqgs. (4.18) and (4.20), we see that the effective
fractional-statistics interaction V§ ™ is totally un-
screened (equal to V;,) whenever the Hall conductivity
becomes negligible, even though the numerator and
denominator individually vanish. Furthermore, V&r4,

J

[ﬁ(r, )p(0,0)]
(®|T[THr, )T *0,0)]|®)=(®| | T[T*

T[J *(r,1)5(0,0)]

(r,2)p(0,0)] T[T X(r,)T7%(0,0)] T[J*(r,t)T7%0,0)]| |®),
T[T (r,t)7 %(0,0)]

the effective “Coulomb” interaction, is exactly un-
screened in the ¢ —0 limit regardless of the Hall conduc-
tivity behavior, as all Z; become equal in this limit. This
behavior implies that the concept of an anyon remains
valid at higher orders in perturbation theory and partial-
ly accounts for our success in describing the system with
such a simple calculation.

V. PERTURBATION EXPANSION

Let us now proceed with a formal analysis of this prob-
7

lem.” We wish to calculate the time-ordered correlation
function
T[p(r, )T %(0,0)] T[p(r,2)T%0,0)]

(5.1)
T[J *(r,t)77(0,0)]

the time Fourier transform of which is equal to the retarded response function defined in Eq. (3.8) and thus the elec-
tromagnetic response kernel # of Eq. (3.11) for @ > 0. We shall do this by evaluating the perturbation expansion

(®| T[T “rx,1)7 *(0,0)]|D)

o (zﬁ) Moo w (=Bl l+ o+, )
R R A
XDy T[Hi(t,) -+
where
(al(t)=exp é?{ot Oexp _éﬂot]

Hit,)T (e, )T 710,0)11P0) commectea @t Aty »  (5.2)

(5.3)

is the interaction version of an arbitrary operator O, 7 is an infinitesimal, and |®,) is the unperturbed ground state

defined by Eq. (3.25).

The first step in our analysis is to second quantize Eq. (5.2). The perturbation Hamiltonian #, defined by Eq. (3.2)
may be decomposed into one-, two-, and three-body contributions, in the manner

Eu(r )+1 2 v(r,r )+ 4 3 wlr,r,r),
Jink,1

(5.4)

where the primes indicate that each summation variable runs over all particles, omitting any terms with equal indices.

These are given specifically by

2
1 e e 1 e —
u(rl)———[-—— Pit A |-A+o - |A1f2], (5.5
|' 2
_ 1 e e — e — e —_ — 5
U(rl,rz)-_[? \Pl"i‘:Al] A!2+ P2+;‘A2]'A21]— [?] [A]'A12+A2'A21_!A12| ] (56)
and
) 2
w(rl,rz,r3)=; f Ap At Ay-Apt A31'A32] ’ 5.7)

where A is defined as in Eq. (1.2). These may then be expressed in terms of Fermi operators #(r) and 1/;T(r) satisfying

the usual anticommutation relations

T IR AC I

in the manner

8(r—r’'),

(5.8)
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#,= [y apucuepde +4 [ [olaepe’a,w

+if [ [

provided that terms containing momentum operators are
understood to be point split. For example, the one-body
term written out explicitly is

fll’f(l')u(l‘)l/}(l‘)dr

|A(r)]? ]t/}(r)dr ) (5.10)

The density

p(r)=yi(rY(r)) , (5.11)
and current-density operators defined by Egs. (1.7) and
(1.8) may be expressed similarly. Following Eq. (3.20), we
shall decompose the latter into mean-field and correction
current operators, in the manner

J(r)=j(r)+8J(r) , (5.12)
where
j(r)= lim -+ %[PI—PZ]-F%X(rl) ¥l (ey)ry)

=1 m

(5.13)
J

wttbn+1)

(| T{P ryty) - e, r
:( _1)n(n
y4

where G is the unperturbed propagator, defined by

GOrytyI,ty)=—i{ | T (r,1)) (1, 1))} [ @)
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(ry, 1)¢(r,)Y(r)dr dr,
D ) (e )w (), 1y 1)WY r,)P(r )dr drydry

[
and

83(r,) = [ [0l r)v (n,) A pg(r)gir) dr,

— (e ) Alr))(r,) ] (5.14)

The next step is to evaluate all relevant matrix ele-
ments by normal-ordering the Fermi operators and con-
tracting using Wick’s theorem. For this purpose we in-
troduce the usual Fermi time-ordering operator

T{Ot,) - OLt,)}

—sgn(p) o) @p{(n)(tp(n))7 (5.15)
where O; is either ¥(r;) or ¢ (r;), p is the permutation
satisfying

L™ 7 Pl (5.16)

and sgn(p) is the sign of p. This is equivalent to the
definition of Eq. (5.2), provided that an operator pair at
equal times, such as that appearing in Eq. (5.11), is inter-
preted with the annihilation operator infinitesimally re-
tarded. With T thus defined, we specialize to the case of
an equal number n of creation and annihilation operators.
With p denoting one of the n! permutations of the
creation operators, we have

{/;\”(rz,,tz,,)} [(bO)
—1)/2 2 Sgn(p)[iGo(rlt] ’I'p(n

+1lp(n+1)1X X[iG (r, t, |ty amtpan)]»  (5-17

(5.18)

The next step is to illustrate the perturbative procedure by writing out a few terms in the series explicitly. Let us be-
gin by considering terms not containing the correction current operator 8J(r) as defined by Eq. (5.14), which we note is
equivalent to substituting j for J in Eq. (5.1). From the m =0 term in Eq. (5.2) we obtain

(DI T #(xy,t,)] Y(xy1,)]|00) =6, + 6, ,

where
'91 (rl)[lG (rlt Irt ) (rz)[iGO(rztzlrztz)] ’

Gy=—jHr G 8, [1312) 1 (5 [iG sty 1yt )]

(5.19)

(5.20)
(5.21)

and j#(r) is shorthand for the one-body versions of the operators p and j. These graphs assume the point-splitting con-

vention of Eq. (5.10), which written out explicitly gives

i L LA 88
2 i |dx ox’

r'—-re—>0m

FHO)[iG %rt|rt))]

and

+_

) | [iG%rxt|r 't +¢)] , (5.22)
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FHEDLG 1yt |1525) 1j(r,)[iG %A1yt |14t )]

= lim lim _.% lﬁ _a__._a_,_ ﬁzx(rl)
't ry—r, M 2 i |dx, Ox | c
1 % a a e — . ’ . ’
E 7 5;‘—;,2 :Ay(rz [lGO(I'ltl|r2t2)][lG0(l‘2l2|l‘1t1)] . (5.23)

Equations (5.20) and (5.21) are illustrated in Fig. 1. Each dot in the figure represents a space-time point. The labels u
and v indicate the insertion of current operators j* and j" at these points. Each line represents a factor of iG°, the ar-
guments of which are the points at either end of the line. The arrow distinguishes the left and right arguments of G°.
Each dot must connect to two fermion lines, one entering and one leaving. There is an overall minus sign for each
closed fermion loop, of which there are two in ¢, and one in 9,. Turning now to the case of m =1, we obtain

(zﬁ)—lfe‘ 1B | TIF ()] Py, t,)] YHxy )] @0 ) dE = 2 9, (5.24)
i=3

where the graphs 9, are illustrated in Figs. 2—4. The dashed boxes in these figures indicate disconnected graphs, which
are formally excluded from Eq. (5.2). The solid dots not labeled by p or v represent space-time points over which in-
tegration is performed. The dashed lines in Fig. 2, the wavy lines in Fig. 3, and the wavy symbol with a node in Fig. 4
represent factors of u, v, and w, respectively, as defined by Eqgs. (5.5)—(5.7). The time variables associated with a given
interaction line are constrained to be equal and are therefore not independent. The graph ¢, for example, is given by

G =—Gm 7 [ e )liG st |ryty) [0, iG raty [1t) Ju (0)[iG (xt xyt,)dr dt (5.25)
which, per the point-splitting convention, is evaluated in the manner
2
[iG%ryt, | 1) Ju (£)[iG (xt |1y, )] = llm—l— —Lepp )AL €| 1R [i6%r 0, e NG et |rye,)]
—rm 2 ¢ 2 |c
(5.26)
The graph §,; is given by
Su=—0m " [ 7 [ [ jHr G, |5 ][iGrst Iryt,)]
X jY(ry iGOxyt, 1t ) J[iG%xat |1yt ) 1dv(x5,1,)dT3d T dt +[354] , (5.27)

where [3<>4] indicates the same integral with the dummy variables r; and r, reversed. This reflects the usual rule asso-
ciated with pair potentials that the two-fold degeneracy required by Eq. (5.2) is cancelled by the  in the definition of v.
We note that the number in parentheses below each of the connected graphs in Fig. 3, which indicates the number of
distinct contractions leading to the graph, is always 2. The three-body graph ¢,, is given by

—(i#i) *lf f f fj"(rl G x 1t |15t 1 Y1) [iG % xyt, |13t ) [iG x5t |14t ) [iG Oryt |15t ) [[iG st |ry2,)]

X Lw(r;,14,15)dridr,drsdt +[permutations of (345)] . (5.28)

[
In this case the total number of distinct contractions is 6,
which cancels the factor of | in the definition of w. How-
ever, some of the connected three-body graphs, those for
which two of the three space-time points connected by
the interaction are indistinguishable, correspond to only
three contractions. The factor of w in these graphs is g, g,
thus effectively halved. We consider finally the correc-

tion 8J(r) defined by Eq. (5.14). From the m =0 term in w O O pna__ pv

Eq. (5.2), we have 1 (1)

(r,)=— -i— (r;) (5.30)

1
m

and two-body

~ ~ 58 FIG. 1. m =0 graphs defined by Eq. (5.19). The dots

(‘I)ol T8 * 1(1'1,3 1) I I1, )]|¢o) =3 8, (529 represent space-time points. The labels ¢ and v indicate the in-

i=51 sertion of current operators j* and j* at these points. The lines

represent factors of iGY, as defined by Eq. (5.18). The number in

where the graphs @; are illustrated in Fig. 5. The dotted  parentheses indicates the number of distinct contractions lead-

and dashed lines in this figure represent effective one-  ingto a graph. The total number of contractions in the figure is
body 2!
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FIG. 2. One-body contributions to the m =1 graphs defined
by Eq. (5.24). The internal dot represents a space-time integra-
tion variable. The dashed line represents a factor of u, as
defined by Eq. (5.5). The dashed box identifies the disconnected
graphs, which do not contribute to Eq. (5.2). The number in
parentheses indicates the number of distinct contractions lead-
ing to a graph. The total number of contractions in the figure is
3L
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1
V(r,r)=— %AD

(5.31)
interactions analogous to those defined in Egs. (5.5) and
(5.6). However, these potentials are associated only with
the points labeled 1 and v and replace the current opera-
tors j# and j¥ normally inserted at these points. For ex-
ample, the graphs 95, and 95, are given by

95, = — T M [iG%r t, |1525) 1 Y1) [iG%xyt, |1y2)]
(5.32)
and

9se=— [ 5H(r,0[iG (rt,Irt)][iG (rt, |152,)]

XUy [iG%ryt,|ryt,)]dr . (5.33)

Note that the time components of @ and ¥ are zero, so
that only the spatial components are affected by the
correction.

The final step is to generalize these results to higher
values of m. As was the case with m =1, each higher-
order term in Eq. (5.2) may be expanded into a sum of
graphs containing m interaction lines and up to two
current correction lines, which must be summed. The
graphs of order m implicitly contain an m!-fold degenera-
cy, associated with relabeling of the dummy integration
variables, which exactly cancels the m! in the denomina-
tor in Eq. (5.2). The disconnected graphs sum to an un-
physical overall phase and are thus excluded. The Feyn-
man rules for this problem are therefore the following.

(1) Draw all distinct graphs beginning and ending at

FIG. 3. Two-body contributions to the m =1 graphs defined by Eq. (5.24). The internal dots represent space-time integration vari-
ables constrained to occur at equal times. The wavy line represents a factor of v, as defined by Eq. (5.6). The dashed box identifies
the disconnected graphs, which do not contribute to Eq. (5.2). The number in parentheses indicates the number of distinct contrac-
tions leading to a graph. The total number of contractions in the figure is 4!.
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points labeled p and v. Each point connects to two fer-
mion lines, one entering and one leaving. Points other
than p and v also connect to one interaction line. p and v
have either two fermion lines only or two fermion lines
and one current correction line, as illustrated in Fig. 5.

(2) Assign a space-time location to every point.

(3) Assign a factor iG° to each directed fermion line,
taking the arguments of G° to be the points at either end
of the line. Infinitesimally retard the creation operator in
GO if its time arguments are equal.

(4) Assign factors u, v, and w to the one-, two-, and
three-body interaction lines. If two of the three vertices
of a three-body line are indistinguishable, assign an addi-
tional factor of 1.

(5) Assign factors of @ and ¥ to current-correction
lines, if present.

(6) Insert a current operator j* or j” at the points u or
v if a current-correction line is absent.

(7) Constrain all times associated with a given interac-
tion line to be equal. Assign a factor (i#) ! for each dis-
tinct integrated time variable.

(8) Assign a factor — 1 for each closed fermion loop.

(9) Integrate over all distinct internal space and time
variables.

The use of these rules is considerably simplified by the
systematic cancellation of the terms in u, v, and @ involv-
ing a freestanding factor of A. Consider, for example,
the graphs shown in Fig. 6(a). Integrating on the space-
time points 2 and 3 first and noting that the last graph
has an extra factor of 1 per our Feynman rule (4), we find
that the sum reduces to the effective one-body interaction

1

ueﬁ(r1)=—n; (5.34)

2
f p[d2l Ayl

This may be substituted for  in the diagrammatic expan-

3
@ 3)

FIG. 4. Three-body contributions to the m =1 graphs defined by Eq. (5.24). The internal dots represent space-time integration
variables constrained to occur at equal times. The three wavy lines meeting at a node represents a factor of w, as defined in Eq. (5.7).
The dashed box identifies the disconnected graphs, which do not contribute to Eq. (5.2). The number in parentheses indicates the
number of distinct contractions leading to a graph. The total number of contractions in the figure is 5!.
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FIG. 5. m =0 graphs defined by Eq. (5.29). The dotted and
dashed lines correspond to factors of U and ¥, as defined by Eqgs.
(5.30) and (5.31), respectively. The number in parentheses indi-
cates the number of distinct contractions leading to a graph.
The total number of contractions in the figure is 2!+ 3.

sion, provided that the Hartree diagrams involving v and
w (namely, those containing $¢, and 9¢; as insertions) are
systematically excluded. Similarly, the graphs shown in
Fig. 6(b), the latter of which lacks the factor of 1, reduce

to the effective two-body interaction
Ueﬂ'( rl, rz)

1 ]e

m |c

+

€ — € —
P]*’?A]]'Alz%_ P2+:A21'A21]

2
[‘A12i2+ﬁfd3 A13'A23} ] . (535)

£
c

This may be substituted for v, provided that the corre-
sponding two-body Hartree graphs are systematically ex-
cluded. The current-correction graphs shown in Fig. 6(c)

J

- @--x
9‘43
+
-~
+
N
w

Ges O G

- Oeesseex
+

FIG. 6. Illustration of cancellation of terms in u, v, and w in-
volving a freestanding factor of A: (a) Diagrams defining
effective one-body interaction u4(r;) of Eq. (5.34), (b) diagrams
defining effective two-body interaction v(r;,r,) of Eq. (5.35),
and (c) diagrams defining effective one-body current-correction
factor U.g{r,) of Eq. (5.36).

sum to zero. We may write

U,q(r,)=0 . (5.36)

VI. HARTREE-FOCK PROPAGATOR

Let us now identify the sum of graphs equivalent to
our previous variational Hartree-Fock work.! We begin
by explicitly evaluating the unperturbed propagator
defined by Eq. (5.18). As before, we shall use lengths and
energies in units of a, and #iw,, as defined by Egs. (1.5)
and (1.6). Since all the wave functions ¢, defined by Eq.
(1.4) with the same value of n are eigenstates of #, with
eigenvalues n + 1, it is convenient to first combine them
into the nth Landau-level projector, defined by

n

1 d 1 d 1 —(lz,12+12,121/4 z¥z,,2
Hn(rhrz):%‘Pnk(ﬁ)‘P:k(lz):% ;2”52; = ——2-21 ! 2 e 1777 (6.1)
where z =x +iy is again r expressed as a complex number. In terms of this we then have
1 reo & IL, (1}, 1) i(E/#)(1y—1,)
Golrit|ryt, ) =— : VdE , (6.2)
otritilrn) =5 [ 7 2 E—(ntitin, *
where the infinitesimal 7, is positive for empty Landau levels and negative for filled ones.
The Hartree-Fock propagator is the diagrammatic sum illustrated in Fig. 7. It is given by’
1 re & L) wEme,—)
G tryt,)=— _— ? YdE , (6.3)
nr(Ty 1’1'2 2) 2 f-oc ,Z’O E—¢,+in,
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where ¢, is the Hartree-Fock self-energy, given by
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e, = —lER 8,0+ n+l——l— ié 1i1p la-s, (6.4)
" (v=0) " 4 nn+1) 2= k 2°% n0
and
€ = [L—1Eg18,0+[L—1Egls,+ n+—~——1 +1 s Lilp l1—5,,-5,) 6.5)
"y=1s2)"8 * R 1%n0 3 4~R 1%n1 16 2(n2—1) 4k=1 k 4 R n0 nl/ >
where
=fRdrl(1—e—'2/2) = In(R)+1i[y—In(2)] (6.6)
o r (R— ) 2 ’ )

with R denoting the sample radius, measured in units of
ay,and ¥y =0.577 - - denoting Euler’s constant.

In our previous work,! €, was divided into 12 parts €'/,
which are reproduced for convenience in Appendixes A
and B. As is indicated in Table I, each of these corre-
sponds to a specific graph in Fig. 7. For example, €',
which is a constant that diverges as In(R), is the Hartree
energy deriving from the effective one-body interaction

u.4 defined by Eq. (5.34). We note in Egs. (A6) and (B6)
that the weak divergence in €'® at small values of the in-
tegration variable r is exactly canceled by a similar diver-
gence in 7). The latter is part of the exchange energy
deriving from the effective two-body interaction v
defined by Eq. (5.35). This cancellation occurs because
£'® includes a contribution from Z; in Fig. 6(a), which is
the Hartree diagram corresponding to $¢s. Such cancel-
lations occur commonly in Hartree-Fock calculations
whenever the Hartree and exchange diagrams corre-
sponding to a weakly singular two-body interaction are
added. The reason is that antisymmetry of the many-

gss
O el =
1 2
Geq H G
L — + [ o
1 2 1 2
g72
g71
+ +
1 2 1 2
g74
g73
+ 0——-&-——0 +
1 2 1 2
f g?S g76
+ + 0—&—.
1 2 1 2

FIG. 7. Diagrammatic definition of the Hartree-Fock propa-

gator, given by Eq. (6.3).

f

body wave function prevents the particles from ever get-
ting close enough to feel the singularity. The long range
part of €', which is not canceled, adds to £ and £''",
the three-body Hartree energies corresponding to 955 in
Fig. 7, to give an overall constant of 1(1—v)Eg. This is
very important, for it identifies a divergent energy cost to
inject an extra particle into the system. As remarked pre-
viously, this occurs because the long-range potentials at-
tached to the injected particle polarize the surrounding
fluid into a current vortex, thus causing a In(R) increase
in the total kinetic energy. The long-range part of 9,
given by €12, acts only on the occupied Landau levels
and causes the energy cost to inject a hole also to be
1(1—v)Eg. This occurs because the long-range poten-
tials attached to the injected hole also polarize the fluid
into a vortex, although in the opposite direction. Thus
the energy cost to make a particle-hole pair is twice this
value or (1—v)Eg. The absence of this energy is the
most serious shortcoming of the simple RPA calculation
described in Sec. III.

TABLE 1. Twelve families of Hartree-Fock self-energies &'’
and two-particle matrix elements WY leading to gauge-
invariant response kernel . The graphs associated with each
family are listed to the right. The asterisk by the fourth family
indicates that exchange current corrections are also required for
gauge invariance, per Fig. 10(c).

1 (2) . E6) 970 972

2

3 (ll] ’ g75

4% (3) (4) W(B)’wM)

5 17) 913,92 we G319, 930
6 (12) w(7)

7 E(8) 8“0) 976 w(li) w(ZO) 981:982
8 w(l)’w(l)

9 we G453, G54
10 Cu)(M)

11 w(l2] . w113)

12 WS) cu)(ll) 985,986
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VII. VERTEX CORRECTION

Let us now consider the evaluation of the Bethe-
Salpeter equation illustrated in Fig. 8, which includes two
classes of graph. The first is the set of ladder diagrams
required for maintaining compatibility of the response
function with particle conservation,'? per Eq. (1.9).
These may also be viewed as accounting for the strong at-
tractive potential between particles and holes associated
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with their tendency to polarize the background fluid into
vortices. The second is the set of bubble diagrams re-
quired to implement the RPA.

It may be seen from Fig. 8 that, despite the presence of
three-body interactions, summation of the series still only
requires knowledge of the four-point function at space-
time configurations for which ¢, =t, and ¢,=¢;. Thus
our first step is to identify the time variables in the
Hartree-Fock four-point function §54, obtaining

[iGHF(rlzl|r2r2>][iGHF(r3t2|r4t1)]=5%f_°° Plrpralryrye™ ' Vdo | .1
where
IT,(ry, 1), (r;,1,) I, (ry, )11, (13, 14)
Fry,14]15,13)= . 7.2
(rorlrary) ,,Epty ior— (e, —e,)+in  —fw—(e, e, )+in 7.2
n'filled

F° corresponds approximately to the unperturbed response function 2° given by Eq. (3.29).
Our next step is to observe that summation is simplified by working in the basis of ‘“magnetoexciton’ basis wave

functions, defined by?

(—1)" 1
L @pntrpipml

n' —
¢na(r1’r2):

2_,__

,2x 172

>

3 1.,

—llz, 12+ \zzlzﬁ—lzml2]/4e[zl*z2 +zrza —z

0z, 272

(7.3)

where z=x +iy is again r expressed as a complex number, discussed in our previous work. These have a well-defined

center-of-mass momentum ¢, defined by

Za=19x —4qy

(7.4)

which is conserved in this problem, even though the momentum of an isolated particle or hole is not, and are complete

and orthonormal. Projecting #° onto this basis, we obtain

GlFE=JJ 1

[fiw— (g, —

=8aB8mn8m'n' [_ﬁw_(gn
0, otherwise

en)+in] ™,

We note that the only magnetoexciton wave functions not
destroyed by F° are those consisting of a hole in a filled
Landau level and a particle in an empty one or the re-
verse, namely, a hole in an empty Landau level and a par-
ticle in a filled one. The latter makes no sense for a
Hartree-Fock ground state, but is meaningful for a
ground state in which particle-hole excitations of the
Hartree-Fock vacuum are virtually present, as occurs in
the RPA.

Our next step is to observe that all the interactions in
Fig. 8, including the three-body terms, reduce to an
effective pair interaction W(r,r,|r;r,) between the parti-
cle and hole. This is because all the internal Hartree-
Fock lines have their time arguments constrained by the
J

<$'|‘Wl:'>szffw’m"'a*(r],r4)w(r1,r4lr2,r3)¢:;(r2,r3)dr1dr2dr3dr4,

are given, with ¢, and ¥, shorthand for ¥ and ¥",, b

—e,)+in]"!, n' empty, n occupied

o (0, 1) JFr 14l 10, 1Y g1y, 13)d T d T d Tod T,

n empty, n’ occupied

Feynman rules to be equal and thus contain only infor-
mation about the Hartree-Fock ground state, which is
the same as the unperturbed ground state. The Bethe-
Salpeter equation may therefore be solved by taking ma-
trix elements of both #° and the two-particle interaction
W in the magnetoexciton basis and evaluating the matrix
expression

=[1-FW] 'F, (7.6)

analogous to Eq. (3.18). Referring now to our second pa-
per, we find that the matrix elements of W, like those of
F°, are zero unless the momentum quantum number z,, is
the same for the initial and final states. The momentum-
conserving matrix elements

(1.7
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Q= § P (7.8)
i=1
where
W= lim Jd1[d29502,2)[ Ap-(P+ADIW%(3,1), (7.9)
W= lim Jd1[d29%(2,2)] A (P +ADY,(1,3), (7.10)
W=~ [d1 [d29p2, D[ Ap(P,+A)]P%(2,1), (7.11)
W=— [d1[d2¢%(1,2)[ Ap(P+A)]Wp(1,2), (7.12)
W= [d1 [ d2| Ay |29%(2,2)9,(1,1) (7.13)
WO=— [d1 [d2| A,l79%(1,2)9,(1,2), (7.14)
WT=— [d1[d2 [d3 A, ATI1L DY%(2,3)95(2,3) (7.15)
WO=— [d1[d2[d3 A, AII1,3)9%(1,3)$5(2,2) (7.16)
W=— [d1[d2 [d3 A, ApTI3,1)9%(2,2)95(1,3), (7.17)
WIO=— [d1[d2 [d3 A, Apll(1,2)9%(3,3)¢,(2,1) (7.18)
WW=— [d1[d2[d3 A, A2, 109%(2,109,(3,3), (7.19)
W=~ [d1[d2 [d3 Ay ApTI3,2)9% (1, 1D95(2,3) (7.20)
WW=— [d1[d2 [d3 A, ARTI2,3)09%(2,3)9,(1,1), (7.21)
W= [d1[d2[d3 Ay AT, DYY(3,3)95(2,2) , (7.22)
W= [d1 [d2 [d3 Ay ApTI(1L3)9%(2,3)95(2,1) (7.23)
WO= [d1[d2 [d3 A, ARTI3, Y% (2,1)95(2,3) , (7.24)
W= [d1[d2[d3 Ay ARTIL2P%(1,3)85(2,3) (7.25)
W= [d1[d2 [d3 A, AT, 9% (2,3)95(1,3) (7.26)
W= [d1[d2 [d3 A,y ATI3,2)9%(1,2)95(1,3) (7.27)
and
W= [d1[d2[d3 Ay ABTIG3,209%3,1)9,(2,1) (7.28)

with A;; defined as in Eq. (1.2), A; given by Eq. (1.11), and

H(rl,rz)E 2 H,,(rl,rz) . (7.29)
ﬁl;led

The dimensioned quantities e, m, ¢, and # have been set to 1 in these expressions, as appropriate for measuring lengths
and energies in units of @, and #w,. Because F° is qualitatively different for the particle-hole and hole-particle chan-
nels, it is helpful to divide the relevant matrix elements of #° and W into four blocks. Thus, restricting m and n to emp-
ty Landau levels and m' and n’ to filled ones, we define

(Zlwi=elry, (7.30)
and

(mlwley=(m«I%) . (7.31)
Since the remaining matrix elements of W are related to these by

(mlwlny =" E|m )+ (7.32)
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and

(mlwly =i, (7.33)
we have, with the matrix Ae defined by

(7| AE)™ Y =8,,8 €y —Ey) (7.34)
and n, n', m, and m’' now allowed to represent both filled and empty Landau levels,

<mf7|2’>5ffff¢,’2';*(r1,r4)57(r1,r4|r2,r3)¢Z;(r2,r3)dr1dr2dr3dr4

-1
s m’
m

The contributions of the potentials W'” to the matrices & and « are listed in Appendixes D-G.

As was the case with the decomposed Hartree-Fock energies €', the two-particle matrix elements W defined by
Egs. (7.9)—(7.28) correspond to specific graphs in Fig. 8, as is indicated in Table I. For example, W®’ and W'" are the
long-range potential contributions to the ladder graphs 9,y and 9g,. W''? and W correspond to the three-body
RPA graphs 935 and G4 neglected in our previous work. It may be seen from Appendixes D and F that the diagonal
contributions '%, 67, 612 and 6'® deriving from these together diverge as —(1—v)Ey and thus exactly cancel the
similar divergence in Ae. This behavior, also seen in our variational work, occurs because these graphs account for the
large attractive potential between particles and holes caused by the net cancellation of their vortex fields at infinity.
These energies also contain a short-range divergence that is exactly canceled by W', which is part of the two-body
RPA contributions corresponding to 943 and $g4. As was the case with the Hartree-Fock energy contributions, this
cancellation may be attributed to the antisymmetry of the many-body wave function in the Fermi representation.

fiw—Ae—E+in -
—7 —fio—Ae—E*+in

> ) (7.35)

VIII. WARD IDENTITIES

Let us now consider the full electromagnetic response kernel # defined by Egs. (3.11) and (3.8) using our approximate
evaluation of the perturbative expansion in Eq. (5.2). We shall first do this by identifying the space-time points on ei-
ther side of the four-point function &, as illustrated by graph 9, in Fig. 9, and then Fourier transforming. We obtain

G

78 687

3 o——— 4 H@V

2 O m—p— |

681
gsa gB4
+ +
2 1 2 1
gSG
3 4
O

FIG. 8. Illustration of self-consistent four-point function FIG. 9. Illustration of paramagnetic response kernels D and
defined by Eq. (7.7) and given explicitly by Eq. (7.36). A as defined by Egs. (8.1) and (8.4).
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$ _sz(lﬁ)-lfw —i(qr,— wllz) (— Tl/ﬁ)ltlzl ( 57(1 1|2 2)Jv(2)dt dl'l
=3 3 Gula WEIFYGL D, (8.1)

mm' nn'

where the matrix elements {j,|') are defined by
(plry=[d1yi1,1e 4" 8.2)
and

—iqr

(jIZ'>=fd1}Ln12 {%l(P1+K1)—-(P2—K2)]¢Z;(1,2) e 8.3)

Specific expressions for these matrix elements are listed in Appendix H. We then correct the current operators as we
did in Eq. (3.22), but with the inclusion of exchange corrections required for maintaining gauge invariance. We have

3696 r)/. 3697 3698
au -] = 2 - 2
1 1 \_ 1
(b) sgss ? 39100 r)f 36101 ! ang
|
au L A v we = < - <
I 1 1 Moy \ 1
* *
(c)
3 g‘IOB a 6104 3 6105 3 g106 3 6107
au uz 4 + p,z 4 + p.;< + u< + pz§<
1 1 i 1 1
(d)
gno 111 112 36113
4 115

f)/_ 11
FIG. 10. Illustration of Ward identity for corrected current vertex: (a) Ward identity for unperturbed system described by Eq.

(8.6), (b) typical one-body contribution, (c) two-body contribution involving spatial derivatives, and (d) three-body contribution. The
curly bracket indicates the substitution of a three-dimensional § function for the relevant Green’s-function factor, per Eq. (8.6).
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8= 3 3 a8, Y CUIFID Gy +84, 100

mm' nn'

where

<5j|:’>=fd2e"“"2fd1 Ay {TH2,2)90 (1, D) —TI(2, DYl (1,2)— TI(1,2)¢7,(2, 1)} .
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(8.5)

Note that the first term in this expression is equivalent to the matrix % defined by Eq. (3.23). Specific expressions for
these matrix elements are also listed in Appendix H. Equation (8.4) corresponds to graph 9y in Fig. 9, with the
definition of Gg3— 9¢,. We then convert A to # by means of Eq. (3.11).

Gauge invariance of #, as defined by Eq. (4.14), may be demonstrated by means of the Ward identity

3,{[iGo(1,2)]j#(2)[iGo(2,3)]} = 5‘3—{[1'60( LG, )]} + V- {[iGo(1,2)]j(2)[iGo(2,3)]
2

={[iG,(1,2)18%2,3)—8%(1,2)[iG4(2,3)]} ,

(8.6)

following the convention of Eq. (5.23), which is illustrated in Fig. 10. This follows from current conservation in the

#£,—0 limit, which we may write

[Hop(r) =iV j(r) ,

(8.7)

per Eq. (1.9). Gauge invariance of the perturbed response kernel is demonstrated by identifying space-time points 1 and

3 in this expression, obtaining
9,{[iG((1,2)]j"2)[iG((2,1)]} =0
and
#

. . . + X —_— a
3,1 [iGo(1,2)]jH2)[iG4(2,1) ]j*(1)} ——;G0(2,2)§l—83(1,2) )

The right-hand side of Eq. (8.9) is canceled by the di-
amagnetic correction in Eq. (3.11). Our expression for
the perturbed response kernel is gauge invariant because
it effectively substitutes Gyr for G, on the right-hand
side of Eq. (8.6). To see this let us consider the graphs in
Fig. 10(b). Application of Eq. (8.6) to 949 and 9,y pro-
duces terms proportional to 5%(2,3) and 8%(1,2), which
are indicated as 9, and 9y, in the figure, and two terms
proportional to 8°(2,4), which cancel exactly. Continu-
ing this to higher order, we find that the only nonzero
contributions come from graphs with no interaction line
on at least one leg, and these contribute a § function for
this leg. Similar cancellations occur in Figs. 10(c) and
10(d), except for 9,4 and 9,47, which are required by the
presence of spatial derivatives in the pair interaction v
defined by Eq. (5.6). These effectively point-split the ends
of the pair interaction lines in ,5;— 9,05, causing the ex-
tra contributions of these graphs to cancel incompletely.
We note that the current corrections Gq4, 99, and 9y, in
Fig. 9 have no effect on the gauge invariance of #.

The cancellation of specific contributions to the Fock
and ladder sums in pairs, as occurs in Figs. 10(c) and
10(d), may be conveniently exploited to check the calcula-
tion for errors. In Table I we have organized the
Hartree-Fock self-energy contributions €'” and the two-
particle matrix elements W'” listed in the Appendixes
into families representing subsets of diagrams leading to a
gauge-invariant response kernel #. If, for example, Egs.
(7.34) and (8.1) are evaluated with all the ') and W' set
to zero except €', £'1?), and W'7), the result will be gauge
invariant, although unphysical. This is also the case with

(8.8)

the other 11 families, although a fourth of these requires
the use of Eq. (8.4) rather than (8.1), as the latter includes
the exchange current corrections shown in Fig. 10(c).

IX. BOSE FLUID

Let us now consider the results of our calculations for
v=0. The purpose of this is to test the reliability of the
formalism in a case for which the answer is known. Our
procedure is to truncate the basis of Eq. (7.3) to the states
for which n and n’ are no greater than a value n, and
then perform the matrix inversion of Eq. (7.35) numeri-
cally. The result is then substituted into Egs. (8.4) and
(3.11) to generate the electromagnetic response kernel #.

In Fig. 11 we show the w—0 limit of the longitudinal
response F,,, which is required by gauge invariance to
be zero. These results show that the calculation con-
verges rapidly with n., that it is accurately gauge invari-
ant, and that the range of momentum over which it is
valid increases with n.. We have also performed, but not
displayed in the figure, tests of the other two rows of #,
as well as tests of all three rows at finite w, all of which
are consistent with these results. The calculations report-
ed in this paper are computed with n, =30 and are thus
fully converged for g <5.

In Fig. 12 we compare the longitudinal collective-mode
frequency w,, defined as the low-frequency pole of %,
with the old RPA result obtained using Eq. (3.38). While
the two calculations are qualitatively similar at small g,
we observe that the sound speed is reduced from the
value 1 given by Eq. (4.8) to the value 1/V'2 predicted by
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FIG. 11. Gauge invariance test for v=0: (a) n,=10, (b)
n, =20, and (c) n, =30.

the Hartree-Fock bulk modulus.! This is not surprising
in retrospect because the graphs we have included consti-
tute a conserving approximation.’? However, the old
RPA calculation fails to find the logarithmic behavior at
large ¢ predicted by our previous variational study.? In
contrast, the full calculation reported here agrees to
within the line thickness with the variational work for
g >2. As remarked previously,? the variational calcula-
tion correctly describes the motion of a vortex pair in a
fluid such as helium, but does not correctly describe the
decay of such pairs into phonons. The latter effect would
cause the collective mode to lose its sharpness at large g.
The results at large g show that the ground state |® ) im-
plicit in this calculation differs significantly from the un-
perturbed ground state |®,) only at long length scales.
Quantities determined by the short-range behavior, such
as the compressibility, may thus be calculated equally
well with [®) or |®,).

In Fig. 13 we compare the present Meissner kernel %,
for ©=0 with the old RPA result. The convergence of
both curves to 1 as ¢ —0 shows a perfect Meissner effect
in either case. However, the present calculation shows
screening that is much more pointlike. The coherence
length, measured by the curvature at ¢ =0, is one order
of magnitude smaller. The coherence length is in either
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FIG. 12. Collective-mode frequency w, for v=0: (a) present
result and (b) previous RPA.
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FIG. 13. Meissner kernel %, at ®=0 for v=0: (a) present
result and (b) previous RPA.

FIG. 14. Real part of Hall conductivity, as defined by Eq.
(4.18) for v=0: (a) ¢=0.2, (b) g=0.4, and (c) ¢ =0.6. The vert-
ical lines mark the location of the sound pole for each value of
q.
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FIG. 15. Real part of Hall conductivity, as defined by Eq.
(4.18) for v=0 in the w—0 limit: (a) present result and (b) pre-
vious RPA.
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case unusually short. The convergence of both calcula-
tions to 1 at large values of q is a general feature of any
system of particles with finite-range interactions.

In Fig. 14 we show the frequency dependence of the
Hall conductivity o, defined by Eq. (4.18). We see that
the present calculation, like the old RPA, predicts a
nonzero value of o,, and a singularity at the sound pole.
However, in contrast to our previous result, the present
one predicts the strength of this pole to vanish as g2,
causing the pole to become irrelevant at small ¢q. This is
shown more explicitly in Fig. 15, where the »—0 Hall
conductivity is plotted as a function of q. The present
calculation is identically zero at ¢ =0, and its maximum
excursion at ¢==1.5 is only % times the old RPA value.
We conclude from this that this computational technique
effectively eliminates the spurious Hall effect of the old
RPA (Ref. 4) for v=0.

X. ONE-HALF FRACTIONAL-STATISTICS
FLUID

Let us now consider the results for v=1. As we did in
Fig. 11, we show in Fig. 16 the gauge-invariance test
based on the longitudinal response %, in the ©—0 limit.
The parameter n, has the same formal definition as be-
fore, but the number of channels is effectively 27, because
two Landau levels are filled. The behavior is qualitatively
the same as in Fig. 11 and has the same significance.

In Fig. 17 we compare the collective-mode frequency,
defined as in Fig. 12, with that given by the old RPA.
The effect of the Fock and ladder diagrams is similar to
that seen in Fig. 12. The sound speed in this case is re-
duced from its RPA value of V2 to the V'29/16 predict-
ed from the Hartree-Fock bulk modulus.""!? The behav-
ior for ¢ 22 is identical to within the line thickness with
the result obtained by setting the d matrices in Eq. (7.35)
to zero. This is equivalent to the variational calculation
performed by us previously for the v=0 case and results
in the opening of a gap of 1 at ¢ =0. The positions of the
peak and “roton” minimum are also in good agreement.
Also reproduced in this figure are the numerical results of
Xie, He, and Das Sarma,!® which are based on studies of
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FIG. 16. Gauge-invariance test for v:%: (a) n.=10, (b)

n. =20, and (c) n, =30.
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FIG. 17. Collective-mode frequency w, for v= %: (a) present
result and (b) previous RPA. The circles are the numerical re-
sult from Ref. 13.
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FIG. 18. Meissner kernel #,, at w=0 for v=1: (a) present
result and (b) previous RPA.
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FIG. 19. Real part of Hall conductivity, as defined by Eq.
(4.18) for v=1: (a) ¢=0.1, (b) ¢ =0.2, and (c) ¢g=0.3. The
vertical lines mark the location of the sound pole for each value

of g.
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FIG. 20. Real part of Hall conductivity, as defined by Eq.
(4.18) for v=1 in the @—0 limit: (a) present result and (b) pre-
vious RPA.

small clusters. We note particularly the good agreement
between the computed sound speeds and the position and
depth of the roton.

In Fig. 18 we compare the Meissner kernel %, at
©=0 with that of the old RPA. The behavior is qualita-
tively similar, including complete Meissner screening at
g —0, a deep minimum at g =2, and a gradual return to 1
at large ¢. In contrast to the v=0 case, however, we find
no significant modification of the coherence length by the
Fock and ladder diagrams. This strongly suggests that
the structure in ¥, is given correctly by both calcula-
tions.

In Fig. 19 we plot the real part of the Hall conductivi-
ty, defined as in Eq. (4.18), as we did in Fig. 14. We again
see resonant structure at the sound pole associated with a
nonzero value of o, in the ®—0 limit. However, in this
case the full calculation is in qualitative agreement with
the old RPA. This is shown explicitly in Fig. 20, where
we compare the momentum dependence of the two calcu-
lations. The g —0 limit may be seen to be finite and large
in either case. In light of the ability of the Fock and
ladder diagrams to counteract the spurious Hall effect in
the v=0 case, this result suggests that the Hall effect is
not spurious for v=1, but is a characteristic property of
the fractional-statistics gas.

XI. DISCUSSION

The most surprising result of the calculations described
in this paper is the disappearance of the Hall-effect pole
for v=0 and its persistence for v=1. Since v=0 is a
more severe perturbation from noninteracting fermions
than v=1, this implies that inclusion of Fock and ladder
diagrams is sufficient to describe the Hall effect correctly
at long wavelengths and that the v=1 anomaly is not an
artifact. Per our discussion of Eq. (4.19), this is very dis-
turbing because it implies the existence of more than one
velocity scale for the problem. For this reason we are re-
luctant to state categorically that this effect is real
without study of the problem to higher order in perturba-
tion theory. Given that it is correct, the persistence of
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the anomaly may be related to the recent finding of Rojo
and Canright!'* that the system acquires a magnetic mo-
ment at high temperatures.

Another unexpected result is the broad corroboration
of the old RPA results for the v=1 fluid. Since this did
not occur for v=0, it cannot be dismissed as an automat-
ic consequence of the formalism. It is apparently the case
that the fractional-statistics fluid is described fairly well
by the RPA.

A critical difference between the full calculation and
the old RPA is the effect of finite temperature. It has
been discovered by several authors!® that finite-
temperature perturbation theory applied to the class of
diagrams included in the old RPA predicts the destruc-
tion of the superfluidity at any finite temperature. This
behavior is quite violent and not to be confused with the
destruction of long-range coherence due to the Mermin-
Wagner theorem.!® While it is formally correct, the pre-
diction is unphysical. The calculated low-energy excita-
tion spectrum of the system at zero temperature is quali-
tatively similar to that of “He.!! The effect of finite tem-
perature must therefore be the same as that in *He, which
is to thermally populate the g —0 collective modes, lower
the superfluid density by means of scatterings among
these modes, and eventually cause a Kosterlitz-Thouless
transition.!” However, application of finite-temperature
perturbation theory to the present calculation leads to no
temperature dependence at all. This is equally unphysi-
cal and thus warrants discussion.

Let us first consider why finite temperature destroys
the superfluidity in the old RPA. Substituting Matsubara
sums’ for energy integrals in the unperturbed polarizabil-
ity D° defined by Eq. (3.29) merely thermally repopulates
the Landau levels in the unperturbed propagator G.
This causes the Hall conductance of 2; to have a value
different from —1 at small ¢ and @ and thus causes the
collective mode, defined as the zero of D in Eq. (3.38), to
acquire a gap. This is physically incorrect because parti-
cles and holes obeying fractional statistics are also vor-
tices and antivortices. A dilute gas of particles cannot
actually form at low temperatures because vortices and
antivortices are tightly bound. Since this binding energy
is formally absent in the old RPA, the calculation
effectively forces Kosterlitz-Thouless unbinding of
vortex-antivortex pairs to occur prematurely.

Let us now consider the absence of temperature depen-
dence in the present calculation. The effect of finite tem-
perature on the Hartree-Fock graphs of Fig. 7 is also
thermal repopulation of the Landau levels of Gyr. How-
ever, in contrast to the old RPA calculation, the gap be-
tween the lowest empty Landau level and the highest
filled one is (1—v)Ey, as defined by Eq. (6.6), which is
formally infinite in the thermodynamic limit. Thus Gyg
has no temperature dependence in the thermodynamic
limit. Since the graphs of Figs. 8 and 9 have no tempera-
ture dependence of their own, /% has no temperature
dependence either. As remarked previously,! 11—v)Eg
corresponds to the energy for making an isolated vortex.
Thus superfluidity persists in this calculation because
vortex-antivortex pairs are always tightly bound and, in
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particular, do not screen each other out. Kosterlitz-
Thouless unbinding is therefore precluded.

It was recently shown by Kitazawa and Murayama
that a Kosterlitz-Thouless transition occurs in a calcula-

tion in which a renormalized fractional-statistics interac-

18

tion is substituted for the bare one. This result suggests
that the correct temperature dependence will be pro-
duced by a calculation that includes RPA graphs on
every interaction line, so as to self-consistently screen the
interaction. Assuming that this is the case, we may ask
why the zero-temperature properties are described so
well without including these graphs. The reason suggest-
ed by Eq. (4.20) is that the fractional-statistics interaction
is effectively unscreened at zero temperature. In particu-
lar, VRPA  the “Coulomb” interaction between particles
responsible for the logarithmic gap (1—v)Eg, exactly
equals V. While the effects of retardation in the other
elements of VRPA on a fully self-consistent calculation
have yet to be worked out, the good agreement in Fig. 17
suggests that they are unimportant at zero temperature.
As the temperature is raised, however, the Coulomb in-
teraction is expected to become dielectrically screened by
the gas of tightly bound particle-hole pairs in the sample.
This will change the magnitude of V& A, but not its func-
tional form at g —0, thus causing E; to decrease in mag-
nitude while maintaining its logarithmic dependence on
R. Above the Kosterlitz-Thouless temperature, however,
when the pairs unbind to form a particle-hole plasma,
VRFA should switch over to Debye screening, and Eg
should lose its dependence and become finite.

We note finally that the tendency for the statistical in-
teraction to remain unscreened in a many-body calcula-
tion has precedent in the high-energy literature!® and is
therefore more general than our calculation would sug-
gest. However, the principles causing it to occur are
poorly understood.
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APPENDIX A

Contributions €\ to the Hartree-Fock self-energy ¢,
given by Eq. (6.4) for the case of v=0. Ej is defined as in
Eq. (6.6). The specific graphs to which these correspond
are indicated in Table I.
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APPENDIX B

Contributions & to the Hartree Fock self-energy ¢,
given by Eq. (6.5) for the case of v=1. Ejy is defined as in

Eq. (6.6). The specific graphs to which these correspond
are indicated in Table I.
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APPENDIX C

Glossary of symbols used in Appendixes D-G. With
z,, related to the momentum q as in Eq. (7.4), we have



46 QUANTUM MECHANICS OF THE FRACTIONAL-STATISTICS . . .

(—z3 )" (—z,)"

(2" a1 72 ° v=0
CT | (mztym (=g ’ €D

1
(2m+n—m’~n’m|n|)1/2 » V&7

%k \ym-+n
(—z3)

(2m+nm!n!)1/2’ v=0
d= (_Z; )m+n—m’—n' . > (C2)
(2m+n—m'—n'm!n!)l/2’ V=3
b=1lz,|*, (C3)
b w b*
fa=etS 2 (C4)
k=0 k!
: k!
gn:kéo bk+1fk: (CS)
= k!
hnzgm—l—[l_fk]' (C6)

We also define two formally divergent integrals
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where g =|z,| and J, is a Bessel function and

e 2 (C8)

I,=e™? d
¢ 7171—%‘[0 r2+17

which cancel from the final result, and three versions of
the exponential-integral function
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The quantity Ey is defined as in Eq. (6.6).

APPENDIX D

Matrix elements (9,/6/%) defined by Eq. (7.30),
decomposed per Egs. (7.9)-(7.28), for the case of v=0.
Symbols are defined as in Appendix C. Note that
m,n >0.
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APPENDIX F

Matrix elements (7'|&|"") defined by Eq. (7.30),
decomposed per Egs. (7.9)-(7.28), for the case of v=1.
Symbols are defined as in Appendix C. Note that
m,n > 1 and that m’ and n’ are indicated by [6]™"".
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d
[£9)= —g lb—m)(b—n)[2I, +X]=b%hy y 1+ (m+n)bhy, _y—mnh, s+ [(b—m)+(b—n)+1]e "),

(G6d)
__dm+n—1)
[‘{(7)]00__'Z—bm[l_fm+n—l]’ (G7a)
__d - (m+n—2)
[Q/m]w_*z —e b+”'bmfﬁ[1_fm+"—2]]’ (G7b)
__ d — (m—+n—2)
[T -4 —e b+ann—l[l—-~f”‘+"”2]l’ (G7c)
[J(”]“:—% —(1+b)e"b+mn%[l—fm+n_3]} s (G7d)
I
[t{(g)]ooz_ie_b 1 +4 (G8a) [({(12)]00=_i 21, —1,)+e? i 1 (G12a)
8¢ |m+1 b |’ 16 |77 72 =
_d _ b 1—m d s 1
Z®0=_24 ,-b +—=1, (G8b) (12710 _ & (p _ — b —
(] 8¢ |m+1" b ] [ 16 bmmI AL mLI e 3
[C{(S)]m:__d_e—b(b_n) [ 1 l s (G8c) (G120)
8 m+1 b d X1
[,/“2’]01=——(b—n) 2(11—12)+e—b > Tt
[‘{(8)]11=_ie—b(b__n){ b +_1—_’n_] (G8d) 6 . ¢
8 m+1 b ’
(G12¢)
(12)711
[a/(9)]00=_%%(b__n)e—b , (G9a) (]
=4 - _ b L
[;/(9’]10—:—116%(b—m)(b*n)e—b, (G9b) 16(b m)(b n)[2(11 I,)+e k§1 X },
[a/(g)]m:—ng%(b—n)(b—n-i—l)e—b , (G9c) (G12d)
d » - 1
L= —L 1 —I )+e " =1, (G13a)
[a_/‘g’]”=——1i6%(b—m)(b-—n)(b—-n-l—l)e_b, coy ) 16| b k§1 k
d _ m
[J(lO)]O():_%e—b l—-li_l_+% , (G10a) [c{(13)]10:—T6—(b_m){2(11_I2)+e bkz %}a
" =1
(G13b)
[Q/“O)]“’:—%(b—m)e_b[—_:_—1‘*‘%], (G10b) d - 1
n [4<13’]°1=—Tg(b—n)[2(11—12)+e—bk2 % ’
=1
[a/uo)]m.___%e—b [Tf’ﬁ 1;” ], (G10c) (G13c)
) . [19]1= = E(b—n)(b —m)
[a/(m)]n:__ “Yp—m)l———+ ], (G10d)
8 n+1 b PR
i1 X {2(I,—1I,)+e 2; , (G134d)
[a/m>]oo=_1_6 ;(b—m)e_b , (Glla) !
d1l _
[£19]0=2 2 —b (G14a)
[a/(“’]10=—Td6—%(b—-m)(b—m-l—l)e_”, (G11b) 4 b
d 1
[19]10=2L —(p—m)e~b, (G14b)
[¢{(“’]°1=—%%(b—n)(b—m)e—b, (Gllg) 4 b
d 1
[P =L —(p—p)e—t (Gl4c)
[a/(“’]”=—li6%(b—n)(b—m)(b—m-f-l)e"”, 4 b
amm_d 1, e b
(G11d) [£] 2 b(b m)b—n)e™°, (G14d)



5674
[a/(m]oo:%
[a/(m]lo:%
[a/(ls)]m:%
["/“5)]”=%
[a/(m)]ooz_ldg
[a/(ls)]lo__.ng
[61(16)]01=ng
[a/us)]n:li6
[a/m)]oozg_
[‘{m)]u)z%
[a/“7)]°1=%
[a/(m]n:%
[J(IS)]O():%
[a/us)]loz_l%
[‘/(18)]01_____1‘1_6_
[a/(ls)]n:li6
[a/(w)]oo:%
[‘{(19)]102116
[a/(w)]m:ng
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m:Lle_b (m;_mn+_,,1)![1——fm+n——l])’
fn__*.nll—lle—b'*'n(_ml;:fn_t%)![l"fmuﬂ]}r

b—;”fliﬂ e-b+<m—1)(1b}%:ﬂ[1—fm+n_2}],
(b—m)b;r_l:;l-km:_l—-b e_b+n(m-1)(—r“";“;%¥n;_:2’")‘!“[l‘“fm+n—3]},
e—b—m‘—"’—;%,,";;—‘ﬁn—fmﬂ_n] ,

be—b_mnimb—:%?l[l—fern_z]] ,
[(b—n)+(m—1)]e_b—-m(m*1)%[1—&&"-2]'
[(b—m)(b—n)+<m—1)(b+1)]e—b—nm<m—1)%[1—;"“”3]] :
nile—b (m:anr—nl)![l__fmﬂ_‘]]’

tomily e—b+(n—1)%’n%f—)—’[1—fm+,,_z]},

%—1 le"’+m(ﬂb:—%—tfl[1—fm+n—z]] ,

(b—n) 2=l ———p e_b+m(n*1)%[l—fm+n—3]},
[(b—m)+(n—1)]e_b—n(n—l)%)l[1_fm+n—2]}
be"”—mn(—%mif,,;_%l[l—fmﬂ—z]] ,

[(b—m)b—n)+(n—1)b+1)]e b—mn(n—1)

(m+n—3)
bm +n—2

[1_fm+n—~3]] ’

X_hm+n—l+e_b 2 _1- ] ’
k=1 k
- < 1
b[X-hm-}-n—-l]_m[X_hm+n—-2]+e b{(b—m) 2 ;+1] ’ ’
k=1

b[X-—hm+,,_,]-—n[X—hm+,,_2]+e"’[(b—n) s %%—1‘ ]

k=1

(G15a)

(G15b)

(G15c¢)

(G15d)

(G16a)

(G16b)

(G16c)

(G1e6d)

(G17a)

(G17b)

(G17¢)

(G17d)

(G18a)

(G18b)

(G18c)

(G18d)

(G19a)

(G19b)

(G19¢)
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[a/<19>]“=1;"6 bAX =y, 4,y ]—(m+n)b[X—h, 4. ]
+mn[X—h,, 4, 3]+ [(b—m)b—n) 2 —+(2b m—n+1) e } (G19d)
[£20P=2 d X — hm+n-—1+e_b 2 (G20a)
16 - k
[a—"2°’]‘°=ng b[X—hp i ]l=m[X—hp iy o]t [(B—m) 3 %H e"”, (G20b)
k=1
[a/‘z"’]"‘=14‘f5 b[X—hpin-1]=n[X—hpip )]+ [(b—n) F %H ] (G20c)
k=
d
[af‘m’]“—16 bAX—hpy iy 1]—(m+n)b[X—h,  ,_,]
+mn[X—h,, 4p—3]+ |(b—m)b—n) 3 %+(2b—m-—n+l) e—bl. (G204)
k=1

APPENDIX H

The matrix elements (j wln ') defined by Eq. (8.2) and (8.3) are zero unless z, and g correspond per Eq. (7.4). The tem-
poral components are given by

n'

(o™= L lzgl?74 |, 3 3| g2
(2m2" " ninn)1/2 az, oz}
. n'! 2 = : . —lz,1?/4
n2=n,(—l)”L 21"'1! (=zo/V2)"TVLE " (Lz[Pe " 7, (H1)

where the associated Laguerre polynomial is defined as usual by

Lrx)=—Lexx—m |2 | xntme=x] (H2)
n! ax

The spatial components are given in terms of these by

Gl =‘+§ig—x/_n+1<pl:’+l)+x/7{<p|:'_1>—vn'+1<p|:'+‘>+\/?<p|:'—1>} , (H3)
and
G, Z'>=71—§{\/n +1pI" )+ VR pl_ )=V F 1 plT T =V (p|" 1)} . (H4)

The six matrix elements relevant to the calculations in this paper are given explicitly, with b =%|za 2, by

0y — V2 )e —b/2

<|>‘/7(z/2) (HS)
: 10y — L ( ‘/ n+1 _ _ ‘/-n—l —-b/2

(Gl = Yy ‘/81{ (=z, /V2)" 14+ [2n—b)(—2z,/V2)" e , (H6)
i |0 =*L__ — 5y +1 _ _ n—1y,—b/2

Gl =m= T 2/ V2 4 20 —b)(—2,/VD) e ™07, (H7)
1y__L n=1p, _p1,—b/2

(pI}) 21m'( 2,/V2)" ' [n—ble , (H8)
i1 y=—2L —z V) — —1)— 2=y VD)1= 2)p—b/2

Gxlad= Yy x/é {([n+2=b](—z,/V2)"—=[2n(n—1)=3nb+b2)(—2,/V2)" " ?]e , (H9)
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and
. L 1 _ L
Gplad == =l = [n+2=b)(=z, /Y2 ~[2n(n =)= 3nb +b*)( =2, /V2)" e "/ (H10)

The matrix elements (j u "') may be used to generate a simple derivation of Eq. (3.29). Because the magnetoexciton
basis is complete over the set of particle-hole pair excitations, we may write

3 3 oridr)@u(r)=3 ¢l (r,r,) . H11)
k k' a

Substituting this into Eq. (3.9), we obtain

v = #(1)j%(2) Y (1)j*(2) iq-(r,—r,)
Gitee=3 3 [ f"’:”"(”q”:"(z)[w—J(n—jn'anr — L [P a2
n' k' n,k
filled empty

GUEOGD GG
=2{Jn1,f,,.+ JanI’.,. . H12)
nempty @~ (n—n')+in  —w—(n—n')—iy
n' filled
Evaluation is further simplified by means of the relations
(pln)={(p|")*, (H13a)
Gy ==, Grlay=—(m)x . (H13b)
The current-correction matrix elements defined by Eq. (8.5) are given for the case of v=0 by
(sj 0y = L L L VI b= )=z Va2 (H14)
T v=0 V2an! V8i | |n+1 b @ @
8,00 = —=— L 1|1 L\ vyt p—n) =z, Vet (H15)
Y7 (v=00 V27n! V'8 n+1 b ¢ @
and for the case of v=1 by
(8j,10) = —=— L L Lo mars e Lo—ny—z /vay—tlebr (H16)
X (‘,zé)\/Zn’n! V8i | |n+l b “ 2 “
(8j,19) = L L L L\, wvartalyny—z vay e b2 (H17)
P =1 V2mnl V8 n+1 b @ 2 @
L 1 n b 3 =
8jcln) = =1 |+ —= [(—zu/V2)"
( J"'")w:%) V2! x/si[ b wrl 2| %Y
+ %bz—nb+%n(n—l)+l (—z,/V2)" 72 ]e_b/z, (H18)
L 1 n b 3 =
5i 1 — il — | =+ _ —_ /‘/2 n
€@y ln (v=1) V2mn! \/Sil b a1 2 | TRV
+ %bz—nb+%n(n—1)+l (—z,/V2)" 72 ]e‘b” . (H19)
The current-correction matrix elements also obey Eq. (H13b).
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