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We have measured the resistance and magnetoresistance of Laj.g5Srg.15CuQO4 with five different
impurities (Zn, Ni, Ga, Co, and Fe) substituted for Cu, down to 50mK, and in magnetic fields
up to 8 T. The concentration z. at which superconductivity disappears is smaller than the concen-
tration zm1 at which the metal-insulator (MI) transition occurs, leaving in each case a metallic,
nonsuperconducting region of concentration. We show that zwm; is determined by a superposition of
the impurity-induced disorder and the carrier concentration. z., on the other hand, is a function
of the effective local magnetic moment induced by the impurity. In the metallic specimens o varies
with v/T up to a temperature T* which increases with the effective local magnetic moment induced
by the impurity, and for Fe reaches 70 K. The magnetoresistance is negative except in the presence
of superconducting fluctuations. We conclude that these features are the result of the influence of
spin scattering on the electron-electron interactions. In strongly insulating specimens the resistivity
varies as p = po exp(To/T) /2. We demonstrate that the behavior is consistent with variable-range
hopping in the presence of a Coulomb gap, and describe the conditions under which the exponent
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may change to 1/4 in the vicinity of the MI transition.

I. INTRODUCTION

In spite of the theoretical and experimental interest
in the metal-insulator (MI) transition there are surpris-
ingly few systems for which it has been studied in detail.
The reason is, in part, that it is necessary to go to low
temperatures, usually well below 1K, to determine the
value of the zero-temperature electrical conductivity, so
as to determine the metallic or insulating character of a
particular specimen. The determination is often compli-
cated by the intervention of superconductivity. At the
same time the relation of the disappearance of super-
conductivity to the presence of the MI transition is an
additional subject of special importance, where we have,
so far, only fragmentary evidence about the controlling
parameters.

In this paper we describe the MI transition in
Laj g5Srg.15CuQy4 produced by the addition of five dif-
ferent impurities substituted for Cu. We examine the in-
fluence of the change in the carrier concentration, of the
disorder-induced electron localization, and of the mag-
netic scattering. In addition to the effect of these factors
on the MI transition we seek to determine their relation
to the disappearance of superconductivity.

In Laj g5Sr0.15Cu0y4 all copper atoms are in copper-
oxide planes and the impurities are known to substitute
at the Cu sites.!™® This relative simplicity of the struc-
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ture of the “2-1-4” system makes it a model system for
studying the effect of impurities and, in particular, of
their magnetic moments, on high-T, superconductivity.
One of the most intriguing effects of the substitutions
is that both magnetic and nonmagnetic impurities induce
local magnetic moments in the CuO, planes.?'% This is
because nonmagnetic impurities, such as Zn or Ga, re-
move copper spins and so create spin vacancies.
Relatively small amounts of the impurities have a dras-
tic effect on the properties as they bring the material
rapidly to the MI transition and cause superconductiv-
ity to be suppressed.!”"*® We show that the value of the
impurity concentration, zyy, at which the MI transition
takes place is larger than the value z. where supercon-
ductivity disappears, for all five impurities that we have
studied, so that there is in each case a metallic nonsuper-
conducting phase adjacent to the MI transition. We also
demonstrate that the value of zy is determined by two
factors, namely the change in carrier concentration and
the impurity-induced disorder, while z. correlates with
the magnitude of the local magnetic moment. The de-
tailed examination of the change of conductivity, o, with
temperature and magnetic field shows that the spin scat-
tering affects the quantum corrections to the conductiv-
ity at low temperatures. This indicates the importance
of spin scattering, and confirms the conclusion that this
factor (rather than localization) is responsible for the de-
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struction of superconductivity.® We have also determined
that the value of the critical exponent with which the
normal-state conductivity goes to zero at zj is equal to
0.92 £ 0.1 for Fe and 0.7 £ 0.1 for Zn impurities.

In addition the detailed examination of o(T") on the
insulating side of the MI transition leads to a bet-
ter understanding of the changes in the functional de-
pendence of this quantity as the MI transition is ap-
proached. Specifically we show under what conditions
a change in the exponential dependence of the resistiv-
ity, p = poexp (To/T)" from a value of the exponent u
of 1/2 to the value 1/4 may be expected.

II. EXPERIMENT
A. Sample preparation

We have made five series of polycrystalline samples of
the type Lay g5Sr9.15Cu;—A;O4, with A one of Fe, Co,
Ni, Zn, or Ga, by the solid-state reaction method,” with
concentrations z up to 6 at.% for Co, Ni, and Ga, up to
10 at.% for Fe, and up to 20 at.% for Zn.

The samples are consistent and reproducible, and x-
ray-diffraction analysis does not show any signs of other
phases. We have not measured the oxygen content, but
it has been shown that Zn can be substituted without
any change in the oxygen content,3 and there are strong
indications that this is the case for the other impurities
also. Hall-effect data for our samples!! indicate a reduc-
tion of the carrier concentration which is consistent with
the valence of the impurities rather than with a change
of oxygen content. Some of these samples have also been
used in studies of the susceptibility® and of electron spin
resonance.'?

B. Conductivity measurements

The samples are between 1 and 2 cm long, with a cross-
sectional area of the order of several mm?2. Four indium
strips are cold pressed to each sample for four-terminal
resistance measurements.

The resistance of most of the samples was measured
from 3K to room temperature in a conventional cryostat,
and from 50mK to 1K in a dilution refrigerator. Some
of the samples were also measured in magnetic fields up
to 8T.

Many precautions were taken to ensure the reliabil-
ity of the measurements in the dilution refrigerator.
I-V measurements were made at each temperature so
as to check for heating and other sources of nonlinearity.
An extensive series of tests showed that the temperature
measurements were reliable down to 50 mK.

III. EXPERIMENTAL RESULTS

Figures 1 and 2 show the normalized resistivity
p(T)/p(297) as a function of temperature from room tem-
perature (297K) to 3K for the specimens substituted
with Fe and Co. These figures are qualitatively similar
to those with Ga, Zn, and Ni impurities.”13 They illus-
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FIG. 1. The temperature dependence of the normalized
resistivity for samples with various amounts of Fe (in at.%):
1-0%, 2-0.4%, 3-0.8%, 4-1.5%, 5-1.8%, 6-2.4%, 7-3%, 8-4%,
9-10%.

trate the decrease in the superconducting transition tem-
perature T, with impurity concentration z, and the ac-
companying change in the character of the normal-state
electrical transport as the linear p(T') in the pure par-
ent material gives way to the upturn at low T" which is
characteristic of electron localization.

Figure 3 shows the dependence of p(297K) on z, indi-
cating a linear change up to about 4 at.% for all impuri-
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FIG. 2. The temperature dependence of the normalized
resistivity for samples with various amounts of Co (in at.%):
1-0%, 2-0.4%, 3-0.8%, 4-1.5%, 5-1.8%, 6-2.4%, 7-3%, 8—6%.
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FIG. 3. The room-temperature resistivity, p(297 K), as a
function of the impurity concentration z for the five impuri-
ties.

ties, followed by a dramatic increase for Fe, Co, and Ga.
This difference in the p dependence of z correlates with
the nominal valence of the impurity, 3+ for Fe, Co, and
Ga impurities, and 2+ for Zn and Ni. The trivalent im-
purities reduce the number of the free carriers (holes) and
so affect the resistivity more strongly than the divalent
impurities.

For all samples with small impurity contents, z <
4 at.%, the high-temperature resistivity data in the re-
gion 200-300 K may be fitted with the linear function
p = p(0K) + (dp/dT)T. The dependence of p(0K) and
dp/dT on z is shown in Fig. 4. It is seen that p(0K)
increases linearly with the impurity content for all of the
impurities. The slope, however, increases linearly with
z only for the trivalent impurities, and is approximately
constant for the divalent ones.

In Fig. 5 we show the behavior down to 50 mK for
a series of 14 representative specimens, illustrating the
progression from superconducting to insulating behavior.
The arrow indicates the resistivity pps corresponding to
the estimate of the Mott minimum metallic conductivity
where the MI transition may be expected. If we assume
that superconductivity in our specimens is largely two-
dimensional we can use 029 ~ 0.1e?/A = 3.9x 1075 Q1.
For a random mixture of 2D crystallites we then have
o3P = %D /2d, where we use for d the distance between
CuO; planes, so that ppr = (¢3P)~! = 3.3 x 1073 Qcm.

We may divide the specimens into three groups. Spec-
imens 1-4 follow the relation p = pg exp(To/T)/? at low
temperatures and are clearly insulating.

For the next group of specimens (5-9) the T' depen-
dence of p becomes slower below 1 K. We replot the data
on Figs. 6(a) and 6(b) against T-'/%. The relation
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FIG. 4. Between 200 and 300K the resistivity varies lin-
early with T, p = po + (dp/dT)T. (a) po vs z and (b) dp/dT
vs z for the five impurities.

p = poexp(To/T)/* has been widely quoted as being
observed in insulating specimens. We see that it is fol-
lowed in specimens 5 and 6 below 1K and perhaps in
specimens 7, 8, and 9 for an even more limited tempera-
ture range. We will assume that p continues to increase
as T decreases toward zero, so that these specimens are
on the insulating side of the MI transition.

Finally, specimens 10-15 exhibit a normal-state con-
ductivity which is different from zero as 1" goes to zero

10*¢ -
1000 k .
F ]
100 E
—~ 10: 4
£ =
© 1E 5 3
(& E E
N~—
Q 0.1 81
0.01 10
E +°123“‘ﬁ)M
10-3: \3;
1074l ]
0
FIG. 5. The resistivity as a function of T~'/2 for a series

of specimens (in at. %): 1—Fe 10%, 2—Ga 10%, 3—Zn 20%,
4—Co 6%, 5—7Zn 12%, 7—Ga 4%, 8—Fe 4%, 9—Ga 3.4%,
10—Fe 3%, 11—Fe 2.7%, 12—Co 3%, 13—Zn 3.7%, 14—Ga
2.5%, 15—Fe 1.5%. (The curve for sample 6, Ni 6%, is close
to that of sample 5 and is not shown.)
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FIG. 6. The resistivity as a function of T~/4 for several
specimens close to the MI transition (in at.%). (a): 5—Zn
12%, 6—Ni 6%; (b): 7—Ga 4%, 8—Fe 4%, and 9—Ga. 3.4%.

so that they are metallic. In Figs. 7(a)-7(e) we plot o
against v/T. We see that the relation o = og + mv/T is
followed at low T for the specimens which are metallic
but not superconducting. The upturn at the lowest T for
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FIG. 7. The conductivity vs v/T for five series of samples
each with a different impurity: (a) Ni, (b) Co, (c) Ga, (d) Zn,
and (e) Fe.
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the higher values of oy indicates superconducting fluctu-
ations. We have shown that they can be suppressed by
a magnetic field.

It may be seen that the temperature range for which
the VT dependence is followed varies with the type of im-
purity. It is small (up to 1.5K) for Zn and Ni, somewhat
larger (up to about 2.2 K) for Ga and Co, and unexpect-
edly large (up to about 70K) for Fe. The slope m varies
with the type of impurity and also with the impurity
concentration.

Figures 8(a)-8(d) show p(H)/p(0) against magnetic
field H for several specimens with Fe, Ni, Zn, and Ga im-
purities. We see that the magnetoresistance is positive
for the lower concentrations, indicative of the gradual
suppression of superconducting fluctuations by the mag-
netic field. For higher values of z, when superconducting
fluctuations are small or absent, the magnetoresistance
is negative.

In order to gain more precise information about the
value z) of the concentration at which the MI transi-
tion takes place, we have extrapolated the normal-state
conductivity to the value ogo at H = 0 and T = 0 for
each metallic specimen. In Fig. 9 we show the values of
ooo as a function of z. For the samples with zinc and
iron impurity there are sufficient data to attempt to de-
termine the functional dependence of ogg on z. As shown
in Fig. 9 the Fe data are consistent with a linear fit, while
a nonlinear fit is better for the Zn data. We return to
this question later in the section on the critical exponent.

For both these impurities the concentration zy at the
MI transition is considerably larger than the value z.
where T, goes to zero. This is also the case for the re-

p(H)/p(0)

p(H)/p(0)

0 s 10 0 5 10
H(T) H(T)
FIG. 8. The magnetoresistance p(H)/p(0) at 100mK as

a function of the magnetic field for samples with various im-
purities: (a) Ni, (b) Fe, (¢) Zn, and (d) Ga.
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toT = 0and H = 0, as a function of z for the five different im-
purities. The points for the Zn system with z = 2.7,2.9,4, and
6 at.% have been obtained without the application of the mag-
netic field, i.e., by the extrapolation of the high-temperature
values of conductivity vs VT to T = 0.

maining impurities, Co, Ni, and Ga, for which we obtain
an approximate value for x)y by assuming a linear de-
pendence of ggp on . In each case, therefore, there is
a range of concentrations for which the specimens are
metallic but not superconducting (see Table I).

IV. DISCUSSION
A. Metallic side of the MI transition

1. What drives the metal-insulator transition?

In this section we discuss the changes in the metallic
specimens, brought about by the addition of impurities,
which cause the material to lose its metallic character,
and eventually to become an insulator at the concentra-
tion zmg.

The most obvious effect on the MI transition is that of
the charge-carrier concentration n. Our knowledge about
n comes from measurements of the Hall effect.!! The
interpretation of Hall-effect measurements in the per-
ovskites is beset by a number of obscure factors, chief
among which is the strong temperature dependence of
the Hall coefficient Ry. Until this feature is understood
and related questions are resolved, deductions made from
the Hall effect must be viewed with caution. With this
proviso we proceed nevertheless to extract information
from the Hall-effect data about the changes in carrier
concentration, An, with changes in z.

We gain confidence from the decrease in the tempera-
ture dependence of Ry as T decreases, and use the values
of Ry at 80K, where the T' dependence is quite weak.
The changes An/n per percent of impurity, are listed
in Table I. We note that An correlates at least partly
with the nominal valence of the added impurities. The
trivalent impurities Fe, Co, and Ga have similar effects
as they add electrons and so reduce the number of holes.
The nominally divalent impurities Ni and Zn also affect
n, although less so, and do so in opposite directions, with
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TABLE 1. The effect of various impurities on several prop-
erties. An/n is the change of carrier concentration from Ref.
11, pest is the effective magnetic moment from Ref. 9, z. is
the critical concentration at which 7, goes to zero, and zmr

is the concentration at the MI transition.

An/n An/n

per at.%  Des Tc TMI at TmI
Impurity (%) (pB) (at.%) (at.%) (%)
Fe®*+(3d°) -11.1 4.9 1.8 3.6 -40
Co®*(3d°) -11.8 1.2 2.65 3.4 -40
Ni%*(3d8) -4.7 0.7 4.4 4.85 -23
Zn2*(3d%°) +4.5 1.1 2.85 10.4 +47
Ga®*(3d'°) -8.4 1.1 2.5 3.45 -29

Zn increasing and Ni decreasing the carrier concentra-
tion. This difference in An/n for the trivalent and the
divalent impurities accounts well for the differences in the
dependence of the resistivity slope on z, as shown in Fig.
4(b).

Table I also shows pes, the effective local magnetic
moment per impurity atom, from Ref. 9, z., the concen-
tration for which T, goes to zero, zy from Fig. 9, and
An/n at zyp1. For Zn the Hall-effect data of Ref. 11 go
only up to 3.7 at.%, and the value at zy; was found by
linear extrapolation.

We see from the table that z., while it is always smaller
than zuM1, does not seem to have any obvious relation to
zmi. On the other hand it does correlate with peg, as
already noted in Ref. 9.

There is a significant correlation between zyp and
An/n, which becomes apparent in Fig. 10, where we
show the last column of Table I (An/n at zm1) as a
function of zy. Fach point on this plot represents one
impurity species. For example, the point for Zn is at its
value of zymy of 10.4 at.%. For this impurity content the
carrier concentration is about 47% higher than in pure
Laj 85510 15CuOy4. It is the only point for which An/n is
positive. The other impurities each decrease the carrier
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FIG. 10. An/n at the MI transition as a function of the
concentration zyr at which the MI transition takes place.
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concentration, with Fe, Co, and Ga having the largest
effect, and Ni somewhat less.

The line in Fig. 10 is drawn to guide the eye, with the
constraint that it pass through An/n = —100% at zm1 =
0. It represents, roughly and within the uncertainties of
this discussion, the interplay of the two factors which
we see as superposing to cause the MI transition. First
there is the change in carrier concentration, deduced from
the Hall-effect data, second the disorder caused by the
impurity, which we assume, in this approximation, to
be the same for a given value of z, independent of the
impurity species.

The line passes through the value An/n = 0 at about
T = 6 at.%. This point indicates that in the absence of
any change in carrier concentration the amount of dis-
order produced by about 6 at.% of (any) impurity gives
rise to a disorder-induced MI transition.

If the carrier concentration is increased, as by the ad-
dition of Zn, a larger amount of disorder, i.e., a larger
value of z, is required to reach the MI transition. Con-
versely, a decrease in carrier concentration brings the
material closer to the MI transition, which then occurs
with a smaller amount of disorder, i.e., with a smaller
amount of impurity. Finally, the total absence of carriers,
at An/n = —100%, implies the absence of any metallic
character, so that no disorder is required, in addition, to
reach the MI transition, and zy must then be zero.

The line is seen (with all the caution suggested ear-
lier) to represent the superposition of the two factors, the
disorder and the change in carrier concentration, which
together give rise to the transition from the metallic to
the insulating state.

2. Temperature dependence of the conductivity

The relation ¢ = o9 + mvVT is in accord with
theoretical predictions for disordered metals where
the conductivity is determined by electron-electron
interactions.!* It is also in accord with observations on
many other systems, including semiconductors and gran-
ular metals.15719

In the present case it is followed at low temperatures
by all the metallic, nonsuperconducting specimens, but
with widely different values of the slope m and up to
widely different temperatures T*. The values of m, oy,
and T* are given in Table II for a series of specimens
with Fe substitution, and for one specimen from each of
the other series, chosen so as to be on the metallic side,
but close to the MI transition.

The first important feature evident from the table as
well as from Fig. 7 is the sign of the slope m, which is
positive for all impurities and for all values of z, no mat-
ter how far from the MI transition a given specimen may
be. This feature distinguishes the present system from
semiconducting materials such as Si:P, Si:B, or Ge:Sb,
for which the slope m becomes positive only in the im-
mediate vicinity of the MI transition.5717

The table shows further that the specimens fall into
three groups, first Zn and Ni, then Co and Ga, and fi-
nally Fe, with progressively decreasing values of m near
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TABLE II. The parameters of the conductivity law,
o = g0 + mV/T, which holds up to temperature T™. Tmin
is the temperature of the resistivity minimum.

Sample oo m ™ Tmin

2 @%) [(Qom)™ [@mKY)7] (K)  (K)
Zn 10.0 88+ 10 176 1
Ni4.8 12+ 2 154 1 66 + 2.5
Co 3.0 130+ 15 97 2.2 78.5+3.0
Ga 34 2+1 84 2.2 945+5
Fe 1.5 280 £ 30 100 49 80+ 25
Fe 1.8 230+ 25 65 55 91+25
Fe 2.4 150 £ 15 67 67 100 £ 2.5
Fe 2.7 115+ 10 56 70 107.5+3.5
Fe 3.0 68+ 7 50 71 108 +3.5
Fe 4.0 0 50 72 128+ 5

M1, and increasing values of T*. The differences be-
tween these groups are illustrated in Fig. 11 where we
show the variation of ¢ with VT for one sample from
each group, each with a small value of gy. In addition to
the large changes between the three groups, the series of
six Fe samples shows an increase in 7* and a correspond-
ing decrease in m as o decreases and the MI transition
is approached.

These differences are correlated with the values of Ti,in,
the temperature where the resistivity has a minimum as
a function of T. The values of Ty,;, for some of the spec-
imens are listed in Table II. In Fig. 12 we plot the de-
pendence of Ti,i, on the “distance” to the MI transition
defined as (zm1 — z)/zmi1. Close to the MI transition,
i.e., for (zm1 — x)/zm1 < 0.4, the three groups of impuri-
ties, that is Zn and Ni, then Co and Ga, and finally Fe,
are seen to have progressively increasing values of T,
at the same value of (zm1 — z)/xymi. For larger values
of (zm1 — z)/zM1 the points for the Zn system do not
continue to follow the line for Ni. Instead the points for
the Zn system seem to crossover to the group which con-
tains Ga and Co impurities. This peculiarity of the Zn-
doped system seems to be an intrinsic property and not
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FIG. 11. The conductivity as a function of VT for three

samples close to the MI transition.



5542
150 : _
T Fe |
® Ga |
aCo 1
:\,\r u Nj
100 ~ T Zn 4
—~ \:\\;
e ® S
e *\'\'\ - ]
£ R N 1
— m e <
S0 - \-K\{ NS j
SR AN\
[ - \\.‘ . 1
" i‘
o . ‘
o] 0.5 1

<XM}¥X>/XM\

FIG. 12. The variation of Tpin, the temperature at which
the resistivity has a minimum as a function of T, with the
distance to the MI transition (zm1 — z) / €M1, for various im-
purities. The lines are guides to the eye.

related to any structural inhomogeneities of the samples.
We have analyzed the x-ray-diffraction patterns for all
specimens with Zn and found that the lattice parameters
change continuously with the addition of the impurity,
indicating that the zinc is indeed incorporated uniformly
into the sample.

The temperature Tp,;, represents a crossover tempera-
ture below which the electrical transport is dominated by
the disorder-induced effects and is therefore a measure of
the importance of these effects in the different specimens.

The fact that the three quantities m, T, and T, are
closely correlated demonstrates that each of them de-
pends on the strength of the localization and interaction
effects. The smallest effect is seen for the divalent impuri-
ties Zn and Ni, a larger effect for the trivalent impurities
Co and Ga, and the largest effect for Fe. In particular we
note that the temperature T* of about 70 K, up to which
the /T dependence is observed in the Fe specimens, is
unusually large.

The increase of T* and the decrease of m and oy with
the addition of Fe impurities suggest that these features
are the result of the increased spin scattering caused by
the presence of the iron. More precisely, we conclude
that these features arise from the influence of the spin
scattering on the electron-electron interactions. Strong
spin scattering is expected to suppress the triplet chan-
nel in the particle-hole scattering amplitude, and so to
lead to a decrease of 0g. The positive slope m is then ex-
pected even for small impurity contents.20-2! We know of
no other disorder-induced scattering process which would
affect the conductivity in this way.

The impurity-induced suppression of g is similar to
the effect of an external magnetic field on the VT depen-
dence of the conductivity in other disordered systems,
such as Si:P,'® Si:B,!7 and granular aluminum.!® In those
cases it is the external magnetic field which is responsible
for the suppression of the triplet channel in the particle-
hole scattering amplitude.

We can estimate the spin scattering rate in our samples
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from the value of Ty, since for all temperatures below
Tmin the triplet-channel suppression should be effective,
so that at Tpin, i/7s ~ kTmin- For the 4% Fe sample
with Tinin ~ 130K we find 7, ~ 6 x 10~14s. For the
other Fe samples T, is somewhat smaller leading to
larger values of 7.

For other impurities Ty, is considerably smaller. In
addition, the conductivity is strictly linear versus v/7T'
only up to the temperature T*, with T* < Tpin (see
Table II). These facts indicate that the spin scattering
rate induced by the other impurities is smaller than for
Fe, in keeping with the smaller values of the effective
magnetic moments (Table I). Nevertheless, the positive
values of the slope m indicate that the spin scattering
affects the conductivity in these cases also.

The effect of spin scattering may differ between the
impurities even when their effective magnetic moments
are equal, because of their different effect on the carrier
concentration. Since this difference affects the position
of the Fermi level with respect to the mobility edge it is
also going to affect the electron-electron interactions in
the disordered system. In particular, the samples with
Zn display much lower Ty, than those with Co or Ga at
the same value of z, even though their effective magnetic
moment is the same. This result is presumably related to
the increase of the number of carriers in the Zn system,
as compared to the decrease in the Co and Ga systems.

Other effects may also contribute to the differences in
the low-T" conductivity between the various impurities.
These may include, e.g., the inhomogeneous spin local-
ization, as observed in the Si:P system,?? the formation
of impurity-related defects, as proposed by Finkel’stein
et al. for the Zn-doped (La-Sr)CuOy system,?® and the
formation of spin polarons, as observed in some mag-
netic semiconductors.!%24 The detailed explanation of
the trends which we observe may only be possible after
unraveling the microscopic local effect of each impurity.

3. Critical exponent

For the two impurity species, Fe and Zn, we can charac-
terize the approach to the MI transition from the metallic
side by fitting the data to the expression

oo = A(zv1 — z)". (1)

For the Fe system we obtain the parameters A = 375 +
25 (Qcm) ™!, oy = 3.640.1 at.%, and v = 0.9240.1, and
for the Zn system A = 840+100 (Qcm)~ !, zpy = 104+
0.1 at.%, and v = 0.7 +0.1. Figure 13 is a log-log graph
of ogo as a function of (zm1 — z)/zMmi, together with the
best-fitting straight line. Despite the large uncertainities
of the parameters there is little doubt that the critical
exponent for the Fe system is close to one. This value
of the exponent is in accord with the prediction of the
scaling theory for the MI transition driven by long-range
interactions in the presence of spin-flip scattering.!%2!
As seen in Fig. 13 the determination of v for the Zn
system relies most heavily on one data point, for 10 at.%,
and therefore the value of the critical exponent, v = 0.7,
is less reliable than for the Fe system. We would like to
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FIG. 13. o000 as a function of (xm1 — z) / zm1 for Fe and Zn
impurities. The slope of the straight lines is equal to 0.92+0.1
and 0.7 £ 0.1 for Fe and Zn, respectively.

point out, however, that the observed reduction of the
critical exponent from 1 is not unreasonable. A change
of the critical exponent from the value of 0.65 to 1 in
the presence of a magnetic field was recently observed for
Si:B.17 It is possible that in the present case the reduction
of v is the result of a smaller spin scattering rate in Zn-
doped specimens.

4. Magnetoresistance

Depending on the impurity content we observe either
a positive or a negative magnetoresistance (MR) [Figs.
8(a)-8(d)]. A positive MR is present only in the samples
which are close to the superconducting transition. This
is best seen in the Zn-doped system, where the differ-
ence between z. and z) is largest. On the metallic side
of the transition, sufficiently far from the superconduct-
ing phase, the MR is negative. We therefore associate
the positive MR with superconducting fluctuations. We
have been unable to describe the field dependence of MR,
with the standard fluctuation theories.?® This is not un-
reasonable since the transition width in our samples is of
the order of 1K, while the measurements are performed
at temperatures near 100 mK.

According to the theory of localization and electron-
electron interactions a magnetic field produces several
effects.!* One is the antilocalization from the suppression
of the coherent backscattering, which leads to a nega-
tive MR. The others, which lead to positive MR, are
the suppression of the triplet channel in the electron-hole
scattering from Zeeman splitting, and the field-induced
change in the electron-electron scattering. We do not ob-
serve any positive MR, indicating that the effects related
to Zeeman splitting are absent. The reason is presum-
ably that for the Zeeman effect to be effective here, the
magnetic-field effect would have to be larger than kgT
and also larger than the effect of the spin scattering, i.e.,
we would have to have gupB > kgT and gugB > hr; L.
For gugB/h to be larger than 6 x 10~ 45 the field would
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have to be larger than 100 T. Similar conditions apply to
the positive MR from electron-electron scattering.

A positive MR is more likely to be observed in sam-
ples with small spin scattering and hence with a small
value of Tpin. This may indeed be the origin of the
“anomalous behavior” recently described by Jing et al.26
in BipSroCulg crystals. They observed a negative MR
changing to positive at a temperature of about 2 K, which
is close to their Tynin. On the other hand, Preyer et al.?”
observed negative MR in a Laj 9gSrg.02Cu04 crystal with
a large value of Tpyin (~ 100K).

The negative MR which we observe is probably not the
result of the suppression of coherent backscattering since
in our case backscattering is already suppressed at zero
field by the the large spin scattering. It is more likely to
be caused by the suppression of the spin disorder by the
magnetic field as in spin glasses.?® Another example of
the suppression of the spin disorder by a magnetic field,
leading to a negative MR, has been observed in the mag-
netic semiconductors Gds_,V;S4,2¢ Cd;_Mn_Se, and
Hg;_Mn,Te.!® In these cases the bound magnetic po-
larons are centers of spin disorder scattering and the
field-induced ordering of the polaron magnetic moments
results in the negative MR. It is possible that a similar
mechanism exists in the high-T, oxides as recently pro-
posed by Dietl.??

A negative MR implies the possibility of a field-induced
transition from the insulating state to the metallic state.
Figure 14(a) shows data for the 4 at. % Fe sample, which
from all indications is insulating in zero field (see Fig.
9). Extrapolation of the curves of o against VT leads
to zero-temperature values which are negative in a small
field (0.5T) and positive in larger fields. The field de-
pendence is shown in Fig. 14(b). We see that above 1T
the conductivity increases linearly with the field. Simi-
lar field-induced insulator-to-metal transitions have also
been observed in magnetic semiconductors.!9:24
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FIG. 14. (a) The conductivity of the 4 at. % Fe sample vs

VT in magnetic fields of 0.5, 5, and 8 T. The straight lines
extrapolate to oo < 0 for 0.5T, and to oo > 0 for 5 and 8T.
(b) The variation of the conductivity of the 4 at. % Fe sample
with field for various temperatures. Above 1T the data follow
straight lines.
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5. The destruction of superconductivity

The fact that z. is smaller than zyr, and apparently
uncorrelated with it, leads us to conclude that the MI
transition and the disappearance of superconductivity
are the result of different factors. The correlation of z.
and peg suggests, as noted earlier,? that the local mag-
netic moments in the CuO; plane are primarily responsi-
ble for the destruction of superconductivity. The local
magnetic moments also affect the temperature depen-
dence of the conductivity via the influence of the spin
scattering on the quantum corrections to the conductiv-
ity. The carrier concentration, on the other hand, which
has a major effect on o(T"), does not seem to have any in-
fluence on the superconductivity. These trends are illus-
trated in Fig. 15 where we show the correlation between
DPest and the suppression of superconductivity as mea-
sured by 1/x., which is approximately equal to AT, /Az.
We also show the correlation between peg and the value
of Trin measured at z.. For all impurities with the ex-
ception of Zn the Ty,i, dependence mimics that of 1/z..
In the case of Zn, as was discussed before, the increase in
the carrier concentration weakens the effect of disorder
on the conductivity. On the other hand, superconduc-
tivity is suppressed with Zn just as fast as with other
impurities whose peg is similar.

Note that the dependence of 1/z, on pesg does not
agree with the formula of Abrikosov and Gor’kov for
the effect of magnetic impurities on superconductivity,3°
1/z. ~ J?p2g, where J is the exchange integral between
the free carriers and the impurities. In the present case
1/z. saturates for large pes instead of increasing with
p2g. This is not surprising since the interaction between
the magnetic moments in the CuO; plane must be ex-
pected to have a strong effect on the magnetic-moment-
induced pair breaking. In addition J may depend on the
particular kind of impurity.

Finally we would like to comment on how the rela-
tion between superconductivity and the MI transition ob-
served in the the present case compares with others which
have been investigated in detail. These include granular
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FIG. 15. 1/z. and Tmin at z. as a function of pes. zc
is the concentration where T, goes to zero, so that 1/z. is
approximately proportional to the decrease of T, with z.
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aluminum, where magnetic moments and changes in car-
rier concentration do not play any role, so that there is
a pure disorder-induced 3D transition as the grain sep-
aration is changed. The experiments show that in this
case superconductivity is suppressed by the vicinity of the
MI transition, leaving an intermediate metallic but non-
superconducting range of composition.3:32 This seems
also to be the case in all other 3D systems where the MI
transition results from disorder on the atomic scale.33735

In granular Al-Ge, on the other hand, where the
scale of the disorder is of the order of 150-200 A, an
insulator-to-superconductor transition without an inter-
mediate metallic phase is observed.3%:37

The two-dimensional case is inherently different. Re-
cent experiments on thin films condensed at low temper-
ature show that here superconductivity persists right up
to the MI transition.38:39

The present study indicates that impurities substituted
for Cu in the CuO, plane in this and therefore presum-
ably also in other perovskites suppress superconductivity
through their local moments before the increasing elec-
tron localization near the MI transition can make itself
felt. It is possible to introduce disorder by other means
than by impurities, but any vacancies or displaced ions
will lead to an unbalance in the CuO; plane and hence
presumably also to local magnetic moments.

B. Insulating side of the MI transition

In this section we discuss the temperature dependence
of the resistivity which we observe in the insulating spec-
imens as shown in Figs. 5 and 6.

The relation

p = po exp(To/T)"/?, (2)

which is followed by specimens 1-4, has been observed in
many disordered insulating systems. The most convinc-
ing explanation is that of Shklovskii and Efros*’ in terms
of variable-range hopping in the presence of a Coulomb
gap.

According to Shklovskii and Efros a Coulomb gap A
opens up in the density of states at the Fermi level as
a result of electron-electron interactions. The parameter
Ty is related to the localization length £ and the dielectric
constant kK by

kBTQ ~ —_— . (3)

The most probable hopping distance is
R = 0.5¢(To/T)"/?, (4)

and the corresponding energy is

W = kT -? = 0.5kp(ToT)Y2. (5)
The Coulomb gap can be used to describe the exper-
imental data only when the hopping process is not de-
stroyed by thermal fluctuations, so that for Eq. (2) to be
appropriate it is necessary to have W > kT. On the
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other hand, the Coulomb gap will be irrelevant if it is
smaller than W, so that we must also have W < A.

For hopping energies larger than A the electron-
electron interactions should have no effect, and we may
expect the Mott variable hopping law to be followed,*!
ie.,

p = po exp(Ty/T)"/* (6)
with
ro 18
0= e ™

where N(EF) is the one-electron density of states at the
Fermi energy. For this case the optimum hopping dis-
tance is

R = 0.4¢(T}/T)Y4. (8)

An additional requirement which must be fulfilled in
either case is R > £ so that if the Coulomb gap is to be
effective we must have

0.5(To/T)Y? > 1, (9)
and in the Mott case

0.4(T}/T)Y4 > 1. (10)

Table III shows the parameter Ty or Tg for the relevant
hopping process (column 4), and the temperature range
for which the process is observed (column 5), for a series
of samples. The resistivity of samples 1-4 follows the
T-1/2 law, while samples 5 and 6 can be described by
the T-1/4 law below about 1K.

The values of R/¢ calculated from Eqgs. (4) or (8) at the
maximum temperature at which the hopping is observed
are listed in column 6. It can be seen that the condition
R/¢ > 1 is fulfilled for samples 1-6. For samples 7-9 this
is not the case, indicating that the T~'/4 hopping can
be expected to be appropriate only for the lower part of
the temperature range, i.e., approximately below 0.1K
(if at all). In fact, based on our estimate of zy from the
dependence of ogp on z, sample 8 is just barely insulating

TABLE IIL
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whereas sample 9 is barely metallic.

We may now examine the other hopping relations and
criteria in order to gain further insight into the approach
to the MI transition. For this purpose it would be par-
ticularly useful to know the localization length &, which
diverges at the MI transition. This task is made more
complicated by the fact that £ occurs only in combina-
tions with other parameters whose magnitude and be-
havior are not well known.

For samples 5-9 Eq. (7) leads to £N/3 (column 7).
In the absence of other information on the density of
states we assume a range of 1-10 states/eV cell as found
for Las_,Sr;_.CuO4 from measurements of the heat
capacity?? and susceptibility.43 The resulting range of
values of £ is listed in the last column of Table III. The
large values are consistent with our knowledge that these
samples are close to the MI transition. For the more in-
sulating samples 1-4 Eq. (3) leads to the values of k¢
listed in column 8.

We can now estimate the lower limit for A from the
criterion that it must be at least as large as the optimal
hopping energy [from Eq. (5)] at the highest temperature
where the T-1/2 law is observed. The resulting values of
Anmnin are shown in column 9.

Additional information on A comes from the fact that
at the energy E = A the density of states is equal to its
value in the absence of electron-electron interactions.%°
It follows that N(A) = AA2%k3, where A is a nu-
merical coefficient.%* Assuming again that N ~ 1-10
states/eV cell we find Ax3/2 to be in the range 4-12eV.

The values for Anpin then lead to maximum values for
K, which are shown in column 10. The values are seen to
increase rapidly, again consistent with the approach to
the MI transition, where x also diverges.

Finally we may combine kmax With x§ to get lower
limits on & for samples 1-4 as shown in the last column
of Table III.

In spite of the uncertainties we can now follow the ap-
proach to the MI transition quite clearly and consistently.
For samples sufficiently far on the insulating side of the
transition the Coulomb gap dominates the hopping pro-
cess and the T-1/2 law is observed.

The parameters of the hopping process for a series of samples. p (column 3) is the hopping exponent and T range (column 5)

refers to the temperature range in which the relevant process is observed. The quantities listed in the other columns are defined in the text.

1 2 3 4 5 6 7 8 9 10 11
Sample z Tp or Ty T range R/E ¢N1/3 3 Amin 13
No. (at.%) u (K) (K) at Tmax (ev—1/3) (A) (meV) Kmax A)
1 Fe 10 % 260 £ 30 3.5-8 2.85 1800 2 160-340 5-11
2 Ga 10 3 150 + 15 1-2.3 4.04 3050 0.8 290-625 5-11
3 Zn 20 % 23+ 2.5 0.1-1 2.4 20300 0.21 713-1525 13-29
4 Co 6 % 9+1 0.1-1 1.5 50210 0.13 1070-2100 24-47
5 Znl12 } 187 £ 50 0.1-1 1.5+0.1 9.6-11.6 55-142
6 Ni 6 i— 94 + 30 0.1-1 1.3+0.1 11.9-14.9 68-183
7 Ga 4 i- 3.5+2 0.05-0.25 0.8+ 0.2 33.3-50.8 190-620
8 Fe 4 21! 0.9+0.7 0.05-0.25 0.6 £ 0.2 50.8-102 290-1250
9 Ga 3.4 i 2.5+0.2 0.05-0.25 0.7+ 0.2 35.0-59.5 200-730
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As the MI transition is approached the Coulomb inter-
action becomes screened and the Coulomb gap decreases
and eventually disappears. There may now be a region
of concentration which is still on the insulating side, but
where the hopping process is no longer determined by the
Coulomb gap so that Mott variable-range hopping takes
over and the T-1/4 law is observed.

For the T~/ law to be observed we must have R > €.
Since R /¢ increases with decreasing T this will occur only
at sufficiently low T

For a given A there may also be a transition from
T-1/4 to T-1/2 behavior as a function of temperature
depending on whether W is, according to Eq. (5), larger
or smaller than A. This crossover has been observed by
Zhang et al.®® in compensated n-CdSe, although they
find a numerical discrepancy between the observed and
the expected crossover temperature. Other systems in
which a transition from 7712 to T—1/4 has been ob-
served are granular palladium?® and Ag-Ge films.%7

Our results are consistent with those of Ellman et al.,*8
who observe the two different exponents in two specimens
of Lag_;Sr;CuOy, one for z = 0.02 for which the T—1/2
law is observed, the other for z = 0.05, for which the
T-1/4 law is followed.

Finally we would like to point out that the screening of
the Coulomb interaction is not the only possible expla-
nation of the transition from a T~1/2 to a T~1/4 hopping
law. An alternative explanation has been proposed for
the case of the magnetic semiconductor Cd;_,Mn,Se,*°
based on the scaling theory of the electron-electron in-
teractions by Finkel’stein.?? The theory predicts that the
single-particle density of states [from Eq. (7)] vanishes
at the MI transition as a power law. As a consequence
a hopping law with an exponent close to 1/4 may be ob-
tained, with KT} different from Eq. (7) in that it is pro-
portional to £=3/(®+1) where the exponent © depends
on the universality class of the MI transition. We have
too few samples where we observe the T-1/4 law to test
this prediction or to establish the value of ©. Further
work will be necessary to study this question.

V. CONCLUSIONS

‘We have shown that the substitution of other elements
for Cu in Laj g5Srg.15CuQOy4 leads to a metal-insulator
transition by the superposition of two factors, namely the
change in carrier concentration and the impurity-induced
disorder. (See Fig. 10). For each impurity species super-
conductivity disappears at a concentration z., which is
smaller than the concentration zpg at the MI transition,
leaving a range of concentrations where the specimens
are metallic but nonsuperconducting. The critical expo-
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nent for the conductivity is close to one for the Fe system
and is 0.7 for the Zn system.

Each of the impurities is associated with an effective
local magnetic moment whose magnitude is correlated
with the supression of superconductivity. The correlation
is not, however, that expected from the pair breaking
of isolated magnetic moments and indicates, rather, the
importance of cooperative magnetic interactions.

In the metallic specimens the conductivity increases as
VT at low temperatures. The magnitude of the slope and
the temperature to which this variation persists increase
strongly with the magnitude of the effective magnetic
moment. With iron impurity the v/T behavior continues
up to the surprisingly large value of 70 K. We conclude
that spin scattering plays a major role in determining
o(T) through its effect on the quantum corrections to
the conductivity. The presence and importance of spin
scattering support the indications that this feature is also
responsible for the destruction of superconductivity.

All specimens exhibit a negative magnetoresistance
(MR) except in the vicinity of the superconducting tran-
sition where we see the positive MR associated with the
destruction of superconductivity by the magnetic field.
We observe a field-induced insulator-to-metal transition
in a specimen (4 % Fe) which is just barely on the insu-
lating side of the transition in the absence of a magnetic
field. We ascribe the negative MR and the IM transi-
tion to the suppression of spin scattering by the magnetic
field.

In previous studies the temperature dependence of the
resistivity of many kinds of disordered insulators has been
shown to be p = pgexp(To/T)* with values of u some-
times identified as 1/2 and sometimes as 1/4. In our
specimens both of these values of the exponent occur. By
considering the conditions under which a Coulomb gap
may be expected to have the dominant influence on the
conductivity we have been able to account for the transi-
tion from the one to the other of these two exponents in
our data, as well as in the data of others. Although other
explanations have been put forward from time to time for
the exponential behavior of p(T'), the consistency of the
results and the explanations under widely different con-
ditions provides strong confirmation that the description
in terms of variable-range hopping in the presence of a
Coulomb gap is indeed appropriate.
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