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The influence of disorder and localization on optical dephasing of excitons in the semiconductor
mixed crystals CdS,_,Se, and Al,Ga,_,As has been investigated by means of time-resolved four-wave
mixing and photon echo experiments. A dephasing time of several hundreds of picoseconds is found for
resonantly excited localized excitons in CdS, _,Se, while the dephasing time in Al,Ga,_, As amounts to
only a few picoseconds. In CdS,_,Se, dephasing results mainly from hopping processes, i.e., exciton-
phonon interaction. The contribution of disorder is negligible in terms of phase relaxation in
CdS,_,Se,. In contrast, in Al,Ga,_,As elastic disorder scattering yields an essential contribution to
the dephasing rate. We present a theoretical model, which treats dephasing of optical excitations in a
disordered semiconductor, including the influence of disorder as well as exciton-phonon interaction. On
the base of this model, the experimentally observed differences in the dephasing behavior of excitons in
CdS,_,Se, and Al,Ga,_,As are related to the microscopic structure of the disorder potential and the
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mechanism of exciton localization.

I. INTRODUCTION

Solids characterized by static disorder have been a sub-
ject of interest for several decades. The pioneering work
of Anderson' on “absence of diffusion in certain random
lattices” has been followed by a steadily increasing num-
ber of studies investigating the critical behavior of trans-
port properties of disordered media. The new feature of
(infinite) disordered systems with degenerate statistics is
the disappearance of conductivity at zero temperature al-
though the single-particle spectrum is continuous at the
Fermi level. This regime of nonconducting states is
separated from the conducting states by the mobility edge
E,.? In terms of wave functions, the two regimes are also
described by localized and extended states, respectively.

Besides the fundamental interest in localization as a
critical phenomenon, research has also been stimulated
by the more technical need to characterize the nature of
disorder in a given system, such as amorphous semicon-
ductors, mixed crystals, or heterostructures. In semicon-
ductors with nondegenerate statistics, equilibrium trans-
port experiments, however, do not give clear-cut informa-
tion on disorder-induced effects since they have to be per-
formed at rather high temperatures in order to have a
sufficiently large density of carriers. Then the concept of

46

localization becomes questionable due to phonon-assisted
hopping transport processes and phonon-induced delocal-
ization.> ™ In addition, the transport data in this situa-
tion are given by a superposition of a wide spectrum of
transport channels. At first sight, optical experiments
seem to be more feasible to study the effect of disorder on
electronic properties since they can be performed at low
temperatures.

However, it can easily be demonstrated that linear op-
tical spectra of disordered semiconductors cannot show
critical behavior. Disorder merely induces a particular
kind of Urbach tails at the fundamental band edge.
These tail states are observed in linear absorption mea-
surements. In photoluminescence experiments disorder
manifests itself in an inhomogeneous broadening of the
optical transitions. The inhomogeneous linewidth, how-
ever, cannot unambiguously be related to the detailed
properties of the disorder potential.

Time-resolved photoluminescence experiments have
been used to gain insight into the dynamics of optical ex-
citations in disordered semiconductors.®”° In fact, these
data can give information about energy relaxation within
the localized states and thus about details of the single-
particle spectrum and the interaction of localized excita-
tions with phonons. The time-resolved photolumines-
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cence spectra, however, are still determined by a superpo-
sition of various relaxation channels with extremely wide
spectra of relaxation rates. More direct experimental
probes are desirable in order to clarify the influence of
disorder on the dynamics of optical excitations.

The availability of ultrashort laser pulses has offered
the possibility of examining experimentally the very first
steps in light-matter interaction. In this respect, experi-
ments which monitor the irreversible decay of the initial-
ly generated macroscopic polarization in the disordered
medium are of particular interest. This decay can be
measured using transient degenerate four-wave-mixing
(FWM) experiments, including stimulated and spontane-
ous photon echo experiments. Laser excitation of matter
initially creates a coherent macroscopic polarization. In-
teraction of the excited individual species among each
other and with their environment irreversibly destroys
their fixed phase relation imprinted by the driving elec-
tric laser field and thus the macroscopic polarization.
This is generally referred to as optical dephasing.

While it is plausible that every interaction process of
an optical excitation with -a bath of quasiparticles des-
troys the initially generated optical phase, the influence
of static disorder on the polarization decay is less evident.
Therefore, we have theoretically studied'®”!'2 the
influence of disorder scattering on optical phase coher-
ence in the absence of dynamical quasiparticle interac-
tion. Since we are dealing with semiconductors,
Coulomb interaction is an indispensable ingredient in any
theory of optical dephasing.

Even though in recent years powerful many-body
theories have been developed to fully describe interaction
of laser light with ordered semiconductors,’>~2! from the
point of view of a qualitative physical understanding in
the case of disordered semiconductors it seems helpful to
start from a different approach and to take into account
the important and relevant processes step by step.

The most instructive model system to start with is an
ensemble of two-level systems with dipole-allowed transi-
tions between the ground and excited state. Intersite
coupling among the upper and lower states leads to a
conduction and a valence band, respectively. Disorder
can easily be incorporated in the sense of diagonal disor-
der in this tight-binding model.

The analysis will show that in photon echo experi-
ments critical behavior due to localization can be expect-
ed in principle in the long-time limit. This is due to the
fact that the third-order nonlinear susceptibility contains
configuration averages of the correlation of electron (and
hole) propagation in the conduction (valence) band, very
much like the Kubo formulation of conductivity. Since
correlation of propagating amplitudes determines dephas-
ing, Coulomb interaction must be taken into account for
a realistic description. Our analysis shows that Coulomb
interaction may stabilize the phases of optical excitations
in a disordered semiconductor, which in certain cases can
be explained by internal phase conjugation.

Besides the direct influence of disorder on phase relax-
ation, static disorder can cause localization of optical ex-
citations. In turn, the quasiparticle interaction of local-
ized excitations can be considerably modified as com-
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pared to free excitations in pure crystals. Thus, disorder
can have both a direct and an indirect effect on dephas-
ing: (i) directly via elastic scattering at the disorder po-
tential, and (ii) indirectly because of the modification of
quasiparticle scattering. The interpretation of experi-
mental data thus requires an understanding of the inter-
relation of disorder-induced localization and quasiparti-
cle interaction. It is the aim of this paper to discuss the
underlying physical processes for a particular class of
disordered semiconductors, namely II-VI and III-V
mixed crystals, both theoretically and experimentally. In
contrast to amorphous semiconductors, mixed crystals
are characterized by weak static disorder. The crystalline
lattice is still existent; only the distribution of one kind of
the constituents, i.e., the anions and cations, on the lat-
tice sites is random. As a consequence, excitons can still
be assumed to be well-defined excitations. On the other
hand, an intrinsic inhomogeneous optical transition has
to be expected leading to a distinct echolike signal in the
FWM experiment.

Experimentally we have investigated localized exciton
transitions in CdS,_,Se, and Al,Ga,_,As mixed crys-
tals by means of time-resolved degenerate FWM and pho-
ton echo experiments. The contributions of the different
scattering mechanisms to optical dephasing have been
separated, thereby also obtaining information on elastic-
scattering processes. We will show that in fact disorder-
induced localization significantly affects optical dephas-
ing of the excitonic excitations. In turn, our investiga-
tions point out that, in contrast to linear optical experi-
ments, the study of optical dephasing may provide micro-
scopic information on the nature of static disorder and
localization in semiconductors and semiconductor mi-
crostructures.

In Sec. II of this paper, we review the relevant data on
linear optical properties and particularly on the photo-
luminescence spectra of the disordered mixed crystals
CdS, _,Se, and Al, Ga,_, As. We also briefly summarize
the widely accepted picture of their electronic structure.
In particular, we point out that the linear optical spectra
show strong inhomogeneous broadening of the exciton
transitions due to disorder.

Section III describes the experimental technique of
time-resolved FWM and photon echo experiments, which
have been employed to determine the optical dephasing
rates. In this section, we also briefly discuss experimental
results obtained for exciton dephasing in the binary semi-
conductors GaAs and CdSe, where disorder is absent.

The theoretical concept and model is presented in Sec.
IV. We will begin with a discussion of the effect of disor-
der on dephasing of an ensemble of coupled two-level sys-
tems neglecting Coulomb interaction and phonons. Next
the influence of disorder on optical dephasing of excitons
will be discussed. Finally, we treat the effect of phonon
coupling on dephasing in disordered semiconductors, tak-
ing into account local as well as nonlocal (hopping) in-
teraction with phonons. In particular, we calculate the
temperature dependence of the dephasing rate for a mod-
el describing the dynamics of localized excitons in II-VI
mixed crystals.

The experimental results of the dephasing studies on
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CdS,_,Se, and Al ,Ga,_, As are presented in Secs. V
and VI, respectively. We have investigated the
CdS,_,Se, system in great detail, including the photon
energy, excitation intensity, and temperature dependence
of the optical dephasing time. It is demonstrated that the
low-temperature dephasing times are considerably longer
as compared to those of binary CdSe.?”?* The dephasing
times increase with increasing localization energy and de-
crease with increasing temperature. Yet, the analytic
dependence of the dephasing time on temperature de-
pends on the localization energy, in agreement with the
prediction of our theoretical model.

The experimental results for Al,Ga,_,As presented in
Sec. VI significantly differ from those obtained for
CdS, _,Se,. The dephasing times are of the order of a
few picoseconds, i.e., much shorter than in CdS,_,Se,.
The dephasing times are comparable to the numbers re-
ported for binary GaAs.”*?> Consequently, disorder and
localization have a different effect on dephasing in the
Al,Ga,_, As system as compared to CdS,_,Se, in spite
of the very similar linear optical properties. On the basis
of our theoretical model, we will discuss the implications
of these results on the nature of disorder in these systems.

Finally, we summarize our present understanding of
dephasing in disordered semiconductor mixed crystals in
Sec. VII. We shall point out once again that nonlinear
optical studies in general and optical dephasing experi-
ments in particular may provide information on the de-
tailed nature of disorder and the mechanisms of electron-
ic localization in bulk semiconductors and also in semi-
conductor microstructures.

II. LINEAR OPTICAL PROPERTIES
OF CdS,_,Se, AND Al,Ga,_,As
MIXED CRYSTALS

In this section, the linear optical properties of
CdS,_,Se, and Al,Ga,_,As are briefly reviewed. Be-
ginning with the basic optical properties, which can also
be found in the ordered binary compounds, we discuss in
particular those features of linear optical spectra which
are related to disorder. In fact, disorder and localization
considerably change the linear absorption, reflection, and
photoluminescence spectra of a semiconductor and, in
turn, some information on disorder has already been ob-
tained by linear optical experiments.

First we concentrate on CdS,_, Se, mixed crystals.
The basic optical properties of CdS;_,Se, mixed crystals
can be understood within the virtual crystal approxima-
tion, i.e., the model which assumes that all properties of a
mixed crystal can be interpolated from the properties of
the respective binary compounds. Beyond the virtual
crystal approximation, however, disorder comes into play
and leads to phenomena which cannot be observed in or-
dered semiconductors, e.g., localization of optical excita-
tions and zero-phonon “nondirect” transitions.

In the virtual crystal approximation, CdS;_,Se, is a
direct-gap semiconductor, which crystallizes in the hex-
agonal wurtzite structure. The fundamental band gap is
located at the center of the (virtual crystal) Brillouin
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zone. The band gap is continuously tunable between the
band-gap energies of CdS and CdSe depending on compo-
sition. As a result of the predominantly ionic binding,
the valence-band states mainly arise from the occupied p
orbitals of the group-VI ions while the empty s orbitals of
the cadmium ions form the conduction band. The degen-
eracy in the valence band is lifted by the combined action
of spin-orbit coupling and an internal electric field, which
results from the noncubic crystal symmetry.?%?’ Three
nondegenerate valence bands are formed. As to the opti-
cal selection rules, we note that transitions involving the
upper valence band are dipole allowed only if the excita-
tion field is polarized perpendicularly to the optical
axis.”® The optical properties of direct-gap semiconduc-
tors close to the fundamental band gap are dominated by
exciton transitions at low temperatures. This is particu-
larly true in the case of CdS,_,Se, since the exciton
binding energy is rather large. The exciton binding ener-
gy is in the range between 15 meV (pure CdSe) and 29
meV (pure CdS),” depending on composition.

Beyond the virtual crystal approximation, disorder in
CdS, _,Se, mixed crystals arises from local variations of
the concentration x, which leads to a spatially fluctuating
crystal potential. In linear optical experiments, the fluc-
tuations of the crystal potential manifest themselves in an
inhomogeneous broadening of the exciton transition.
The inhomogeneous broadening of the exciton line has
been observed in reflection, absorption, and photo-
luminescence spectra,®~ 3 from which inhomogeneous
linewidths in the range 5—15 meV can be inferred. Finite
absorption is observed below the band-gap energy ob-
tained by the virtual crystal approximation. Thus, the
density of states is modified by disorder, giving rise to tail
states below the conduction-band edge and above the
valence-band edge.*3% The precise shape of the density-
of-states tail is difficult to determine experimentally.
Often an exponentially decaying tail is assumed accord-
ing to

€0

gl(e)x<exp , (1)

where € is the localization energy and g, the tailing pa-
rameter (energy scale of the tail). The tailing parameter
typically amounts to 5 meV for CdS, _, Se, .

Exciton transitions in CdS,_,Se, mixed crystals in-
volve these tail states. Cohen and Sturge®' and Permo-
gorov et al.’? have independently demonstrated by
means of photoluminescence experiments that excitons in
CdS,;_ ,Se, are localized in the potential wells of the fluc-
tuating disorder potential. Exciton localization has ex-
perimentally been observed in CdS,_, Se, mixed crystals
with selenium concentrations x between 3% and 65%.°’
The concept of the mobility edge has also been applied to
CdS,_,Se, mixed crystals. Due to the finite temperature
and the finite lifetime of excitons, the mobility edge has
to be considered as an effective one, which separates delo-
calized band states from localized tail states. The spec-
tral position of the effective mobility edge can be charac-
terized referring to the photoluminescence spectrum for
nonresonant, above-band-gap excitation. The mobility
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edge is situated at the high-energy edge of the photo-
luminescence spectrum.’?3 This result shows that the
photoluminescence spectrum is dominated by localized
exciton emission. Delocalized excitons are trapped in the
localized states before they can recombine radiatively.

The dynamics of localized excitons in CdS,_,Se, have
been investigated directly in the time domain by time-
resolved luminescence experiments.>”® As the most im-
portant result of these experiments, we note that energy
relaxation within the tail states is considerably slower
than in the extended states. At low temperatures, intra-
band energy relaxation in CdS,_,Se, mixed crystals
takes place via hopping processes, i.e., phonon-assisted
spatial transfers of an exciton between two local minima
of the fluctuating random potential. The typical time
constant for a hopping process is in the range of a hun-
dred picoseconds at low temperatures. At elevated tem-
peratures, exciton dynamics is dominated by thermally
activated multiple-trapping processes.

While CdS, _,Se, has been studied comprehensively in
terms of alloy disorder and exciton localization, the in-
vestigation of Al ,Ga,;_,As mixed crystals has mainly
been restricted to photoluminescence studies.’*”* Be-
fore we discuss the influence of disorder on the linear op-
tical spectra of Al,Ga,_,As, we briefly recall its basic
optical properties within the framework of the virtual
crystal approximation. ’

Al ,Ga,_,As is a direct-gap semiconductor for alumi-
num concentrations less than about 45%.%7 The band
gap is at the center of the Brillouin zone. As compared
to CdS,_,Se,, binding in the III-V semiconductor is
more covalent. This binding character leads to the fact
that group-IIl-ion and group-V-ion orbitals contribute to
both the valence-band and the conduction-band states.
The aluminum ions and gallium ions are randomly distri-
buted on the cation sublattice, resulting in a fluctuating
disorder potential. Photoluminescence studies have
shown an inhomogeneous broadening of the exciton tran-
sitions.’® "% The width of the inhomogeneous line sensi-
tively depends on the detailed conditions during the epit-
axial growth of the Al Ga,_,As layers. Theoretical
studies predict an increase of the inhomogeneous
broadening due to alloy disorder if the aluminum concen-
tration is increased.***~% The experimental work re-
ported in Refs. 43 and 45 verifies this prediction and it
definitely demonstrates the inhomogeneous broadening to
result from alloy disorder. Typical inhomogeneous
linewidths in Al,Ga,_, As mixed crystals with 30—-40 %
of aluminum are of the order of 10 meV.

The problem of exciton localization has been investi-
gated experimentally by Sturge, Cohen, and Logan’! in
indirect Al ,Ga,_, As mixed crystals with an aluminum
content of 55%. They have found evidence of localiza-
tion of the indirect exciton at very low temperatures. To
the best of our knowledge, localization of excitons has
not yet directly been demonstrated in direct-gap
Al Ga;_, As mixed crystals.

Summarizing this section, we point out that linear opti-
cal experiments have revealed inhomogeneous broaden-
ing of the exciton transition due to compositional disor-
der both in CdS,_,Se, and Al,Ga,_, As mixed crystals.
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In CdS,_,Se, localization of excitons has been demon-
strated while the question of exciton localization in
direct-gap Al,Ga,_, As mixed crystals is still open. The
detailed properties of the random disorder potential,
however, cannot be addressed by linear optical experi-
ments.

III. EXPERIMENT

Optical phase relaxation can be studied directly in the
time domain by time-resolved degenerate FWM experi-
ments.’? The general setup of the experiment is schemat-
ically depicted in Fig. 1. Three coherent laser pulses with
equal frequencies and wave vectors k;,k,, and k3, respec-
tively, are employed to excite an optical transition of a
sample. The three pulses are time delayed with respect to
each other. We refer to the time delay between pulse no.
1 and pulse no. 2 as t,; while pulse no. 2 and pulse no. 3
are delayed by a time ?,;. Third-order nonlinear interac-
tion in the sample generates a signal which is emitted in
the phase-matching direction k,=k;+k,—k;. The time
evolution of the FWM signal and the physical processes
which give rise to the signal, however, depend on the na-
ture of the excited optical transition.

For homogeneously broadened transitions, the macro-
scopic polarization induced by pulse no. 1 is converted
into a population grating by the second pulse. The
diffraction efficiency of this grating can be probed by
pulse no. 3. The diffracted light represents the FWM sig-
nal. The FWM signal is emitted instantaneously after the
application of pulse no. 3. The intensity of the signal as a
function of the time delay z,; depends on the rate of
scattering processes, which irreversibly destroy the phase
coherence among the induced dipole moments and thus
the macroscopic polarization. As a consequence, the am-
plitude of the population grating and its diffraction
efficiency decrease. The irreversible decay of phase
coherence due to scattering is referred to as optical de-
phasing and described by the phase relaxation time 7T,.

For inhomogeneously broadened transitions, the
different frequencies excited within the inhomogeneous
line give rise to destructive interference between polariza-

T

FIG. 1. Schematic diagram of a time-resolved four-wave-
mixing (FWM) experiment. The time delays ¢,, and ¢,; between
the excitation pulses are indicated. The three-pulse FWM sig-
nal and the two-pulse FWM signal are emitted in the directions
k;+k,—k, and 2k, —k,, respectively.
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tion components which have acquired different phases ac-
cording to their local frequencies. The destructive in-
terference causes a decay of the macroscopic polarization
with a time constant roughly equal to the inverse of the
excited inhomogeneous linewidth, even in the absence of
any scattering.

This interference decay, however, can be reversed by
application of pulse no. 2, which produces a phased ar-
ray, i.e., a distribution of phase-shifted population grat-
ings, each of them corresponding to a certain frequency.
Pulse no. 3 stimulates radiation from the phased array
such that constructive interference takes place after a
time delay equal to the time delay ¢,; between pulse no. 1
and pulse no. 2. Thus, the FWM signal is emitted time
delayed with respect to the stimulating pulse as a result
of the inhomogeneous broadening.** This phenomenon is
usually referred to as stimulated photon echo.

The intensity of the stimulated photon echo decays as a
function of ¢,; due to optical phase relaxation and thus
allows us to determine the phase relaxation time T, ac-
cording to the relation

Iy
T, /4

Iecho &« €Xp (2)

if the decay is purely exponential.

In addition, stimulated photon echo experiments are a
powerful tool to investigate energy relaxation.>® The in-
tensity of the stimulated photon echo pulse also depends
on the time delay t,; and the population decay time con-
stant. The population decay time constant includes
recombination, diffusion, and intraband energy relaxation
provided that the time delay 7,; is larger than the pulse
duration. The sensitivity to energy relaxation results
from the fact that the phase shifts acquired by the indivi-
dual oscillators in the time interval ¢,; can be compensat-
ed only if the local frequencies of all oscillators remain
unchanged during the experiment. The recombination
time T, and the influence of diffusion can independently
be determined studying the decay of an ordinary popula-
tion grating,>* where pulse no. 1 and pulse no. 2 coincide
in time (¢,, =0). Thus, a comparison of the phased array
decay to the population grating decay yields the energy
relaxation time T;.

Finally, we note that besides the three-pulse FWM sig-
nal discussed so far, a two-pulse FWM signal is generated
and emitted in the direction 2k, —k;. This signal can be
considered as a special case of the three-pulse signal with
k,=k; and 7,;=0. In case of an inhomogeneously
broadened transition, the two-pulse signal is also emitted
time delayed as a spontaneous photon echo.’’

After the first demonstration of photon echo pulses
from ruby crystals,’®%’ the photon echo technique was
also used to study bound exciton states both in II-VI
semiconductors®® and III-V semiconductors.’>® In re-
cent years, dephasing studies on intrinsic excitations in
semiconductors have attracted increasing interest.®!
Here we briefly summarize dephasing results obtained for
optical excitations in the ordered semiconductors GaAs
and CdSe in order to point out the characteristic changes
in the dephasing behavior introduced by disorder and lo-
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calization.

A very short dephasing time of several tens of fem-
toseconds has been reported for free-electron—hole pairs
in GaAs at high carrier densities well above 10! cm ™
and excitation with considerable excess energy.> De-
phasing is dominated by carrier-carrier scattering under
these experimental conditions. In contrast, phase relaxa-
tion of free excitons in GaAs is much slower with typical
dephasing times of several picoseconds. Depending on
exciton density and temperature, exciton-exciton or
exciton-phonon scattering are the mechanisms mainly
contributing to dephasing in this situation.?*?

Dephasing of quasi-two-dimensional excitons in
GaAs/Al,Ga,_, As quantum wells has also been studied
intensively. The dephasing times of predominantly
homogeneously broadened excitons in quantum wells®?
are comparable to the dephasing times of three-
dimensional excitons. The dephasing times of excitons
are slightly longer in quantum wells which show inhomo-
geneous broadening due to interface roughness,® ¢ indi-
cating that disorder may also modify the dynamics of ex-
citons in two-dimensional systems.

Phase relaxation of free excitons in CdSe has been
studied in Refs. 22 and 23. Dephasing times of up to 40
ps at 4.2 K and low excitation intensities have been re-
ported, which is slightly longer than in GaAs. The de-
phasing is governed by exciton-exciton and exciton-
phonon scattering very similar to GaAs. Consequently,
an increase of exciton density or temperature results in a
considerable decrease of the dephasing times.

IV. THEORETICAL BASIS

A. General outline

Our theoretical treatment of the photon echo in disor-
dered semiconductors is based on a perturbative solution
(with respect to the external laser field) of the optical
Bloch equations.®®® We include static disorder,
electron-phonon coupling, and electron-hole Coulomb in-
teraction. Many-body effects such as electron-electron
and hole-hole interaction as well as electron-hole contri-
butions beyond the electron-hole attraction are neglect-
ed.®"12 In perfect crystalline semiconductors these
terms lead to dramatic effects,’®” 72 which have also been
seen experimentally.”>’® In a disordered semiconductor,
however, many-body effects are less important due to the
inherent inhomogeneity of these systems. Therefore, we
restrict our model to the direct electron-hole attraction.
We note, however, that a more complete theory is needed
to clarify this point.

We choose a tight-binding model system with site-
diagonal electron-phonon coupling in order to interpret
the general trends seen in the experimental data and to
clarify the underlying microscopic processes leading to
optical dephasing. We then employ the small-polaron
transformation, which leads to a dynamical renormaliza-
tion of the intersite transfer-matrix elements and of the
intrasite polarization.

The amplitude of the spontaneous photon echo is cal-
culated at the time of its maximum ¢ =2¢,,. It is propor-
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tional to the third-order optical polarization P*)(¢) at
this time, averaged over the thermal phonon ensemble
and the configuration of the static disorder potential.
The observed photon echo amplitude is then proportional
to

P32ty & (C{AL2t,)| U285, 15;)

X Ay (1) Ulty1,0)8 (0)]7

XAkz(tﬂ)} )ph)conf ’ 3)

where we use the tensor notation of Ref. 12 in the space
spanned by the site functions. The excitation pulses have
been assumed to be of 8(¢) form, i.e., shorter than all
relevant time scales in the system. Expression (3) has a
direct physical interpretation: at time ¢t =0 the first very
short laser pulse arrives at the sample and excites all
sites, described by the polarization vector Akl(O). For

later times, the resulting polarization develops according
to the evolution operator U(t,0), containing disorder,
Coulomb interaction, and phonon coupling. At time
t=ty), the second laser pulse arrives [A (7,;)] and in-

teracts nonlinearly with the polarization pattern present
at that time, U(tZ,,O)Akl(O), producing the conjugated

pattern [U (IZI,O)Akl(O)]Jr and the population pattern
[U(£51,0)8, (0)]* Ay (23;). The same pulse interacts with

this population pattern resulting in a polarization
Akz(tu)[U(tn,O)Akl(O)]“LAkz(tz] ), which freely evolves

in time according to U(t,t,;). At time t =2¢,,, the re-
sulting polarization pattern is compared with the macro-
scopic polarization A(2¢,,), which leads to the echo sig-
nal at ¢t =2¢,, in the direction k. This overlap determines
the strength of the echo signal.

Alternatively, expression (3) can also be viewed as a
correlation function, which describes the correlation of
polarization amplitude dynamics in one time interval
(0,t,,) with that in the second interval (2¢,;,¢,,). In the
absence of phonons, the correlation of the propagation in
the actually different time intervals can also be expressed
as a correlation of propagation in the intervals (0,¢,;)
and (¢,;,0). It is interesting to note that this type of
correlation is at the heart of Anderson localization.” In
fact, it can be shown that, in contrast to linear optics,
nonlinear optical experiments are in principle capable of
showing critical behavior due to Anderson localiza-
tion.1% 1

We proceed by presenting a discussion of the results
for a number of model cases, without going into the de-
tails of the derivation which can be found else-
where.!7127 Ag a first step, we exclude Coulomb in-
teraction and phonons in order to show the influence of

static disorder alone on the decay of the photon echo am--

plitude. Two cases are of particular interest: a strongly
disordered semiconductor and a nearly perfect crystalline
semiconductor with weak disorder. In the first case, all
or nearly all states are localized, with a localization ra-
dius depending on the ratio of disorder and intersite
transfer. In the second case, the states are delocalized ex-
cept at the band extremities. The appropriate physical
picture is that of scattering of free electrons and holes at
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the disorder potential. Next we include electron-hole at-
traction and consider different types of excitonic excita-
tions. Finally we add the electron-phonon coupling and
discuss in particular the case of excitons bound to short-
range valence-band edge fluctuations. This model will
lead to a satisfactory interpretation of the data on the
temperature dependence of the dephasing rate reported
in Sec. V.

B. The influence of disorder on the dephasing rate

Our tight-binding model is determined by three param-
eters 9, =W, /J,, n.= W, /J., and the length scale of the
disorder potential, where W,, W, are the widths of the di-
agonal disorder distributions and J,,J, are the nearest-
neighbor transfer elements of the electron and hole states
at the individual sites, respectively. We recall that a per-
fectly ordered band with Bloch states is described by
7n=0 while strongly localized states in a disordered band
are characterized by 7= . In all cases treated below,
carrier-carrier scattering is excluded. The following re-
sults are obtained within the model.

1. n,= o, strongly localized holes,
Coulomb interaction excluded, no phonons

There is no dephasing if .= o (uncoupled inhomo-
geneously distributed two-level absorbers). An initial fast
decay of the photon echo amplitude followed by a con-
stant long-time value, proportional to the inverse square
of the localization length of electrons, is found for
7, <. The long-time value of the polarization
P®)(2t,,) is finite if 7, is larger than the critical value
where Anderson localization disappears. For 7). smaller
than the critical value, the echo decays towards zero on a
time scale determined by the inverse of the electron band-
width or of the spectral laser width, whichever is smaller.
Consequently, mutually uncoupled strongly localized
holes (7, = ) and Bloch electrons (1, =0) produce an
extremely fast decay of the polarization P32ty

2. 1.=0, Coulomb interaction excluded, no phonons

For a perfect crystalline semiconductor (7, =0,n,=0),
we again have a nondecaying echo signal due to the inho-
mogeneous nature of the optical band-band transitions,
which form an ensemble of uncoupled two-level absorbers
in k space. If disorder is introduced, e.g., in the valence
band (7, >0), dephasing occurs due to scattering, i.e.,
due to disorder-induced coupling of different k states.
We note, however, that this model is rather academic
since Coulomb interaction cannot be neglected for near-
band-gap transitions in an ordered or only slightly disor-
dered semiconductor.

3. Excitons, strongly localized holes, 1, = o, no phonons

We assume that the holes are strongly localized in a
disordered valence band. As Coulomb attraction is now
included in the model, the electrons are bound to the
holes and immobile, strongly localized excitons are
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formed. Note that, within this model, exciton localiza-
tion results from the localization of the hole. Since the
excitons are immobile, the energy spectrum of each local
exciton is in part discrete. Disorder results in an inhomo-
geneous distribution of these local, partly discrete spectra
of the excitons. Depending on the spectral width of the
laser pulses, one or more discrete energy levels of each lo-
cal spectrum are excited. First, we consider the extreme
case of 8(#)-like excitation pulses with a white pulse spec-
trum. In this case, we find a beating polarization for one
local exciton according to

P2,y )« |3 W, (r=0)[%explie, 1) |* . (4)

n

Here ¥, (r) and g, denote the wave functions and the
eigenenergies of the eigenstates of a local exciton, respec-
tively. Equation (4) resembles the case of quantum beats
in an N-level system, where the resonances with energy
g, have matrix elements proportional to |¥,(r=0)|%
Excitation pulses with a broad pulse spectrum excite a
variety of energy levels of each exciton. As a result of the
inhomogeneous distribution of energy spectra, the super-
position of beating signals produces an initial fast decay
of the echo amplitude on the time scale of the pulse dura-
tion followed by a constant long-time value. The magni-
tude of the long-time value depends on the relative
strengths of the optical transitions with energy €,,.

In the case of an ordered conduction band (7, =0), the
wave functions are hydrogenic and the terms |\I/,,(r=0)|2
decrease with increasing n according to
[W,(r=0)]?«<n "3 The first term in the sum of Eq. (4)
then dominates at long times, leading to a finite value of
the echo amplitude in the long-time limit. Thus, we do
not find optical dephasing due to disorder in this particu-
lar case. This result is in contrast to the finding obtained
for the model which excludes Coulomb interaction and
shows that Coulomb interaction has a stabilizing effect on
the optical phase.

The same argument as in the case of the ordered con-
duction band applies if the disorder potential seen by the
electron fluctuates on a length scale larger than the exci-
ton Bohr radius. In this case, the potential is nearly con-
stant over the Bohr radius and there is no dephasing due
to disorder.

In contrast, a disorder potential varying on a length
scale comparable to the Bohr radius mixes the excitonic
eigenstates, which are then no longer hydrogenic. The
various terms in the sum of Eq. (4) will be of comparable
magnitude resulting in a larger modulation of the beating
signal of one localized exciton. The inhomogeneous dis-
tribution then leads to an initially decaying signal with a
long-time value which is smaller than that of the pure hy-
drogenic exciton. In other words, short-range disorder
leads to dephasing of strongly localized excitons if the
laser pulse spectrum is sufficiently broad.

Finally, we mention the situation where the system is
excited by spectrally narrow laser pulses, which excite
only the lowest level of each exciton energy spectrum.
This case is analogous to the ensemble of uncoupled two-
level absorbers discussed above and there is no disorder-
induced dephasing for any kind of disorder.
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4. Mobile excitons, no phonons

In this subsection, the term “mobile exciton” applies to
both delocalized excitons and to excitons localized as a
whole with a localization radius larger than the exciton
Bohr radius. As a result of disorder, mobile excitons are
characterized by an optical spectrum which does not con-
sist of discrete excitation levels since the excitonic eigen-
states cannot be classified by the vector K of the center-
of-mass momentum. In other words, K is not a good
quantum number in a disordered semiconductor. How-
ever, the optical excitation coherently drives a polariza-
tion with momentum K close to zero. Thus, a noneigen-
state is prepared by the excitation laser pulse and conse-
quently a complicated temporal evolution of the excited
wave function follows the excitation. This evolution in-
volves scattering of the center-of-mass momentum since
K is not conserved. In addition, mixing of the hydrogen-
ic states describing the relative motion between electron
and hole occurs if the potential contains fluctuations
which are short range compared to the exciton Bohr ra-
dius. A decay of the optical phase is then to be expected
on a time scale given roughly by the laser pulse width.

However, there is a particular case where (essentially)
no dephasing exists.'”> Consider a disorder potential
which only acts on the center-of-mass coordinate, i.e., a
disorder potential which is long range compared to the
exciton Bohr radius. Then the initially excited polariza-
tion pattern is distorted in the course of time due to
scattering of the center-of-mass momentum K. However,
nonlinear interaction with the second excitation pulse at
time t =t,, produces a polarization pattern which is
phase conjugated to the distorted one. The phase-
conjugated pattern then (nearly) perfectly evolves back in
time producing the initial plane wave at the time 1 =2¢,,,
albeit in the kinematic direction 2k,—k;. Short-range
disorder acting on the relative motion disturbs the perfect
phase conjugation and consequently leads to initial or
even total dephasing on a short time scale as discussed
above.

C. Phonon contributions to the dephasing rate

We now turn to the discussion of the influence of the
electron-phonon coupling in these model cases. We first
recall that the small-polaron transformation renormalizes
both the interband polarization operators Ak,(”’Akz(t)

and the intraband dynamics given by the transfer terms
J,,J,. All these operators now contain phonon degrees
of freedom. The first group of interband polarization
operators describes the phonon contributions to the in-
trasite optical line shapes’® while the second group of
transfer terms describes phonon-assisted hopping and
phonon-induced delocalization.>~>7 It is a plausible ap-
proximation to assume that both processes are uncorre-
lated. Furthermore, the intrasite dephasing takes place
on a short time scale, comparable to phonon frequencies,
and in general leaves us with a finite long-time value of
the signal. We then write the intensity as a product
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—

The first factor is a (fourth order with respect to the po-
larization operators) line-shape function in the time
domain. The analogous second-order line-shape function
in the frequency domain has been studied extensively by
Duke and Mahan.”” The second factor contains informa-
tion about dephasing due to intersite dynamics such as,
e.g., hopping.

Let us first concentrate on the first factor. It can be
evaluated following the lines of Duke and Mahan for
various models of the electron-phonon coupling (e.g.,
acoustic deformation potential and screened piezoelectric
interaction). There are three contributions to the line
shape and thus to dephasing: spontaneous phonon emis-
sion, stimulated phonon emission, and phonon absorp-
tion. In addition, there is a constant term if the line has a
6(w)-like zero-phonon contribution. It turns out that de-
phasing due to phonon absorption and stimulated emis-
sion is negligible at the low temperatures considered here
(5-15 K). In this temperature range, spontaneous emis-
sion is the dominant process and leads to an initial fast
decay on the time scale of an inverse typical phonon fre-
quency. This time scale is of the order of one picosecond.
The corresponding decay rate is independent of tempera-
ture. The fast decay is followed by a finite long-time
value, which depends weakly on temperature. The small
temperature-dependent dephasing rates seen in the exper-
iments (see Sec. V) at longer times must therefore be due
to intersite processes contained in the second factor of
Eq. (5).

We now study the decay of the photon echo on a time
scale longer than a phonon period (about 1 ps) and thus
concentrate on the second factor. We specify the theoret-
ical model for the particular case of CdS,_, Se, mixed
crystals. The model assumes that the hole is strongly lo-
calized in a disordered valence band whereas the electron
is free in an ordered conduction band. Localization of
the exciton is thus a result of Coulomb attraction be-
tween electron and hole. Due to the particular electronic
band structure of CdS,_,Se,, this model is appropriate
to describe exciton localization in CdS;_,Se,: In
CdS, _,Se, the valence-band states are mainly formed by
the anions, whereas the conduction-band states originate
from the cadmium cations (see Sec. II). According to this
electronic structure it is evident that disorder mainly
affects the valence band since disorder is present in the
anion sublattice. The conduction band is nearly ordered.

As discussed previously, within this model a finite
long-time value of the echo signal is obtained if phonon
coupling is excluded. Our model for the slow dephasing
at long times is the following. The coupling to the pho-
nons allows the localized holes to hop between the rela-
tive maxima of the valence-band edge, i.e., between the
localized valence-band tail states. The electron, being
bound to the hole, follows this movement. However, any
hopping event is an incoherent process, which irreversi-
bly destroys the optical phase. We therefore identify the

dephasing rate in the long-time limit with the hopping
rates of holes.

The first hop of an exciton after generation leads to de-
phasing. In order to calculate the dephasing rate T, ' at
excitation energy E.,., one has to calculate the typical
hopping rate of a hole at the initial localization energy
€exe =Ep —E. in the valence-band tail. Here E, is the
energy of the effective exciton mobility edge.

The hopping rate of localized holes depends on the en-
ergetic distribution of the localized valence-band tail
states, the temperature, and the localization length a of
the holes. In our model of localized holes, the localiza-
tion length a of the holes is smaller than the Bohr radius.
As discussed in Sec. II, an exponential form of the
density-of-states distribution is usually assumed. The
quantitative calculation in this section allows us to deter-
mine the particular form of the valence-band tail which
leads to a reasonable agreement with the experimental
data. The hopping rates of holes depend on the energetic
position in the valence-band tail. Thus, in the experi-
ments presented in Sec. V additional information is ob-
tained by changing the excitation photon energy.

In our model, localization energies € of holes in the
valence-band tail are calculated with respect to the
valence-band mobility edge, taken to be the zero point of
the localization energy scale. After resonant excitation of
an exciton with hole at an energy ¢.,., the hole can hop
down in energy to some deeper-lying localized state with
localization energy € > ¢€.,.. This process is accompanied

by emission of phonons and its typical rate v,(¢,,.) is

vl(sexc):VOexp[—2R(£exc)/a] > (6)

where R(g,.) is the typical distance between localized
states with localization energies larger than ¢, and v, is
an attempt-to-escape frequency containing details of the
hole-phonon coupling (in general, the attempt-to-escape
frequency v, depends on localization energy). If g(e) is
the density of states in the valence-band tail, then

© —1/3
R(e)= [4r/3) [ “g(erar| " @)

At finite temperatures, a hole at localization energy e,,.
can also hop to some localized state at energy € <e,,. by
absorbing phonons. The typicai rate of this process is

Vi(Eexer €) =voexp[ —2R(€)/a— (g, —€)/kT] . (8)

It is essential for our analysis to keep track of the correla-
tion between hopping distances R (&) and the localization
energy €. In Egs. (6) and (8) we have assumed that the
tunneling of holes is the dominant process for exciton
hopping in our system. The justification for this model
partly comes from its success in describing time-resolved
luminescence spectra in CdS,_,Se,.” On the other hand,
dipole-dipole exciton transfer rates’® can be considered.
Dipole-dipole transfer rates are proportional to R (g)7°.
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However, the following analysis does not yield the ob-
served strong temperature dependence of the hopping
rates for any reasonable density-of-states model if dipole-
dipole interaction is assumed for the hopping process.
We therefore conclude that in the energy and time regime
of the present experiment, the hole tunneling rates are
dominant as compared to the dipole-dipole transfer rates.

In order to fit the experimental data on the optical de-
phasing rate, we are interested in the typical fastest hop
of a hole at an initial localization energy ¢, and at a
given temperature. The problem of typical hopping rates
of carriers at finite temperatures was considered in Ref.
79 for an exponential density of states

g(e)=(Ny/eylexp(—e/gy) , 9)

where N, is the total density of tail states and g is the en-
ergy scale of the tail. In this problem, the so-called trans-
port energy’® €, plays an important role:

3eo(Noa®)!?

kT (10)

€7 =3¢gyln

For states with € <€, the typical hopping rate is equal to
v,(g) [Eq. (6)] and for £ > €, the rate of the fastest hop is
equal to v(g,e7) [Eq. (8)]. In other words, for deeply lo-
calized states with € > e, the typical fastest hop is that to
some state with energy ¢, in the vicinity of the transport
energy €. This process is thermally activated. A pro-
nounced temperature dependence can be expected in this
case. On the other hand, for shallow states with € <er,
the temperature-independent hops downward in energy
dominate the hopping of carriers.

Here we extend this approach for the calculation of
typical hopping rates to a rather wide class of functions
g(e). Our aim is to find the appropriate shape of the
valence-band tail which fits the experimental data on the
optical dephasing of excitons, in particular the tempera-
ture dependence of the dephasing rates.

Different shapes of the density of tail states were sug-
gested in the past for mixed crystals on the basis of
different theoretical and experimental studies.’* 38037
We note that almost all of them have the form

g (e)=(Ny/g,)C (Blexp[ — (/0] , (11)

where the exponent [ is in the range 0.5-2 and C(B) is a
normalization factor.

We use the following algorithm for calculating the rate
of the typical fastest hop of a hole, which has been excit-
ed with an initial localization energy ... First, we take
some particular shape of the density of states g(e). Then
using Egs. (6) and (7) we calculate the typical rate v (e,.)
of a downward hop of a hole which has been prepared at
the localization energy €.,.. We also calculate the max-
imum hopping rate upwards in energy using Egs. (7) and
(8), sweeping the energy & of the final state of the hop
from g, to the mobility edge (¢e=0). If at some energy
g, (0<g, <g,.) a maximum hopping rate v, (€., €;)
exists, we compare €, to €,.. In some cases we find that
€, =€, indicating that the typical fastest hop occurs
downwards in energy towards deeper-lying localized
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states. If we find that €, <g,,, then v{(g,€,)> v (g.4)
because of the monotonously decreasing density-of-states
function. Consequently, the typical fastest hop is then
provided by thermal activation of a hole due to absorp-
tion of phonons. The energy &, which provides the
fastest activation of holes is the analog to the transport
energy of Ref. 79. In all cases, the optical dephasing rate
is identified with the maximum hopping rate determined
by the procedure described above.

The parameters of this model are (i) the exponent f3,
which will be determined from a fit to the temperature
dependence of the dephasing rate at the lower excitation
energy, (i) N, and g, which are at least approximately
known from luminescence experiments, (iii) the localiza-
tion radius a, which is usually taken to be related to N,
by Nya’~1, and finally (iv) v,, which can be obtained
from a fit to the dephasing rate at low temperatures. We
know from conventional hopping theories®! that for
single-phonon processes the electron- (hole-) phonon in-
teraction rate increases with decreasing localization ra-
dius a. Hence v, increases with increasing localization
energy, i.e., with decreasing excitation energy.

V. EXPERIMENTAL RESULTS: CdS,_, Se,

The FWM and photon echo experiments have been
performed on high-quality platelets of CdS,_,Se, with
thicknesses of 10-40 um. The selenium content of the
samples is either 38% or 60% corresponding to band-gap
energies of 2.22 or 2.06 eV, respectively. Thus, the com-
position of the mixed-crystal samples is in the range
where at low temperatures excitons are localized in the
fluctuating disorder potential. The inhomogeneous width
of the excitonic luminescence band amounts to 10 or 15
meV in our samples.

All of the experimental data presented in the following
are obtained for resonant excitation of localized exciton
transitions, i.e., for excitation photon energies within the
excitonic photoluminescence band. These excitation pho-
ton energies also correspond to the tail of the absorption
spectrum. The excitation field is perpendicularly polar-
ized to the optical axis of the crystals. Thus, we have
studied transitions involving the upper valence band. All
data are obtained at low temperatures between 1.8 and 15
K to avoid thermal delocalization of excitons.

The samples are excited by pulses from a synchronous-
ly mode-locked dye laser with pulse durations of 7—10 ps
and a spectral width of less than 0.5 meV. This experi-
mental setup allows both temporal and spectral resolu-
tion with sufficient accuracy. In particular, using a nar-
row pulse spectrum we avoid additional excitation of
delocalized excitons which is reported for experiments on
CdS,_,Se, with pulses of 5-ps duration or less.®? Ac-
cording to Ref. 82, delocalized excitons can be excited by
the high-energy part of a broad pulse spectrum even if
the center part of the pulse spectrum is resonant to local-
ized exciton transitions. The implications of simultane-
ous generation of delocalized excitons on the dephasing
of localized excitons are also discussed in Ref. 82.

The FWM signals are recorded either time integrated
with a slow photodetector or in real time with a syn-
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chroscan streak camera providing a time resolution of 15
ps.
The result of a time-resolved spontaneous photon echo
experiment on a CdS;_,Se, mixed crystal with 60%
selenium is shown in Fig. 2. Original streak camera
traces are depicted for different time delays ¢,, between
pulse no. 1 and pulse no. 2. From the bottom to the top
the time delay ¢,; increases from 70 to 160 ps. The inten-
sity of the excitation pulses after passing through the
sample is arbitrarily attenuated and therefore not to
scale. It only serves to mark the temporal position of the
excitation pulses. These data clearly show the emission
of the spontaneous photon echo (shaded pulse) even at
time delays ¢,, as large as 160 ps. Consequently, the de-
phasing time of resonantly excited localized excitons in
CdS, _, Se, mixed crystals has to be long compared to the
dephasing times of free excitons in the corresponding
binary compound CdSe, where disorder and localization
are absent. In fact, we find a dephasing time of 340 ps for
localized excitons in the mixed crystal under these experi-
mental conditions (temperature 10 K, exciton density
about 10'® cm~3). This dephasing time is longer by about
one order of magnitude than the dephasing time of free
excitons in CdSe, which amounts to less than 40 ps.?%%
We have also demonstrated the emission of stimulated
photon echo pulses from localized exciton transitions in
CdS, _,Se, mixed crystals. Streak camera traces show-
ing the result of a three-pulse FWM experiment are de-
picted in Fig. 3. The time delay t,; between pulse no. 1
and pulse no. 2 varies from —40 ps (bottom) to + 130 ps

—
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FIG. 2. Time-resolved streak camera traces showing the
emission of spontaneous photon echo pulses (shaded) from a
CdS,_, Se, mixed crystal for resonant excitation of localized ex-
citons. The time delay t,, between the excitation pulses in-
creases from the bottom to the top. The intensity of the excita-
tion pulses is arbitrarily attenuated in each pulse sequence. The
dephasing time amounts to 340 ps at a temperature of 10 K.
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(top). As in the preceding figure, the amplitudes of the
incoming excitation pulses are arbitrary in this figure and
only mark the temporal position of the respective pulses.
For negative time delays t,;, i.e., if pulse no. 2 precedes
pulse no. 1, no echo pulse is emitted in the phase-
matching direction k,=k;+k,—k,; of the camera. How-
ever, at positive time separations, the time-delayed emis-
sion of stimulated photon echo pulses is clearly demon-
strated. The dephasing time obtained from the stimulat-
ed photon echo decay is equal to the dephasing time con-
stant evaluated from spontaneous photon echo experi-
ments. In addition, we note that the observation of a
photon echo unambiguously demonstrates the inhomo-
geneous broadening of localized exciton transitions in
CdS, _,Se,.

We have also investigated CdS,_,Se, mixed crystals
with 38% selenium instead of 60%. The main features of
the FWM experiments discussed so far are also found for
CdS, ¢,S¢; 35 samples: (i) the inhomogeneous nature of
localized exciton transitions giving rise to photon echo
emission, and (ii) the long dephasing times of several hun-
dreds of picoseconds.

Comparing the long dephasing times of localized exci-
tons in CdS, _, Se, mixed crystals to the short dephasing
times of free excitons in ordered CdSe,?*?® we conse-
quently conclude that in CdS,_, Se, mixed crystals local-
ization strongly reduces exciton-exciton and exciton-
phonon scattering. The dynamics of localized excitons
are comparable to the findings for impurity-bound exci-
tons in CdS and CdSe, which also show long dephasing
times.’38

ty=+130ps
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FIG. 3. Streak camera traces of stimulated photon echo
pulses (shaded) from localized exciton transitions in CdS,; _, Se,.
The sample temperature amounts to 10 K. The time delay t,,
between excitation pulse no. 1 and excitation pulse no. 2 in-
creases from the bottom to the top; the intensity of the excita-
tion pulses is not to scale.
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In the following, we will present and discuss the results
for the intensity, energy, and temperature dependence of
the dephasing time of localized excitons. The different
contributions to the total dephasing rate can be separated
and the main mechanism for dephasing can be identified.
The disorder-induced contribution to dephasing can also
be determined.

We have determined the dephasing time of localized
excitons in dependence of exciton density in order to
study the contribution of exciton-exciton scattering to de-
phasing. Figure 4 shows in a semilogarithmic plot the
time-integrated stimulated photon echo intensity as a
function of time delay ¢,, for different excitation intensi-
ties. The maximum intensity corresponds to an exciton
density of 10'® cm 3. The data are obtained for a sample
with 60% selenium at a temperature of 10 K. For clarity
of the presentation, the curves are arbitrarily shifted
along the vertical axis. All the curves show a nonex-
ponential decay with a fast decay at early times, which is
not resolved by the 7-ps pulses applied in this experiment.
The fast decay is followed by a slower component at
longer time delays. The slowly decaying part of the sig-
nal reflects the long-time dephasing of resonantly excited
localized excitons, which has also been observed in the
time-resolved photon echo experiments. The rapidly de-
caying contribution is assigned to the phonon-induced in-
trasite dephasing process discussed in Sec. IV. It should
be mentioned at this point that a relative increase of the
fast component is reported in Ref. 82 for excitation by
shorter pulses with an accordingly broader spectrum.
Under these experimental conditions, the fast component
partly results from dephasing of delocalized excitons,
which are excited in addition to localized ones.*

With respect to the present discussion, however, the
main feature of the data presented in Fig. 4 is that the
long-time behavior of the dephasing signal is independent

60
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FIG. 4. Semilogarithmic plot of the time-integrated stimulat-
ed photon echo intensity from localized exciton transitions in
CdS, _.Se, as a function of time delay #,;. The excitation inten-
sity increases from the solid-line curve to the dashed one and
further to the dashed-dotted and the dotted one. The maximum
intensity corresponds to an exciton density of 10" cm™3. The
data are obtained at a temperature of 10 K and a dephasing
time of 220 ps is inferred from the results. The curves are arbi-
trarily shifted along the vertical axis.
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of the excitation intensity. Consequently, the dephasing
time of localized excitons does not depend on exciton
density in the density range we have investigated, i.e., up
to densities of 10’ cm 3. Interaction between localized
excitons is thus negligible in this density range. This ex-
perimental finding is in contrast to the experimental re-
sults obtained for free excitons in the ordered binary
compound semiconductor CdSe,”>** where exciton-
exciton scattering is an efficient scattering mechanism,
which leads to a decrease of the dephasing time with in-
creasing exciton density. This comparison demonstrates
the considerable impact of localization on exciton dy-
namics in CdS, _, Se, mixed crystals.

As exciton-exciton scattering does not contribute to
dephasing in the density range under consideration, the
observed dephasing rates can only result from the popu-
lation decay, i.e., energy relaxation (exciton-phonon in-
teraction) and recombination, and from disorder scatter-
ing.

We have measured the dephasing time in dependence
of excitation photon energy in order to gain further in-
sight into the microscopic mechanism of dephasing. Re-
sults are shown in Fig. 5, where the dephasing time is
plotted as a function of excitation energy. The data are
obtained at a temperature of 10 K using a sample with
60% selenium. The inset shows the photoluminescence
spectrum of the sample for above-band-gap excitation in
order to illustrate the energy range where the data have
been taken. The spectrum is dominated by the excitonic
luminescence band with an inhomogeneous width of
about 10 meV. Phonon replicas are also resolved at
lower energies. The shaded region corresponds to the en-
ergy range where the dephasing experiments have been
performed. In this region, the measured dephasing times
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FIG. 5. Dephasing time of localized excitons in CdS,_, Se,
mixed crystals as a function of excitation photon energy at a
temperature of 10 K. The inset shows the photoluminescence
spectrum of the sample, in which the shaded region corresponds
to the spectral range where the dephasing times have been
determined.
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increase from 260 ps at the high-energy side to 500 ps at
the low-energy side. The excitation intensity has been
kept constant in the experiment, yet in the entire regime
the dephasing times do not depend on excitation density
for exciton densities below 10'® cm™3. Thus, we can
definitely rule out that the decrease of the dephasing time
with increasing excitation photon energy results from the
onset of exciton-exciton scattering. In the following, we
show that the observed energy dependence of the dephas-
ing time is related to disorder.

We find qualitatively the same energy dependence of
the dephasing time for samples with a selenium content
of 38%. In addition, the same energy dependence of the
dephasing time has been found at a temperature of 1.8 K
instead of 10 K, yet with decreasing temperature we ob-
serve an increase of the dephasing time. For example, an
increase of T, to 2 ns is found at 7=1.8 K for an excita-
tion photon energy corresponding to the low-energy side
of the exciton photoluminescence band.

The same energy dependence as observed for the de-
phasing time is reported for the intraband energy relaxa-
tion time T; based on time-resolved photoluminescence
studies.”® In disordered semiconductors, the energy re-
laxation time T'; describes phonon-assisted hopping pro-
cesses within the distribution of the localized states. The
dephasing time T',, the energy relaxation time T, and
the recombination time T, are connected by the funda-
mental relation

1/T,>1/2T;+1/2T, , (12)

which originates from the fact that population decay is
always accompanied by phase relaxation. If elastic
scattering is absent, both sides of relation (12) are equal.

The dephasing times displayed in Fig. 5 are of the or-
der of 100 ps while the recombination time is in the
nanosecond range in CdS;_,Se,. Therefore, the recom-
bination time can be neglected in terms of phase relaxa-
tion under these experimental conditions. Then the ener-
gy relaxation time T’ sets an upper limit to the dephasing
time according to T, <2T;. The dephasing times mea-
sured in our experiment are actually very close to the
upper limit defined by the intraband energy relaxation
times. These intraband energy relaxation times have
been independently determined by photolumines-
cence.”® Consequently, phase relaxation of localized ex-
citons in CdS,_ Se, is mainly due to energy relaxation,
i.e., phonon-assisted hopping.

At excitation photon energies corresponding to the
very-low-energy edge of the photoluminescence band and
at the very low temperature of 1.8 K the hopping rates
become so small that recombination can no longer be
neglected. The dephasing time amounts to about 2 ns un-
der these experimental conditions and is determined by
both hopping and recombination. In order to generalize
our main conclusion, we state that dephasing of localized
excitons in CdS,_,Se, results mainly from the popula-
tion decay, including energy relaxation due to hopping
and recombination. Hopping processes dominate the de-
phasing apart from the particular case where very deeply
localized excitons are excited at temperatures well below
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5 K. The observed energy dependence of the dephasing
time thus reflects the energy dependence of the hopping
rates. Disorder-induced dephasing obviously does not
significantly contribute to the total dephasing rate.

Measurements of the dephasing rate as a function of
temperature confirm these results. These experiments
provide further support that hopping is the main dephas-
ing mechanism. In addition, insight into the mechanism
of localization is obtained from these data.

The dephasing rate is plotted as a function of tempera-
ture in the temperature range 5-15 K for two different
excitation photon energies in Fig. 6. Circles mark the ex-
perimental data obtained at the lower excitation energy
while squares correspond to the experimental data ob-
tained at the higher excitation energy.

The main features of the experimental data are as fol-
lows: (i) The dephasing rate increases with temperature.
This increase is more pronounced at the lower excitation
energy while the temperature dependence at the higher
excitation energy is only weak. At the higher excitation
energy, the dependence of the dephasing rate on tempera-
ture is roughly linear. (ii) The dephasing rate at the
higher excitation energy is larger than at the lower exci-
tation energy at temperatures below 12 K. This relation
is reversed at temperatures above 12 K. Thus a remark-
able crossover is found.

These experimental results can quantitatively be de-
scribed by the hopping model outlined in Sec. IV. The
model assumes strong localization of holes. The dynam-
ics of localized excitons involves tunneling-related hop-
ping processes of holes.

The temperature dependence of the dephasing rate has
been fitted quantitatively at the lower excitation energy of
2.208 eV. A localization energy of 15 meV has been used
for the calculation since the mobility edge in the sample
is at 2.223 eV. The density-of-states parameter ¢,
amounts to 5 meV in CdS;_,Se, (Ref. 36) and the usual
assumption on the localization radius a is made
(Noa®=1). With these input parameters an excellent fit
to the experimental data is obtained (solid line in Fig. 6)
by choosing the exponent 3 in Eq. (11) as 1.23 and by ad-
justing the attempt-to-escape frequency v, at the low-
temperature data point. A possible temperature depen-
dence of v is usually weak and can thus be neglected
compared to the strong temperature dependence of the
exponential factor.

The higher excitation energy of 2.216 eV corresponds
to shallow localized exciton transitions with a localiza-
tion energy of 7 meV. At this energy, no temperature
dependence of the dephasing time is obtained from our
model calculation, which is based on the same input pa-
rameters as in the case of the deeply localized excitons,
including the value B=1.23, which has been determined
from the fit at the larger localization energy. The
attempt-to-escape frequency v, has been chosen to repro-
duce the low-temperature data point. The value of v, at
the lower localization energy (10'2 s™!) is smaller than
the value obtained at the larger localization energy
(4X10" s™1). As outlined in Sec. IV, this kind of energy
dependence of v, has to be expected and can be related to
a slight change of the localization radius a by a factor
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FIG. 6. Dephasing rate of localized excitons in CdS,_,Se,
mixed crystals as a function of temperature for two different ex-
citation photon energies. Circles correspond to the lower exci-
tation energy and squares to the higher excitation energy. The
data obtained at the lower excitation photon energy have been
fitted (solid line) with the hopping model discussed in Sec. IV.

less than 2.

It can easily be understood that the theory does not
predict any temperature dependence of the dephasing
rate at the lower localization energy (i.e., the higher exci-
tation energy): in this case excitons are excited above the
transport energy €, and thus temperature-independent
hopping-down processes prevail against thermally ac-
tivated hopping-up processes. The existence of the cross-
over is then a natural consequence of the fact that the ex-
citon dynamics is dominated by thermally activated
hopping-up processes at the larger localization energy
while temperature-independent hopping-down processes
(however with smaller prefactor v,) dominate at the lower
localization energy.

The model reproduces the experimental finding that
the temperature dependence of the dephasing rate is
more or less pronounced, depending on localization ener-
gy. There is a slight discrepancy between the experimen-
tal data obtained at the higher excitation energy and the
result of the model calculation. While the model predicts
no temperature dependence of the dephasing rate, a
slight, roughly linear increase of the dephasing rate with
increasing temperature is observed experimentally. The
dephasing rate increases by a factor 3 in the temperature
range 5-15 K. This discrepancy shows that the tempera-
ture dependence of the attempt-to-escape frequency v,
cannot be neglected if the exponential factor does not de-
pend on temperature. In fact, it is known that the pho-
non scattering rate of delocalized excitations linearly in-
creases with temperature. It is reasonable to assume that
this dependence is also valid for shallow localized exci-
tons. This could account for the experimentally observed
temperature dependence at the higher excitation energy.

In any case, based on the good agreement between the
experimental findings and the model calculation, we con-
clude that in CdS,_,Se, mixed crystals excitons are lo-
calized via the holes. We further conclude that dephas-
ing of these localized excitons is mainly due to hopping
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processes related to phonon-assisted hole tunneling.
Dipole-dipole transfer processes are negligible in
CdS,; _, Se,.

We now turn to the problem of disorder-induced phase
relaxation. As mentioned above, the photon echo experi-
ments show that disorder does not result in optical de-
phasing in CdS,_, Se, mixed crystals. The influence of
disorder on optical dephasing has been treated theoreti-
cally in Sec. IV. We apply the model for exciton localiza-
tion which has been discussed above. The model assumes
localization of an exciton by the hole; the conduction
band is assumed to be ordered. Theory then predicts no
dephasing due to disorder, again in good agreement with
the experimental finding.

We conclude this section by stating that photon echo
experiments can provide insight into the effect of disorder
and localization on exciton dynamics. We have shown
for CdS,_,Se, that the dephasing times are of the order
of several hundreds of picoseconds due to localization.
The dephasing times are so long because localization
reduces exciton-exciton and exciton-phonon scattering
rates in the long-time limit as compared to free excitons.
Hopping processes, i.e., intersite exciton-phonon interac-
tion, dominate the dephasing behavior. Disorder does
not contribute to dephasing. In addition, we have
presented evidence that localization of excitons takes
place via holes in CdS;_,Se, mixed crystals and that
hopping is due to phonon-assisted tunneling of holes.

VI. EXPERIMENTAL RESULTS: Al,Ga,_, As

We have studied optical dephasing in direct-gap
Al,Ga,;_, As mixed crystals with aluminum concentra-
tions between 30% and 38%. The samples have been
grown on GaAs substrates either by molecular beam epi-
taxy (MBE) or metal-organic chemical-vapor deposition
(MOCVD). The GaAs substrate has been removed by
wet etching to allow for transmission experiment. The
thickness of the samples is about 1.5 um. The FWM ex-
periments in Al ,Ga,_, As have been carried out with a
hybridly mode-locked dye laser as excitation source pro-
ducing pulses of 1-ps (incoherent) width. If not men-
tioned otherwise, all experiments have been performed at
a temperature of 10 K.

In the following, we present experimental data for the
sample that has been investigated most comprehensively.
Discussing only data from one sample ensures that all the
experimental data can be compared with each other. The
sample has an aluminum concentration of 38% and has
been grown by MBE. Samples grown by MOCVD and
samples with a lower content of aluminum have shown a
very similar dephasing behavior. Thus, on the base of
our experimental data, the results presented below are
representative for Al, Ga,_, As mixed crystals.

The photoluminescence spectrum of the Aly 33Gag 6,As
sample is depicted in Fig. 7 (solid line). The spectrum is
dominated by the excitonic emission band with an inho-
mogeneous width of 13 meV. Luminescence from
carbon-acceptor-related transitions is also observed at
lower energies. The inhomogeneous width of the exciton
transition is comparable to typical inhomogeneous
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FIG. 7. Low-temperature photoluminescence spectrum (solid
line) of the Al,Ga,_,As sample which has been studied by
four-wave-mixing experiments. The dashed line shows the spec-
trum of the excitation pulses in order to characterize the spec-
tral position of excitation.

linewidths of CdS,_,Se, mixed crystals, indicating simi-
lar linear optical properties of both mixed-crystal systems
in terms of disorder. The spectrum of the excitation
pulse is also shown (dashed line) in Fig. 7 in order to
characterize the excitation photon energy, where the
FWM experiments have been performed. The excitation
spectrum is centered at the low-energy side of the exciton
luminescence band. The halfwidth of the pulse spectrum
amounts to 3 meV, corresponding to a pulse coherence
length of 0.7 ps, which also determines the time resolu-
tion in all experiments. The high-energy edge of the
pulse spectrum coincides with the maximum of the exci-
ton luminescence band. This choice of the excitation
photon energy allows us to definitely rule out excitation
of delocalized excitons or free-electron—-hole pairs,
despite of the broad pulse spectrum. Thus, scattering of
excitons with delocalized excitations can be excluded.
All the FWM signals discussed below are measured at the
special position shown in Fig. 7.

The dephasing response of the Al Ga,_,As sample is
depicted in Fig. 8. In a semilogarithmic plot, the time-
integrated spontaneous photon echo intensity is plotted
as a function of time delay ¢,, for two different excitation
densities Ny and N, /2. The curves are arbitrarily shifted
along the vertical axis. The density N, amounts to
5X 10 cm™3. At this density, a dephasing time of 5 ps
is obtained from the experimental data. In addition, it is
evident from the data depicted in Fig. 8 that the dephas-
ing time does not increase if the exciton density is de-
creased from N, to N,/2. As a consequence, exciton-
exciton scattering should not significantly contribute to
dephasing at these densities. Thus, the dephasing time of
excitons in Al Ga,_, As mixed crystals is considerably
shorter than in CdS,_,Se, and we can rule out that this
finding is due to exciton-exciton interaction in
Al,Ga;_,As. The experimental result demonstrates that
the nonlinear optical response of semiconductor mixed
crystals sensitively depends on the detailed nature of the
disorder, even in the case where the linear optical spectra
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FIG. 8. Semilogarithmic plot of the time-integrated spon-
taneous photon echo intensity from an Al, Ga,_, As mixed crys-
tal as a function of time delay ¢,;. The photoluminescence spec-
trum of the sample and the excitation pulse spectrum are
displayed in Fig. 7. The dephasing time T, amounts to 5 ps for
both the exciton densities N, and N,/2 (temperature 10 K).
The curves are arbitrarily shifted along the vertical axis.
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are similar.

At higher densities, exciton-exciton scattering sets in
and results in a decrease of the dephasing time in
Al ,Ga,_,As. The onset of exciton-exciton scattering is
demonstrated by the data shown in Fig. 9 where the de-
cay of the time-integrated stimulated photon echo inten-
sity at the density N, and at the density 2N, is depicted
in a semilogarithmic plot. The dephasing time decreases
from 5 to 4 ps if the exciton density is increased from N,
to 2N,. With further increasing exciton density a con-
tinuous decrease of the dephasing time is observed, indi-
cating that exciton-exciton scattering becomes the dom-
inant scattering mechanism in Al Ga,_,As at densities
higher than 2N,=10"* cm 3.

We have calculated the mean interparticle distance
from the exciton density in order to compare the
efficiency of exciton-exciton scattering in Al Ga;_,As
and CdS,_,Se, mixed crystals. The mean interparticle
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FIG. 9. Semilogarithmic plot of the time-integrated stimulat-
ed photon echo intensity from an Al,Ga,_, As mixed crystal as
a function of time delay ¢,,. The photoluminescence spectrum
of the sample and the excitation pulse spectrum are shown in
Fig. 7. The dephasing time T, amounts to 5 ps at the exciton
density No=5X 10" cm ™3 (solid curve) and decreases to 4 ps at
the density 2N, (dashed curve). The temperature is 10 K. The
curves are arbitrarily shifted along the vertical axis.



4578

distance has been normalized to the exciton Bohr radius
to account for the differences in exciton size. The nor-
malized interparticle distance d,, is given by

1 3 1 1/3

d =— |— , 13
" ap |47 Ny (13)

where N, is the exciton density and ap is the Bohr ra-
dius of the exciton. The normalized interparticle dis-
tance has been calculated for excitons in Al,Ga,_,As at
the density 2N,, where exciton-exciton scattering con-
tributes to dephasing. We have also determined the nor-
malized interparticle distance for excitons in CdS,_, Se,
at a density where exciton-exciton interaction is not ob-
served. We find that the normalized interparticle dis-
tance between interacting excitons in Al _Ga,;_ As is
larger than the distance between noninteracting excitons
in CdS,_,Se,. This result provides evidence that the lo-
calization radius of excitons in Al,Ga,;_,As is larger
than in CdS,_,Se, mixed crystals. Exciton localization
in Al,Ga,_,As can only be weak while excitons in
CdS, _, Se, are strongly localized.

At this point, we can only rule out strong localization
of excitons in Al Ga;_,As. At the end of this section,
we will discuss in more detail the character of the exciton
state in Al,Ga;_,As.

We now turn back to the dephasing response obtained
at the exciton density N,. Exciton-exciton scattering
does not yet contribute to phase relaxation in
Al,Ga,_,As at this density. Optical dephasing thus can
only result from the population decay, i.e., energy relaxa-
tion (exciton-phonon scattering) and recombination, and
from elastic scattering at the disorder potential. In order
to separate the contributions of these scattering mecha-
nisms, we have investigated the population dynamics at
the density N,,.

The intensity of the three-pulse FWM signal is plotted
as a function of the time delay t,; between pulse no. 2
and pulse no. 3 in Fig. 10. The time delay t,, between
pulse no. 1 and pulse no. 2 is kept constant. For the
lower curve, t,; amounts to 2.5 ps, which is larger than
the pulse duration. The FWM signal at negative time de-
lays t,; then originates from a grating set up by pulse no.
1 and pulse no. 3, which is probed by pulse no. 2. The de-
cay of this signal depends on both the dephasing time T’
and the energy relaxation time 7T'; and is not evaluated
any further. At positive time delays ¢,;, however, the de-
cay of a phased array is monitored which is set up by
pulse no. 1 and pulse no. 2 and probed by pulse no. 3.
This decay reflects recombination, diffusion, and energy
relaxation within the phased array. The upper curve in
Fig. 10 is obtained for a fixed time delay t,, =0 ps, where
pulse no. 1 and pulse no. 2 coincide in time. In this ex-
periment, an ordinary population grating is set up, which
only decays due to recombination and diffusion. The
population grating decays with a time constant of 700 ps,
demonstrating that in Al,Ga,_, As recombination can be
neglected with respect to phase relaxation. Moreover,
the decay of the phased array signal can be corrected for
recombination and diffusion as the corresponding time
constant is known from the population grating experi-
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FIG. 10. Semilogarithmic plot of the time-integrated intensi-
ty of three-pulse FWM signals from Al,Ga,_,As as a function
of time delay t,;. The photoluminescence spectrum of the
Al,Ga,_,As sample and the excitation pulse spectrum are
shown in Fig. 7. The upper curve is obtained for a fixed time
delay t,, =0 ps and reflects the decay of a population grating.
The lower curve (fixed time delay ¢, =2.5 ps) shows the decay
of a phased array, from which the energy relaxation time 7’3 can
be determined to 20 ps. All data are obtained at the exciton
density No=5X10" cm™? and at a temperature of 10 K, where
the dephasing time T, amounts to 5 ps.

ment. We are then able to determine the energy relaxa-
tion time T'; separately. The energy relaxation time
amounts to 20 ps, whereas the dephasing time of 5 ps is
shorter by a factor of 4. Therefore, we are far off the lim-
it where phase relaxation is dominated by energy relaxa-
tion. The dephasing time of 5 ps corresponds to a homo-
geneous linewidth of 260 peV. The contribution of
exciton-phonon interaction to the homogeneous
linewidth amounts to 35 ueV as calculated from the ener-
gy relaxation time of 20 ps. Thus, exciton-phonon in-
teraction processes only yield a small contribution to
phase relaxation in Al,Ga,_,As. A contribution to the
homogeneous linewidth of 225 ueV thus has to be attri-
buted to elastic disorder scattering. Consequently, elastic
scattering at the disorder potential essentially contributes
to phase relaxation in Al ,Ga,_,As mixed crystals in
contrast to the findings for CdS,_ . Se,.

On the basis of this experimental result and the
theoretical considerations outlined in Sec. IV, the disor-
der potential in Al,Ga,;_,As can be characterized. A
fast dephasing response due to disorder is predicted if the
disorder potential is short range compared to the exciton
Bohr radius either in the case of a mobile exciton or in
the case where the exciton is strongly localized via one of
its constituents, e.g., the hole. In the case of strong hole
localization, it is necessary to excite the 1s state and some
of the higher states of an exciton simultaneously in order
to get a fast dephasing response due to disorder. In our
experiment, it is possible to fulfill this condition since the
spectrum of the 1-ps pulses is broad compared to the rel-
atively small exciton binding energy of 5-10 meV (Ref.
85) in Al,Ga,_,As. However, it should be possible to
overcome the disorder-induced contribution to dephasing
by applying spectrally small pulses if the model of strong
hole localization applies. In this case, the dephasing time
should increase to 40 ps according to the relation
T,=2T, since the energy relaxation time amounts to 20
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ps. We consequently have measured the dephasing time
using pulses of 7-ps duration with a spectrum of less than
0.5-meV halfwidth. With these longer pulses the dephas-
ing time cannot be resolved in time, i.e., the dephasing
time does not significantly increase as compared to the
value of 5 ps determined by spectrally broad pulses. Con-
sequently, we can rule out the model of strong exciton lo-
calization via the localization of the hole. It follows in
agreement with our earlier conclusion that exciton locali-
zation in Al, Ga, _, As can only be weak.

With respect to the correlation length of the random
potential we note that Al Ga,_,As mixed crystals have
recently been investigated by scanning tunneling micros-
copy.si The length scale of inhomogeneities was found to
be 10 A. The Bohr radius of an exciton in Alj ;3Ga, ¢,As
is roughly 80 A.35 Thus, scanning tunneling microscopy
indicates short-range disorder, in agreement with the re-
sults from the photon echo experiments.

To conclude this section, we discuss the efficiency of
exciton-phonon interaction in Al ,Ga,_,As. Exciton-
phonon interaction yields a contribution of 35 ueV to the
homogeneous linewidth. This is larger by about one or-
der of magnitude as compared to CdS, _, Se, mixed crys-
tals where the considerable reduction of the exciton-
phonon scattering rate is a direct result of the strong lo-
calization of excitons and the hopping dynamics in the lo-
calized regime. Thus, the comparison of exciton-phonon
scattering rates in Al ,Ga,_,As and CdS,_,Se, gives
further support that exciton localization in Al,Ga,_, As
can only be weak, which has earlier been concluded from
the different efficiency of exciton-exciton scattering. We
can also compare dephasing rates and exciton-phonon
scattering rates in Al,Ga,_, As mixed crystals to those of
free excitons in the ordered binary compound GaAs.®!
The overall homogeneous linewidth of free excitons in
GaAs is comparable to that of excitons in Al, Ga,_, As.
The exciton-phonon contribution to the homogeneous
linewidth, however, is about half an order of magnitude
larger in GaAs under comparable experimental condi-
tions.®! The different exciton-phonon scattering rates of
excitons in Al,Ga,_, As and free excitons in GaAs show
that the exciton state in Al,Ga,_,As mixed crystals is
considerably affected by disorder. Excitons in
Al,Ga;_,As cannot be considered as free excitations as
in GaAs.

Our picture of disorder in Al, Ga,_, As is thus the fol-
lowing. Disorder has a large impact on the exciton state.
Excitons in Al,Ga,_, As are mobile in the sense of Sec.
IV, i.e., they are either delocalized or weakly localized as
a whole with a localization radius larger than the exciton
Bohr radius. In any case, the disorder potential contains
considerably short-range fluctuations, which account for
the large contribution of disorder-induced dephasing to
the total dephasing rate.

VII. CONCLUSION

We have investigated optical dephasing of excitons in
the disordered semiconductor mixed crystals CdS,_, Se,
and Al,Ga;_, As both experimentally and theoretically.
Spontaneous and stimulated photon echo experiments in
dependence of the excitation intensity, photon energy,
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and temperature allow us to separate the different contri-
butions to the total dephasing rate. In particular, we can
independently determine the elastic-scattering rate,
which provides a basis to characterize the disorder poten-
tial and the mechanism of localization.

In CdS,_,Se, the dephasing time amounts to several
hundreds of picoseconds, corresponding to a homogene-
ous linewidth of only a few ueV. The dephasing rate is
smaller by more than one order of magnitude as com-
pared to free excitons as a result of localization. Locali-
zation considerably reduces exciton-exciton and intersite
exciton-phonon scattering in CdS;_,Se,. We have
shown that optical dephasing mainly results from the
population decay, particularly from hopping processes,
i.e., intersite exciton-phonon scattering. In CdS,_,Se,
disorder does not significantly contribute to phase relaxa-
tion.

Optical dephasing of excitons is much faster in
Al ,Ga,_,As. The dephasing time amounts to 5 ps at
low densities, corresponding to a homogeneous linewidth
of 260 peV. In this regime, where exciton-exciton
scattering does not contribute to dephasing, the homo-
geneous linewidth of excitons in Al ,Ga,_, As has two
contributions: (i) exciton-phonon scattering yields a con-
tribution of 35 ueV as calculated from the experimentally
determined energy relaxation time of 20 ps and (ii) elastic
scattering at the disorder potential results in a homogene-
ous broadening of the exciton line of 225 ueV and gives
the main contribution to dephasing. The different de-
phasing behavior of excitons in CdS;_,Se, and
Al,Ga,_,As is related to the different microscopic prop-
erties of disorder in the respective mixed crystals. In par-
ticular, our results indicate that the disorder potential in
Al,Ga,_,As is short range as compared to the exciton
Bohr radius.

The overall homogeneous linewidth in Al,Ga,_,As is
comparable to that of free excitons in GaAs,®! yet the ra-
tio of the different contributions to dephasing is different
in ordered GaAs and Al,Ga,_, As mixed crystals. Com-
pared to the ordered GaAs, exciton-phonon scattering in
Al,Ga,_,As is reduced, indicating that the disorder
significantly affects the exciton state. The smaller
exciton-phonon scattering rate is compensated for by the
additional elastic alloy scattering.

In CdS,_,Se, and Al ,Ga,_,As different degrees of
exciton localization are revealed by the efficiency of
exciton-exciton and exciton-phonon scattering. Exciton-
exciton scattering does not contribute to phase relaxation
at low and at intermediate densities in CdS,_,Se,,
demonstrating rather strong exciton localization. In
Al,Ga,_,As mixed crystals strong localization of exci-
tons can be ruled out. Exciton-exciton interaction con-
tributes at intermediate densities in Al,Ga,_, As while it
is unimportant only in the low-density regime.

In conclusion, the nonlinear optical response of a semi-
conductor mixed crystal critically depends on the de-
tailed nature of disorder. For CdS,_,Se, and
Al,Ga,_, As mixed crystals we have shown that photon
echo experiments are an appropriate tool to characterize
disorder and localization in semiconductors. It should be
possible to extend this approach to other semiconductor
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bulk crystals as well as to semiconductor microstruc-
tures.
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