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We study the melting of clusters and thin films as a mass-density-wave instability by generalizing re-
cent density-functional methods of melting. We found that the freezing temperature is increased for thin
films whereas for clusters it is decreased. For spherical boundaries, at melting the Debye-Waller factor
as a function of the radial distance consists of a flat bulklike part close to the center and a decaying inter-
face part at the surface. For small particles, the surface part dominates. This represents a type of gen-
eralized Lindemann criterion for small clusters. Our calculation also provides a detailed microscopic
description of the density distribution and more physical insight about the system.

I. INTRODUCTION

Theoretical predictions of a depression in the bulk
melting temperature in small particles or clusters have
existed since 1909.! Experimental verifications of these
predictions became available when Takagi made a series
of melting-point-depression measurements on small parti-
cles of Pb, Sn, and Bi.? Since that time there have been a
number of experimental® and theoretical investigations of
the melting behavior in a variety of small particles and
clusters. Following earlier work by Matsubara, Iwase,
and Momkita, * Hasegawa, Hoshino, and Watabe® deter-
mined the melting temperature by comparing the free en-
ergy of the fluid state calculated using the modern theory
of fluids® with the hard-sphere fluid as a reference system
and that of the solid state calculated with a position-
dependent Einstein model. Sheng, Cohen, and Schrieffer’
investigated the finite-size effects by applying the De-
vonshire shell model® of liquid and introduced a finite-
size entropy factor based on studies of the N-spin mean-
field calculation.

Over the last ten years, there has been much improve-
ment in the quantitative description of the melting pro-
cess in two dimensions by focusing on the roles played by
topological defects®!® and in three dimensions as an in-
stability from either the solid!! or the fluid side.'?
Whereas the early phonon instability calculations gave
transition temperatures that are an order of magnitude
off from the real one, recent calculations incorporating
the third-order anharmonic correction as well as incor-
porating vacancies provided transition temperatures that
agree with experimental results to within 20%. Similar
improvement on the work of Kirkwood and Monroe'® of
studying the instability from the fluid side has also been
obtained recently by Ramakrishnan and Yussouff'? (RY).
In this paper we generalize this approach to studying the
freezing of small finite systems such as clusters and films.
The melting of clusters is of interest in the study of
porous materials such as Vycor and various forms of
rocks and in granular metals. The melting of thin films is
of interest for several reasons. In the study of tribology
and lubrication, one often has a thin film of fluid between
two solids. The viscosity of this film obviously depends
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on whether it is a solid or not. Multilayer structures
made with metals or semiconductors are now commonly
made in the laboratory and their melting behavior is ob-
viously of interest. In the limit that the film thickness be-
comes small, one approaches the two-dimensional limit in
which there has been much interest. How the two-
dimensional limit is approached is not understood at the
moment.

We found that the freezing temperature is increased
but the mean-squared vibrational amplitude is decreased
for thin films whereas for clusters the reverse is true.
Physically, the plane boundary in a film suppresses densi-
ty fluctuation while the boundary in a small cluster
enhances density fluctuation. We interpret this as the
physical origin of the opposite trends of the melting tem-
perature for the two finite systems. Our result is con-
sistent with recent experiments of Unruh et al.'* whose
result suggests that the melting temperature is increased
in multilayer films of copper and tungsten while in granu-
lar systems of tin and SiO, they are suppressed.

We also found that at melting the Debye-Waller factor
as a function of the radial distance is similar after a scal-
ing by the cluster radius R for different cluster sizes R.
This represents a type of generalized Lindemann cri-
terion for small clusters. Our calculation provides a de-
tailed microscopic description of the density distribution
in restricted geometries both at and away from the melt-
ing temperature.

II. MELTING AS A MASS DENSITY WAVE

Many authors have considered melting as a mass-
density-wave instability!>!>1612 where one starts off in
the liquid state and ask if a density modulation can be
self-consistently sustained. Mathematically, one intro-
duces a periodic modulation for the mass density p(r) of
the form

ps(r)=py [1+n+ 3 p; expliK;1) | .
J
Here K are reciprocal-lattice vectors of the correspond-

ing solid; the “order parameter” p; corresponds to the
Debye-Waller factors and is equal to
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exp[ —K;*((8r)*) /2] in the solid phase; 71 represents a
density change on freezing. This mass density wave gen-
erates an effective potential on the fluid particles.
Motivated by past studies of liquids, various approxima-
tions to calculate this potential have been proposed. The
approach of Ramakrishnan and Yusouff is motivated by
the hypernetted-chain approximation and, in the lowest
approximation, turns out to work best. Recently Curtin
and Ashcroft!” introduced another approximation, which
they consider to be more realistic, and which also works
well but is more complicated to carry out. In this paper,
we shall adopt the philosophy that, presumably, some of
these calculations worked because there are some cancel-
lations of higher-order terms in a way that we do not
completely understand. We shall use the approach of RY
because it is simpler to carry out. In this approximation,
the self-consistent potential V (r) generated by the mass
density modulation is given by the hypernetted-chain ap-
proximation as

—BV,(n= [dr'c(r—r')ap(r')/p, , (1)

where c is the direct correlation function much discussed
in the study of fluids. Its Fourier transform is related to
the structure factor S (k) by ¢ (k)=1—S"!(k). Intuitive-
ly, one can regard c as some kind of irreducible suscepti-
bility. All the dependence of ¥ on the original bare po-
tential is contained in c¢. By introducing ¢, the depen-
dence on the interparticle potential is now ‘factored
out.” Substituting our form for p and carrying out the
integral over r’, we obtain the effective potential

=BV (r)=con+ 3 p;c(K)expliK; 1),
j

where ¢ is the Fourier transform of c(r) at zero wave
vector. The self-consistent condition is then derived from
the equation

p(r)=pyexp[ —BV, (r)] . ()

Multiplying both sides of this equation by 1 and
exp(—iKr), respectively, and integrating with respect to
r, we obtain

1+7n=g(x)explcym) , (3)

p;=f;(x)explcon) , (4)
where the functions f and g are defined by
g(x)exp(con)Zfdr exp[ —BV,(r)]/V,
fi(x)expleom)= [ dr exp(—iK ;1) exp[—BV,(N]/V ;

x =cf,. The integrals g and f; can be calculated by the
Gauss-Legendre formula. With a six-point and a ten-
point formula, the final results differ by less than 1%.

In general 7 is very small compared with one. From
Eq. (3) obtain 7~In(g)/(1—c,). Substituting into Eq. (4)
we obtain

cg/(1=cq)

,uj=fjg =F;(x) . (5)

The number of reciprocal-lattice vectors (RLV’s) neces-
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FIG. 1. Graphical solution of the instability equation [Eq.
(5)]. The curve is F~'(x) vs x. Straight lines 4 and B are given
by y =c,x for different ¢,. The melting transition occurs when
the straight line B is tangent to the curve.

sary for good results depends on the crystal structure in-
volved. For the bcec lattice, keeping only the lowest RLV
provides for a reasonable transition temperature. We
shall restrict our attention to this case for the sake of sim-
plicity. F, is shown in Fig. 1. In our calculation, we
have fitted F as a polynomial in x; the details of this are
discussed in the Appendix where we also discuss the
graphical solution of Eq. (5).

III. INHOMOGENEOUS SYSTEMS

External boundaries create a change in the density dis-
tribution already in the fluid phase. Monte Carlo simula-
tion of fluids close to a plane boundary have been per-
formed by Liu, Kalos, and Chester, '® by Abraham and
Singh,19 and by Snook and Henderson.?° These authors
investigated the density profile away from the plane
boundary. Analytic calculations of the interface profile
have been investigated by Henderson, Abraham, and
Barker?' using the Ornstein-Zernike relation and by
Samm and Ebner?? with the hypernetted-chain approxi-
mation. In this latter calculation, one focuses on a func-
tional of the density distribution that has to be mini-
mized. This same functional is the one used by McMul-
len and Oxtoby.?*

Chui**?* recently carried out a Monte Carlo study of
the structure of hard-sphere solids and fluids surrounded
by spherical walls. He found an increase in the density of
both the solid and the fluid at the wall but this increase is
less than that in the case of flat walls.

The density profile in the fluid phase can be semiquan-
titatively explained by the linear theory of Henderson,
Abraham, and Barker,?! which was originally derived
from consideration of pair correlation function in fluid
mixtures. It starts from the Ornstein-Zernike relation-
ship which can be obtained by linearizing Eq. (2). We get
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Pu(P)=po [1+fd3r'c(r—r’)8pw(r')

=p[1—BVO(r)], 6)

where 8p, =p,, —po- Because of the wall, the new parti-
cle density must be zero outside the wall. Thus §p=—p,
outside the spherical wall. This corresponds to an
effective wall potential —BV,(r) in the grand canonical
potential given by

—BV,(n=—p,[ d'c(r—r). (7)
r>a
The total effective potential is
—3Vw<r)=—m/,,<r>+f1 L dretr=rp, ()
r'i<a
(8)

The change in density due to the wall is given by
|
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d3r'c(r—r")8p,(r') . 9

8p,(r)=—BV,(r)+ fm«z

To study the crystal-melt interface Oxtoby and Hay-
met?® have extended the approach of RY to inhomogene-
ous problems such that the order parameters 7 and u are
now functions of positions. While Oxtoby and Haymet
have focused on the crystal-metal interface and infinite-
size systems, the equation that they derive should still be
applicable to finite-size systems, provided that the correct
boundary condition is applied. Exploiting this, we have
investigated the melting of finite-size clusters and thin
films in this paper.

To investigate the formation of a solid in the presence
of a wall, we consider a total density of the form

ps(r)=8p, +po [1+17(r)+ > u;(r)exp(iK; 1)
J

The total effective potential is now

—BV,(r)=—BV,(r)+ f| (2 drietr—=rip, [147(r)+ E,uj(r')exp(in'l')] . (10)
r a J

We again made the linear approximation for 8§p, and
arrive at the equation

ps(r)—8p,(r)=poexp[ —B(V,— V)] . (1

This approximation is suggested by recent Monte Carlo
(MC) simulations. In our MC simulation of hard-sphere
fluids for spherical walls,?*%> we also calculated a local
structure factor defined as the structure factor averaged
over particles at different distances from the origin. Simi-
lar results have not been reported for flat walls. We have
carried out Monte Carlo simulations for those cases. Our
results for the local structure factor, together with the
density distribution, are shown in Fig. 2. Whereas the lo-
cal density is increased at the wall, no corresponding in-
crease is seen in this local structure factor in the solid
phase. For spherical walls, the local structure factor is
zero at the wall; for flat walls, it remains finite. This is as
one would expect, because a spherical wall makes it
difficult to form a solid.

That there is no dramatic increase in the local struc-
ture factor at the wall suggests that the coupling between
8p,, and the density change caused by the formation of
the solid is small, justifying the above approximation.
Equation (11), coupled with the proper boundary condi-
tions, is the central result of the present paper. To illus-
trate the difference between melting in films and in clus-
ters, we discuss below one approximate way of solving
this nonlinear equation.

We follow Oxtoby and Haymet and assume that the
spatial variation of the order parameters 7(r’) and u(r’)
are much slower than the periodic variation exp(iK; r)
in Eq. (1). ¢(r —r’') is a short-range function with a range
of the order of an atomic spacing. As we see in Figs. 2
and 3, the envelope of Sk (r) varies slowly on the scale of
atomic distances; thus we expect the variation of 7,u
over this distance to be small. We thus expand the order

parameters as a Taylor series expansion in ' —r about r;
retaining the lowest nontrivial order, we get

—BV,(n= [dric(r—r){1+(' =1V
+[(r'—rV]2/2})7(r)

+ 3 exp(iK;-r){1+(r'—r)V
J

+[(r'=nV1 /2 p,(r)

We next write ¢(r —r') in terms of its Fourier transform
and obtain ¢ (r')ryr,=— [ dk c(k)d;, 0, explikr’). In-
tegrating by parts, we  obtain  c(r')r,ry
=— fdk[akaakbc(k)]exp( ikr'). Substituting this into
the above equation and carrying out the r’ integrations,
we obtain

—BV(r)= 3, exp(iK; r)[c(K)u; +D(u;)]

J
+con—0.5¢4 Vq
because ¢'(K)=0. Here
D (p;)=—0.5(K-V)u;c"(K;) .

This so-called squared gradient approximation has been
used in the study of the gas-liquid interface.?’” Because
the decay length of Sk () (Fig. 3) is of the order of several
lattice constants, we expect the squared gradient approxi-
mation to be reasonable. The equation for —BV (r) in
spherical shells is very similar to our previous equation in
films except that u;c(K) is now replaced by
u;c(K)+D(pu;). The self-consistent equation is again
given by the “Boltzmann distribution” p(r)
=peexp[ —BV,(r)]. The instability conditions are still
given by Egs. (3) and (4) except that x now also contain
second-derivative terms. We thus arrive at the following
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FIG. 2. The density and local structure factor away from the
center with planar interfaces at x =+3.3 for hard-sphere sys-
tems at densities of (a) 0.9 and (b) 1.0.
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FIG. 3. The trajectory of u as a function of r for a spherical
cluster for various initial values u(r =0). ¢, =0.63, correspond-
ing to a temperature above melting.
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generalization:
1+7n=g(c(K)u;+D(u;)) explcon—0.5¢c5 V?n),  (12)
p;=f(c(K)u;+D(u;)) explcon—0.5¢( Vi) . (13)

Dividing these two equations, we obtain
F~'u; /(4 =c(K)u;+D(u;) , (14)

where F = f /g. This equation determines y' in terms of
n and p. Substituting it back, we obtain another equation
for n'.

The above calculation assumes that the order parame-
ters are functions of rectilinear coordinates x, y, and z;
which is more appropriate for planar boundary condi-
tions and thin film geometry. Harrowell and Oxtoby?®
have also investigated a spherical interface that corre-
sponds to a droplet in the context of nucleation theory.
In that case they still focus on Egs. (3) and (4) but now
the order parameters u are assumed to be only a function
of the radial distance away from the center. All order pa-
rameters that are symmetry related to one another are as-
sumed to be identical. The Laplacian can then be written
only in terms of radial derivatives. x is then given by
x,=cyu—cy(u"+2u'/r)/6. The operator D is given by
D(u)=—c{(u'"+2u'/r)/6. This will also be useful to
us when we consider the melting of clusters.

IV. MELTING OF CLUSTERS

The clusters can be connected or disconnected. Our
calculation assumes a grand canonical ensemble and
seems more appropriate for connected clusters. The
difference between the grand canonical and canonical en-
sembles may be small for the system sizes in which we are
interested but this remains to be investigated. We first
consider a spherical metal cluster of finite radius and
focus on the boundary conditions. For the derivative
terms in x; to remain finite at the origin, it is necessary
that u'(r =0)=0. We also expect the mass density to be
zero outside the wall; hence, approximately p(R)
+ap'(R)=0, where a is the atomic distance. Since p is
positive, this condition can be satisfied only if u decreases
fast enough as a function of . We solve the differential
equation

—c (' +2u' /r)/6=F Nu)—cu=hu), (15)

subject to the above boundary conditions. For concrete-
ness, we illustrate our results using parameters appropri-
ate for sodium. In that case ¢,=—40, ¢} =—1.156
where the distances are expressed in units of the lattice
constant. For our parametrization, melting in the bulk
occurs at ¢;,, =0.687. We next illustrate the solution of
the boundary value problem with the “shooting method”
by discussing the trajectories of the order parameters
with ©(0)=0 and investigate if the other boundary condi-
tion can be satisfied at » =R at temperatures above, close
to, and below melting. For a given radius R, the transi-
tion condition is determined by the smallest value of ¢ at
which our boundary conditions can no longer be satisfied
no matter what the initial value u(» =0) is.
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The differential equations are solved with a sixth-order
Runge-Kutta scheme. The trajectory of u as a function of
r is shown in Fig. 3 for ¢, =0.63, corresponding to a tem-
perature above melting. For ¢, <c,,,, as we see from Fig.
1, F~! is always larger than c,u, the right-hand side of
Eq. (15), h(p), is always positive. As r is increased, u al-
ways increases. Our boundary condition can never be
satisfied. The trajectory of p as a function of r is shown
in Fig. 4 for ¢, =0.65, corresponding to a temperature
close to melting. As we can see from Fig. 1, for 4 <0.5,
h(u) is positive, corresponding to a positive “‘accelera-
tion.” This ‘“acceleration” becomes very small for
0.5<pu<0.6. For u>0.6, it is positive once again. Thus
in Fig. 4, if the initial value of u is very different from 0.5,
it will increase rapidly. If the value of u is close to 0.5, it
changes slowly until one is far away from this value, then
it increases again. Thus it never decreases with a big
enough slope that the boundary condition at R can be
satisfied. The trajectory of p as a function of r is shown
in Fig. 5 for ¢, =0.71, corresponding to a temperature
below melting. There is now a range of u over which the
derivative term is negative enough. It is obvious that our
condition can be satisfied. This illustrates that the transi-
tion temperature is lower than the bulk melting tempera-
ture. We next study the dependence of the melting con-
dition on the radius R of the sphere.

In general, both ¢, and c{ are functions of the temper-
ature. Unfortunately not much experimental information
exists on c¢i. As an approximation, we have used the
Wertheim?® analytic solution of the Percus-Yevick®
equation of the hard-sphere fluid to determine both ¢,
and c} for different hard-sphere radii o. c{ is then fitted
as a polynomial of ¢, in the range 0.015 <c¢; <0.89 as

¢} = —0.04900—0.995 79¢, —0.0354 40c?
—0.044 14¢{ —0.001 51c} .

In Fig. 6 we show the dependence Ac,, as a function of
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FIG. 4. The trajectory of u as a function of r for a spherical
cluster for various initial values p(r =0). ¢; =0.66, correspond-
ing to a temperature near melting.
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FIG. 5. The trajectory of u as a function of r for a spherical
cluster for various initial values u(r =0). ¢, =0.71, correspond-
ing to a temperature below melting.

1/R. In the limit of large R we expect Ac,; to depend
linearly on 1/R. There is deviation from this scaling be-
havior at small R, however.

The trajectories u,,(r/R) consists of a flat bulklike
part close to the center and a decaying interface part at
the surface. For small particles (R =5), the surface part
dominates. For larger R (R =10 and 15), the trajectories
are similar for different values of R. This is illustrated in
Fig. 7. The average value of p provides a measure of the
mean-squared lattice vibration amplitude through pu.
This quantity can be measured by Mossbauer spectrosco-
py or by x-ray-type measurements. This represents a
type of generalized Lindemann criterion for small clus-
ters.

A model of melting in small clusters consists of
different nuclei first forming at the surface of the bound-
ary. These nuclei eventually coalesce with grain boun-

0.2 —

1/R

0.0 " (
0.00 0.02
AC

FIG. 6. The dependence Ac,,, as a function of 1/R with dis-
tances expressed in units of the lattice constant.
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FIG. 7. The trajectories of the order parameter for different
cluster radii R. pu,,(r/R) are similar for different values of R
for R =10 and 15.

daries formed between them. This is a dynamical ques-
tion. Here we have investigated situations that are local-
ly stable, subject to certain boundary conditions. Multi-
domain situations correspond to the order parameters p
that are not spherically symmetric and have not been in-
vestigated here.

There have been recent discussions of surface melting.
In the present picture, surface melting occurs when u be-
comes zero at the boundary but remains finite close to the
origin.

In the picture that we have developed here, whether
the pores may be connected is not a very important issue
because the order parameter is already close to zero at
the boundary.

V. MELTING OF FILMS

Finally, we study the melting of thin films. We consid-
er the case of a thin film confined by two walls a distance
d apart. To be specific, we consider the case such that
the (001) face of the bcc crystalline phase is in contact
with the wall. There are two groups of order parameters
which we call g, and p,, corresponding to the smallest
RLV parallel [(£1,+1,0)27/a] and nonparallel
[(£1,0,£1)27/a], [0,+£1,£1)27w/a)] to the walls. We
pick a set of coordinates so that the origin is at the center
of the film and the walls are at +d /2.

In contrast to the cluster case, the boundary conditions
are now different. Again, we expect the mass density to
be zero outside the walls and thus p(d/2+a)=0. This
condition can now be satisfied if cos[(d/2+a)K]=
even if u(z =d/2+a)7#0, because p is related to the
product of the two. Because of the presence of the wall,
we expect the mean-squared lattice vibration in the z
direction to be much smaller than that along directions
parallel to the plane. Recall that the order parameter is
the exponential of the mean-squared lattice vibration, i.e.,
p;=exp[ —K7{(8r;)?)]. As we can see from Fig. 2, be-
cause of the sharpness of the first peak of p(z) compared
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with that of Sg(z), ((8z

) <<( (67, )2). We thus expect
approximately (

=d /2)=exp[ —K*((8ar|)*)],
w,(z=d/2)=exp[ — (8r) )], and p,(z=d/2)
=u,(z=d/2)* where a (K, /K% K is the component
of the nonparallel RLV that is parallel to the surface.
For the 001 face of a bee lattice a=0.5. We also expect
the interface profile to be symmetric with respect to its
center at z =0. Hence p'(z =0)=0.
The corresponding differential equations are now

p=F(c\peipy+Dpy)
My =F,(c ppeip D) s

o

where Dy, = —0.25¢{ n;. We assume that the order pa-
rameter does not change parallel to the interface. Thus
only the derivative of u, appears. Also, RLV’s that are
not parallel to the wall are at 45° with respect to the nor-
mal. Thus an extra factor of I appears in Du,. The
dependence on the derivative terms Dy, can be eliminat-
ed by combining the first and second equations. We ob-
tain a relationship between p, and u,. This relationship
has been solved numerically and is shown in Fig. 8. We
found that u,=pu, at ¢,=c,,, while for ¢, <c,,, > p,.
We again solve the boundary value problem with the
shooting method by starting with different initial values
with zero initial slope at the center and ask whether the
corresponding boundary condition at the wall can be
satisfied.

Typical trajectories are similar to those discussed in
the preceding section. A typical set of x; as a function of
z are shown in Fig. 9 at a temperature below the bulk
transition temperature. We take the left-hand side of this
graph (z=—10) to be the center. We start off with
different u’s with zero initial slope according to our
boundary condition. The different initial values of 1 can
be read off from the left-hand side of the graph. Similar
to what we pointed out in the preceding section, when u
is close to 0.5, it changes slowly. The lowest-energy

— T

FIG. 8. The in-plane order parameter u, as a function of the
out-of-phase order parameter u, for various values of c;.
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FIG. 9. Typical trajectories of i, as a function of z are shown
at a temperature below the bulk transition temperature for
different initial values y, at the center of the film z = — 10 when
du/dz =0. ¢, =0.648.

configuration corresponds to u exhibiting less than one
oscillation inside the film. Those with more than one os-
cillation correspond to a multidomain structure. Our
boundary condition at the surface, p,=pu$§, can be
satisfied only if p is close to 1, corresponding to a highly
ordered situation at the wall. Figure 9 can be used for
films of different widths by reading off from this graph
the values of u at different values of z. For a film with
half-width 4, this boundary condition can only be
satisfied for an initial value at the center close to 0.1 with
a value of around 1 at the wall, corresponding to the solid
line in Fig. 9. The order parameter is larger at the walls
than at the center. This result is consistent with comput-
er simulations®""3? which indicate much stronger layering
tendency close to a wall. The melting temperature is
determined as the lowest temperature below which the
boundary condition at z =d /2 can no longer be satisfied.
The above trajectories thus illustrate that the melting
temperature is increased. In Fig. 10, we show the shift in
¢, as a function of the inverse of half of the film thickness
1/t

Experimentally Devaud and Willens*® reported a
suppression of the melting temperature in Pb-Ge films.
Sevenhans et al.’* were unable to observe the melting for
films of the same chemical composition. They found that
the layered structure was destroyed by the crystallization
that occurs substantially below the melting temperature.
Recently Unruh et al.'* have been able to fabricate a
multilayer structure of copper and tungsten so that the
tungsten layers remain solid and well defined while the
copper layers melt. Their results suggest that the melting
temperature is increased, as we found here.

In conclusion, we have studied the melting of clusters
and thin films by generalizing recent density-functional
methods of melting. We found that the freezing tempera-
ture, as well as the mean-squared vibrational amplitude,
is decreased for thin films whereas for clusters it is
enhanced. We found that at melting the Debye-Waller
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FIG. 10. The shift in ¢, as a function of the inverse of half of
the film thickness 1/¢ in units of the lattice constant.

factors as a function of the radial distance are very simi-
lar after a scaling by the cluster radius R for different
cluster sizes R. The present technique is one of the few
ways by which one can obtain quantitative information
for systems of intermediate sizes of the order of 10000
particles for which it is impractical to carry out Monte
Carlo simulations.
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APPENDIX

For x between O and 1, the functions g(x) and f;(x)
can be fitted very well by the exponential of a polynomial
as exp(33_,a,x" ') where a, are constants. On the
other hand, the function F and its inverse, F !, can be
fitted simply by a polynomial; the exponential depen-
dence of f and g cancels out. For a bec lattice, retaining
the lowest reciprocal-lattice vectors, assuming that all the
i;’s are equal and c,=—40 we found that for a third-
order  polynomial, = F~!(x)=—0.0033+1.05087x
—1.502 14x2+1.403 43x > with a normalized root-mean-
square error of 0.0068 while for a fourth-order poly-
nomial F~!(x)=0.000 65+0.883 44x —0.669 80x >
+0.11321x3+0.622 36x* with a normalized root-mean-
square error of 0.0018.

The solution of Eq. (5) is illustrated in Fig. 1 where we
have plotted F~!(x) vs x. For a small ¢, (high tempera-
ture) the curve F~!(x) does not intersect the line 4 given
by y =c;x. The melting transition occurs when the
straight line B is tangent to the curve. This is analogous
to the Weiss mean-field model of magnetism. However,
in contrast to that case, the point of contact first occurs
at a finite u, consistent with a first-order transition. For
this to occur, it is important for the curve F 1 to be
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fitted with a polynomial with a degree higher than the
third. Just as in previous calculations'? we found that for
¢, =0.687, the transition occurs at u=0.7; however, the
minimum value of ¢; at which the transition first occurs
is at ¢, =0.65. We note that the curve F ! is nearly
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parallel to the curve y =c;u and the precise determina-
tion of u,, can be difficult. We have changed the number
of points in the Gauss-Lagrange formula as well as the
degree of the interpolating polynomial. This minimum
value of c¢,,, changes by less than 1%. 35
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