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Time-resolved x-ray-scattering study of ordering kinetics in bulk single-crystal Cu;Au
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Time-resolved x-ray scattering has been used to study ordering kinetics in single-crystal bulk Cu;Au.
After annealing at high temperatures, the sample is rapidly quenched to fixed temperatures below the
order-disorder transition temperature. The development of order is monitored in real time with use of
scattering techniques. The data clearly showed three regimes: nucleation, ordering, and coarsening.
The anisotropic superlattice peaks that reflect the domains structure are investigated in connection with
the ordering kinetics. The line shape of the scattering function exhibits a crossover from a Gaussian to a
Lorentzian squared as the system goes from the ordering regime to the coarsening regime. The line
shape of S(Q) is analyzed by fitting the data with a variety of functions. The resolution is accounted for
during the fitting. The coarsening in Cu;Au is consistent with curvature-driven growth.

I. INTRODUCTION

The ordering kinetics of first-order phase transitions
have been of great interest in the past decade.!”®
Theoretical, ">7~2® experimental,>* *' and computer
simulation®?*#?7®! studies on first-order phase transi-
tions abound. The phenomena have been studied in a
variety of systems, including binary alloys binary fluids,
magnetic materials, block copolymers, glasses, ferroelec-
tric crystals, and others. 14 A focus of interest has been
the nonequilibrium scaling and apparent universality in
late-stage growth kinetics.® Conservation laws are the
most important factor in determining the behavior of
late-stage kinetics. The effects of symmetry, structure of
domain walls, impurities, and stoichiometry may also be
important but are not as well understood.

The general problem is often discussed in terms of the
Ising model,® for which the order parameter is simple
enough for the system to be easily classified. For exam-
ple, the ferromagnet with spin-exchange (Kawasaki)® dy-
namics has a conserved order parameter (COP). On the
other hand, ferromagnets with spin-flip (Glauber)®® dy-
namics have a nonconserved order parameter (NCOP).
For antiferromagnets, the appropriate order parameter is
the sublattice magnetization, which is a nonconserved
quantity for either Glauber or Kawasaki dynamics. '?

In this article we present the results of a time-resolved
x-ray-scattering study of the ordering kinetics in a proto-
typical system with an order-disorder transition: the
binary alloy CujAu. The order-disorder transition in
Cu;Au is analogous to the antiferromagnet with
Kawasaki dynamics for which the net magnetization is
conserved. In the alloy the equivalent conserved quantity
is the concentration. However, the order parameter is
not conserved.

The subject of interest is the formation of an ordered
state in a system that is initially disordered, then rapidly
quenched into a region of the phase diagram where the
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equilibrium state is ordered. For the order-disorder tran-
sition we discuss, the quench is implemented by a rapid
change of temperature from an initial temperature T; to a
final temperature Tf, where the equilibrium transition
temperature is T, and T, <T, <T;.

Immediately after the quench, the system is in the
disordered state characterized by the high-temperature
phase. A fluctuation into the low-temperature equilibri-
um state is necessary to begin the formation of ordered
regions. In a mean-field picture the disordered state can
be classified as either metastable or unstable.%* For meta-
stable states, ordering is initiated via nucleation (a local-
ized fluctuation), while for unstable states the fluctuations
are delocalized, leading to spinodal decomposition. In a
real system the distinction between metastable and unsta-
ble regimes is not well defined, nevertheless the concepts
retain some validity as a limiting behavior.

For shallow quenches (AT=T,—T,<<T,) order-
disorder transitions usually lead to behavior consistent
with a nucleation picture.®® There is some experimental
evidence that for sufficiently deep quenches spinodal or-
dering produces a better description. %5~

Following nucleation, the ordered regimes grow into
the disordered matrix. This process may be called the
growth of order or ordering. Eventually the domain
walls will meet. If the ground state is degenerate, the re-
sulting structure will be an interpenetrating array of
domain walls separating regions ordered in the different
ground states. The domain walls contain excess free en-
ergy which the system reduces by growing larger
domains. The evolution to larger domains is called coar-
sening (or Ostwald ripening).

In the coarsening regime the average domain size at
time ¢ after the quench is described by a single length
L(t). At different times the domain structure looks the
same when lengths are measured in units of L(z). The
system is in this sense self-similar under a rescaling of
both length and time. Figure 1 illustrates this self-
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FIG. 1. Growth of order and coarsening after a quench. (a)
Growth of order shortly after the onset of critical nucleation,
(b) Early state of domain coarsening, (c) Late stage of domain
coarsening.

similarity. The consequences of this nonequilibrium scal-
ing are particularly evident in the structure factor for the
system. If the order parameter is denoted as ¥ the non-
equilibrium structure factor S(Q,?) can be written as

S(Q,1)= [(W(0,)W(r,1))e’ " d’r . (1)
In the scaling regime one finds
S(Q,t)=[L(t)]d§e(qL(t)) , (2)

where d is the dimension of the system, q=Q—G where
G is a wave vector characterizing the ordered structure,
and €=q/q is a unit vector denoting the fact that § is in
general anisotropic.

S(Q,t) is directly measured by x-ray-scattering tech-
niques when the order parameter is linearly related to the
charge density. The nonequilibrium S(Q,t) discussed
here should not be confused with the frequency-domain
Fourier transform of the equilibrium dynamic structure
factor S(Q,).%

The actual form of S(QL) is a subject of recent in-
terest. The general form depends on whether or not V¥ is
conserved. For systems with a COP, S(Q,?) has a fixed
value at Q=0, and a peak at some Q,,. The domain
size L~Q_1, or some similar measure such as the first
moment of S(Q,z). Conversely, for NCOP systems,
S(Q,t) is peaked at the ordering wave vector(s) G. The
domain size L(z) is inversely proportional to the full
width at half maximum (FWHM) of S(q,¢). The precise
functional form as well as anisotropy are important
theoretically and experimentally. These issues are dis-
cussed in more detail below.

Beyond the form of S(Q,?), scaling is also manifested
in the growth rate of the domains. In a pure system at
late times one expects

L(t)=zt°. (3)

The usual situation is, for NCOP a =1 (curvature-driven
growth),’® while for COP a=1 (Lifshitz-Slyozov
growth).!> These behaviors are consistent with the re-
sults of experiment,?* *7 simulations,*?~ ¢! and
theory.”’ 27275 QOther situations can arise, in particular
if randomness is t?resent, then the domain size may grow
logarithmically.”® "3 The form of L(¢) provides an im-
portant experimental distinction between classes of order-
ing systems.

A recent proposal'* divides growth kinetics into four
classes characterized by different low-temperature behav-
iors. Class 1 systems are analogous to a simple Ising fer-
romagnet with Glauber dynamics. Class 1 systems obey
power-law domain growth at all temperatures. Class 2
differs from class 1 only in that members have local de-
fects that cause freezing of the domain growth at absolute
zero. These local defects have activation energies that
are independent of domain size L. Pure alloys such as
Cuj;Au are probable members of this second
classification. Classes 3 and 4, on the other hand, have
defects with L(¢)-dependent activation energies, leading
to logarithmic growth. Type 3 and 4 systems are
differentiated by the power m of the logarithmic growth
of the form L ~In(¢)™. Class 3 has m =1, and is likely to
contain the random-field Ising model. Class 4 has m+1,
and may include dilute ferromagnets and spin glasses.

This paper focuses on a careful study of the ordering
kinetics in the alloy Cu;Au. CujAu is a prototypical sys-
tem with a first-order transition, a fourfold degenerate
ground state, and a nonconserved order parameter
(NCOP). As discussed below, there is also an interesting,
nontrivial anisotropy. 33785

At high temperatures Cu;Au has a face-centered-cubic
(fcc) lattice where each site is randomly occupied by ei-
ther a Cu (probability 0.75) or a Au (probability 0.25)
atom. Below the critical ordering temperature
T,~390°C the system develops an ordered structure as
shown in Fig. 2. The Au atoms occupy the corners of a
conventional cubic unit cell while the Cu atoms sit at the
face centers. Since the “corner” can be chosen in four
ways the ground state is fourfold degenerate.

Two distinct types of domain walls separate regions in
each of the four ground states. The first of these walls
conserves the nearest-neighbor configurations and is easi-
ly formed due to its low energy.% We denote the cubic
axis by {a;}. Type-1 walls can be formed by displacing
the atoms on one side of a plane perpendicular to the a;
axis by (a;+a,)/2 as in Fig. 3. This is true for cyclic
permutations of (a,a,,a;). Type-1 walls are often called
“half-diagonal glide” walls. A type-2 wall can be formed
by displacing the atoms on one side of a plane perpendic-
ular to a3 by (a;+a3)/2, as in Fig. 4. The important
difference between the walls is that type-1 walls conserve
the nearest-neighbor configuration where type-2 walls do
not. Type-2 walls therefore have a higher surface ener-
gy.® In addition to the raised surface energy, it is in-
teresting to note that the composition of the lattice in the
vicinity of a type-2 wall has the wrong stoichiometry: A
type-2 wall results in a region with 100% Cu or a region
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2y

FIG. 2. Schematic of fcc structure for ordered Cu;Au.

with 50% Cu and 50% Au atoms. This suggest, in a very
naive picture, that significant diffusion might have to take
place to move a type-2 wall. One could speculate that
purely diffusional wall motion would lead to a growth ex-
ponent of a @ =1, rather than a =} as expected for the
NCOP situation in Cuj;Au. As shown below, the coar-
sening of type-2 walls is indeed consistent with
curvature-driven growth as expected for a system with a
NCOP.

If all domain walls separating ordered ground states
were indistinguishable, the Cu;Au system would be
equivalent to the four-state Potts model on a three-
dimensional simple cubic lattice. By symmetry, the tran-
sition in this model is always first order.}” This
correspondence is not exact, however, this does not affect
the order of the transition. ®®

The coarse-grained Ginzburg-Landau Hamiltonian ap-
propriate for Cu;Au has been derived by Lai.® The order
parameter has three components®®?® and there is a con-
servation law for atomic concentrations. The Hamiltoni-
an is distinguished from that of the four-state Potts mod-
el by the presence of an anisotropy term arising from the
domain-wall structure.
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FIG. 3. Domains of different phase separated by a type-1
domain wall as described in the text. The line marks the posi-
tion of the wall.
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FIG. 4. Domains of different phase separated by a type-2
domain wall as described in the text.

The order parameter V is linear in the atomic concen-
trations, so scattering experiments probe S(Q) or S(Q,?).
The low-temperature structure is simple cubic, so that su-
perlattice peaks corresponding to ordering wave vectors
appear at reciprocal lattice points that have vanishing
structure factors for an fcc crystal viewed as a cubic lat-
tice with a basis. The existence of a domain structure
causes the scattering from superlattice peaks to be aniso-
tropic in reciprocal space. The peaks are disk shaped,
with the radius determined primarily by the density of
type-1 walls, and with the thickness arising primarily
from the density of type-2 walls. Figure 5 shows the
orientations of the disk of scattering at superlattice
points.

There have been many studies of the ordering kinetics
in Cu;Au.®*% Notable early work included measure-
ments of the resistivity as a function of time following a
temperature quench.®® The resistance evolved from the
high-temperature value to a much lower value in the or-
dered state, and the fraction of ordered material was as-
sumed to be linear in the change of resistivity. Several
different regimes were observed. Modern work has em-
phasized scattering techniques.?”%¢7%°! The present x-
ray-scattering study examines the different regimes for
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FIG. 5. Shapes of the reflections in reciprocal space for
type-1 walls normal to the three axes. The fundamental
reflections are spheres, and the superlattice reflections are disk
shaped.
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ordering and the form of the nonequilibrium scaling in an
anisotropic system. Some preliminary results have been
previously published. *!

The rest of this paper is arranged as follows: Section II
describes the experimental techniques employed. The
analysis of the data is presented in Sec. III. A discussion
of the results is contained in Sec. IV, and the summary
and conclusions comprise Sec. V.

II. EXPERIMENTAL DETAILS

The crystalline sample of Cu;Au used in these experi-
ments was cut at Oak Ridge National Laboratories to ex-
pose the (4,0,0) face. In order to remove any oxidation
the surface was etched in nitric acid and then annealed
for 12 h at 700 °C under an Ar atmosphere.

The sample was mounted on a Ti-backed Cu plate at-
tached directly to a resistively heated Cu post. Tempera-
ture was measured by a K thermocouple held directly on
the face of the sample. A second K thermocouple used
for control measured the temperature at the connection
between the Cu plate and heated post. A crude estimate
of the expected temperature gradient was made using the
thermal conductivity of Cu and Au and the Stefan-
Boltzmann law, weighted by the emissivity of Cu and Au.
The estimate assumed that the crystal was heated at one
end only, the result yielded a linear gradient of
0.01°C/mm. The x-ray spot size on the sample was
roughly 1X6 mm? consequently the temperature
difference within the area measured by x-rays should be
no more than 0.06 °C. The temperature control was good
to £0.3°C over several hours and +0.5°C over several
days. Therefore, the gradient was negligible relative to
the temperature stability.

The crystal was placed in an evacuated furnace
equipped with Be windows for x-ray work. The quenches
were arranged so that the temperature went smoothly to
the final Value. Quenches were performed by shutting off
power to the heater. The zero of time was denoted by the
point at which the temperature (initially high) crossed the
measured transition temperature. If the time for com-
pletion of a quench represented here is defined by the
final temperature being stable within 1°C, the quenches
were completed within 30-90 sec, depending on the
quench depth. For subsequent work,’"? the furnace in-
corporated a quenching loop, which cut quenching times
drastically. For the intermediate to late stages under dis-
cussion in this paper the quench rate is insignificant.

The furnace was mounted so that the sample surface
was at the center of rotation of a four-circle x-ray
diffractometer. The scattering plane used in most of the
measurements was the (hk0) plane, which allowed for
careful study of the fundamental and superlattice peaks
in the [0kO0] direction. The x-rays were generated by an
18-kW rotating anode with a Cu target. As discussed
below, it was necessary to employ several different
geometries to fully characterize the sample in the time-
resolved experiments.

Most of the initial characterization measurements em-
ployed a standard double-crystal four-circle
diffractometer, as illustrated in Fig. 6(a). The Cu Ka x

rays coming from a point source were reflected off a flat
monochromator to the sample through collimating slits
and an evacuated beam path. A thin Mylar sheet scat-
tered a small fraction of the incident beam into a vertical-
ly mounted Bicron scintillation counter serving as a mon-
itor, allowing the data to be normalized to the incident
intensity. The beam scattered from the sample was then
Bragg reflected by an analyzer crystal into a second Bic-
ron detector. The spot size of the beam at the sample po-
sition was 1X6 mm? Some subsequent time-resolved
measurements utilized a vertical line geometry x-ray
source and a Braun Pt wire-based proportional-counter
position-sensitive detector (PSD) [see Fig. 6(b)].

The structural perfection of the sample was investigat-
ed using standard double-crystal techniques with a
Si(111) monochromator and analyzer. For example, the
mosaic spread measured at the (020) peak is shown in
Fig. 7. The FWHM of the mosaic spread is 0.25°. The
equilibrium temperature dependence of the scattering
was measured using double-crystal methods with a pyro-
litic graphite (PG) (002) monochromator and analyzer.

Four-Circle
Diffractometer

X Slits

PG (00.2)
omater

X-Ray Source
In point focus

Four-Circle

Y
Slits Diffractometer

MCA

£G (00.2)
Rotating-Anode| Monochromater
X-Ray Source

In line focus

FIG. 6. Layout of equipment: (a) Transverse setup, (b) radial
setup.



44 SHANNON, NAGLER, HARKLESS, AND NICKLOW 46

Mosaic of Bulk Sample

. Raans T - Ban
7] S ]
.E o
= } o %o
g o °
-
:.:D: °
< ¢ °
N2 .
I ° °
[~} °
8 . ’ 1
O o° °

00495 L |

Lol o0
-30 -20 -10 0 10, 20 30
Position (10° A™)
FIG. 7. High-resolution mosaic spread scan at the (020) of
CujAu.

In order to determine the transition temperature the
intensity of the (010) peak was recorded as a function of
time for several temperatures after raising the tempera-
ture from below T, to near T,. At 385.2°C the peak was
observed for 3.5 h and an extrapolation suggested that
the sample would almost disorder but not completely.
On the other hand, at 385.7°C the peak was nearly gone
after 1.5 h clearly showing that the sample was above T..
The transition temperature was then taken to be the
value of a weighted average based on extrapolations of
the rate of decay of the peak, and found to be 385.3°C.
This extrapolation is not very important because the tem-
peratures used are only half a degree apart, but it was
clear that the transition was closer to 385.21+0.5 than
385.7+0.5°C. This operational definition of T, is within
the range of transition temperatures reported in the
literature of T, =388+3°C.%%

In the temperature region where the determination of
T, was made, the cubic lattice constant of the sample was
measured as @ =3.771 A, consistent with values reported
in the literature.”* The precise values of T, and lattice
constant reported in the literature are somewhat sample
dependent,93'94 but each has a clear dependence on
stoichiometry. Accepting the mean literature values, the
measured lattice constant rules out an excess concentra-
tion of Au atoms of more than 0.6%. The transition tem-
perature rules out an excess concentration of Cu atoms of
more than 0.4%, so the stoichiometry is known to be
Cu,Au,_,, where 0.744 =x =0.754. The outer bounds
here are conservative estimates, and the portion of the
sample being measured with x rays is operationally
stoichiometric.

The time-resolved measurements concentrated on the
(010) superlattice peak. In order to account for the an-
isotropy in the scattering at the (010) it was necessary to
employ two different setups. Scans about the (010) peak
in the [h00] direction (referred to below as transverse
scans) were carried out with a double-crystal setup using
a pyrolytic graphite (002) monochromator and analyzer
[Fig. 6(a)]. The instrumental resolution was measured
directly by placing a perfect Ge (111) crystal at the sam-
ple position and measuring the (111) reflection. The in-
trinsic width of a Ge single-crystal peak is negligible

—

1%1 0 ! | =
-0.15-0.075 0.0 Q.075 0.15
Position (A™)

FIG. 8. Ten of 350 raw transverse scans from a quench to
380.5°C. The times in minutes after the quench for each scan in
order of increasing amplitude are 2.5, 7.6, 22.7, 32.8, 52.9, 87.8,
122.7, 336.9, 501.5, and 1706.3. A plot of transverse scans on a
linear scale can be found later in the text. Some of the points in
the tails of the scans are outside of the range plotted.

compared to the instrumental resolution. Since the
Bragg angle 20 for Ge (111) using Cu Ka radiation is
27.2° and that for Cu;Au (010) is 23.6°, the geometric
correction to the resolution function is negligible. The
HWHM of the resolution function in the [200] direction
is 0.003 A~ in the [0k 0] direction it is 0.01 A™", and in
the [001] direction it is greater than 0.1 A™'. This setup
was suitable for obtaining detailed measurements in the
transverse [h00] direction. The measured resolution
function is consistent with known theoretical treatments
of the resolution. %>

To improve the resolution for scans along the [0kO]
direction (radial scans) a second setup employed a line
geometry source and a position-sensitive detector [Fig.
6(b)]. The PSD data represents a scan in the angle 26
rather than a true radial scan, but for small ranges of 20
they are essentially equivalent. The resolution depends
on the sample-to-detector distance. For the sample-to-
detector distance used (23.5 cm) each channel of the PSD
corresponds to 0.0125° in 26. The window on the PSD
was 5 cm long, which corresponds to a solid angle of
10.3°.

For the radial setup over 90% of the Ka, (A=1.544 33
A) intensity was slit out leaving mostly Ka, (A=1.54051
A) where the subscripts define the two components of the
doublet line. For the CujAu experiment the slitting out
of Ka, was done on the (020) peak with the presample
slits shown in Fig. 6(b). At the (020), Ka, and Ka, were
well separated, as opposed to at the (010) where the two
components were not completely resolved. It was impor-
tant to slit out Ka, due to the complications it would
have added to the resolution correction. In the trans-
verse setup it was not necessary to do so because of the
analyzer. The resulting instrumental resolution was
0.003 A~' (HWHM).

Typical examples of the raw data from the (010) peak
obtained in the quenches are presented in Figs. 8 and 9.
Figure 8 contains transverse scans and Fig. 9 contains ra-
dial scans. Initially the peaks are broad with a small am-
plitude. As time passes they grow in amplitude and be-
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FIG. 9. Ten of 207 radial scans from a quench to 382°C. The
times in minutes after the quench for each scan in order of in-
creasing amplitude are 2.5, 7.6, 22.1, 32.2, 52.5, 87.9, 128.5,
346.2, 500.7, and 2668.4. Only the central portion of each scan
is shown and the data has been binned in groups of five for clari-
ty of presentation.

come narrower. In order to extract physically relevant
information from the data, it is necessary to deconvolve
instrumental and other system effects as discussed in de-
tail below.

III. ANALYSIS

One of the purposes of this work was to consider the
growth kinetics in an anisotropic system. Noda,
Nishihara, and Yamada?®’ measured the (110) superlattice
peak in CujAu by time-resolved x-ray-scattering tech-
niques. They found evidence for scaling of S(Q,?), a
Lorentzian-squared line shape, and curvature-driven
growth.

One is interested in the intrinsic line shape as well as
the peak height and width. The instrumental resolution
and mosaic were independently determined as discussed
above. Measuring the intrinsic line shape of S(Q,?) is
also complicated by contributions to the linewidth, aris-
ing from the effects of finite grain size and strain. Esti-
mates of broadening from these effects were made using
measurements of the fundamental Cu;Au Bragg peaks,
in particular, when the contribution to the width of the
(010) arising from finite size and strain was estimated
from radial scans of the (020) and (040). These scans
were fitted with Gaussian profiles, and the result-
ing widths were corrected for instrumental resolution,
assuming the widths add in quadrature
(0cor= ‘/axztleasured - Ulz-es)‘

Ultimately the effects of finite grain size and strain can
be included in an effective resolution function. Finite
grain size leads to an identical contribution to the re-
ciprocal space linewidth of each Bragg peak scattered
from the sample. Strain can be viewed as providing a dis-
tribution of lattice constants, leading to an additional
width at each peak that is linearly proportional to Q. To
obtain the contribution to the width at the (010) arising
from finite size and strain the (020) and (040) corrected
widths were converted into units of inverse angstroms
and fit to a +bQ, where a and b are fit parameters and Q
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FIG. 10. Scan of Ge (111) used to measure instrumental reso-
lution in the radial direction. The graph shows only the central
portion of the scan; many more points were taken in the tails.

is the magnitude of the corresponding scattering vector.
The widths due to finite size and strain correspond to a
and bg, respectively. The result of this fit suggested that
the correction at the (010) was 0.002 A ™! (FWHM), one-
third that of the instrumental resolution. One could ar-
gue that the widths should be added as a+bQ? not
linearly as was done. If the fits are done this way the
correction for finite size and strain becomes 10% larger
and the overall correction 1.4% larger. The simplest
correction is what was done, this method is equivalent to
assuming the widths add like Lorentzian widths. The
case for using a+bQ? assumes the widths add like
Gaussian widths and that the width from strain is small
compared to that for finite size, both of which are poor
assumptions. In any case the final result was shown to be
insensitive to the choice.

Mosaic spread is a measure of the distribution of orien-
tations of the grains in the sample. Although both radial
and transverse scans are affected by finite size and strain,
only the transverse scans are strongly affected by mosaic
spread. The mosaic spread contributes a constant angu-
lar width in real space to each peak. In reciprocal space
the added width is proportional to Q.

The instrumental resolution (Fig. 10), finite size, and

Radial Correction

T T
) °
= ¢ o
=1
= ° o
« ° ° 1
3=
£
S ° °
N [
2 . °
g ° °
(@] ° °
°
<o ©, 4
S fosoo000®™ 9000000

1.90 1.91 1.92 1.93
Position (A7)

FIG. 11. Convolution of the instrumental resolution (Fig. 10)
with a Gaussian of width 0.001 A~' (0.002 A~' FWHM)
representing finite size and strain. The convolution represents
the correction in the radial data.
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Transverse Resolution

— T T !

[2) o

= ° . 1

=4 1
= S o ]
2 - : ]
[ ° ° 1

E °

__D < <

™ °

S L o e _
= e °

] & °

O L1 Pl
-15-10 -5 0 5 10 1

Position (10* A™)

FIG. 12. Scan of Ge (111) used to measure instrumental reso-
lution in the transverse direction.

strain were combined to yield an effective resolution func-
tion for the radial direction. This was done by numeri-
cally convolving the measured Ge (111) profile with a
Gaussian line shape representing the sample effects. The
resulting function is shown in Fig. 11. The scan of the
Ge (111) used to measure the instrumental resolution in
the transverse direction is shown in Fig. 12. The same
procedure was used to give an effective resolution func-
tion for the transverse scans (Fig. 13), except that the mo-
saic effect was also incorporated.

Given the resolution function R (Q,Q’), the measured
scattering at momentum transfer Q is proportional (apart
from trivial factors) to the convolution of the resolution
function with the intrinsic S(Q,):

1Q,1)« [R(Q,Q)S(Q,1)d*Q" . @

Nucleation is associated with very early times and the
equilibration of short-range order. The short-range-order
peak intensity is very low, consequently only its existence
could be seen. However, changes during the growth
stage that are revealed through changes in the shape of
the scattered intensity are seen. This change is analyzed
by fitting the data to both theoretical and fundamental

Transverse Resolution Correction
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FIG. 13. Convolution of the instrumental resolution (Fig.
12), mosaic spread [Fig. 7 corrected Eo_ciorrespondo to the (010)],
and a Gaussian of width 0.001 A  (0.002 A FWHM)
representing finite size and strain. The convolution represents
the correction in the transverse direction.

functions. Another method for seeing changes in line
shape is to scale peaks from different times by their am-
plitude and width. In such scaling plots, differences in
shape are apparent. However, they do not define or sys-
tematize the change as do the fits.

The fits to the data are used to extract a reciprocal
space linewidth which is inversely proportional to an or-
dered domain size L(¢). L(t) is then fitted to a power
law in order to determine the time dependence. The fits
also provide an amplitude and integrated intensity (width
multiplied by the amplitude) as functions of time and
temperature. Scaling the intensity and time gives infor-
mation relating to changes, or lack thereof, in the mecha-
nisms for growth.

Using least-squares fitting, the measured profiles were
compared to the numerical convolution of the known
resolution function with several model line shapes, in-
cluding Gaussian, Lorentzian, Lorentzian squared,
Lorentzian to a variable power, Hendricks-Teller model®®
(HT), and the theory of Ohta, Jasnow, and Kawasaki
(OJK).' The definitions of the fitting functions are listed
in the Appendix. We note that as a preliminary step,”’
the linewidths were extracted by fitting with the uncon-
volved model functions and corrected for the effective
resolution by straightforward subtraction. Although in
practice this method is accurate at early times when the
profiles are broad, it leads to a systematic error as the
profile widths become compatible to that of the effective
resolution.

IV. DISCUSSION

Immediately after a high-temperature (700 °C) anneal a
quench to T close to T, is followed by a noticeable delay
before any increase in scattering is observed. It is natural
to associate this delay time with an incubation period for
nucleation. However, after several quenches with short
anneals at 20-40°C above T, the apparent delay time be-
comes shorter. In general the delay is longer for shal-
lower quenches. The apparent delay can be quite strik-
ing. For quenches soon after a high-temperature anneal
to ~5°C below T, delays of up to half an hour are seen.
One postulated origin for lengthy incubation times is the
effect of elastic energies.’’ If this is indeed true, the his-
tory dependence observed here suggests that the delay
time may be shortened by the introduction of preferred
sites for inhomogeneous nucleation, possibly by the for-
mation of defects upon repeated cycling of the sample be-
tween the ordered and disordered states. The behavior at
very early time was the subject of a subsequent study re-
ported elsewhere.”® Such delays have been clearly ob-
served in single grains of Mg;In by Konishi and Noda.”
In light of the history dependence discussed above, it is
not too surprising that the deepest quench in which a de-
lay is seen (T, — T ~5°C) is the first one after etching and
annealing at 700°C. After the delay the intensity is ob-
served to rise linearly with time, corresponding to a
period of rapid domain growth. At late times the intensi-
ty starts to saturate, asymptotically approaching some
maximum [I_(T)] that increases with decreasing tem-
perature.
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TABLE I. Illustrative values of a x? fit to functional form plus second-order polynomial background.

Transverse T=370.8°C [x*=3 (I —Ineas )2/(npm —Np)]
Line-shape 8 min 23 min 48 min 123 min
function
Gaussian 2.1 22.2 31.6 22.1
Lorentzian 111.1 189.2 136.0 48.4
(Lorentzian)? 25.8 8.3 3.4 2.7
(Lorentzian)™* (209.4) 2.1 (3.0) 2.0 (2.3) 2.6 (1.7) 2.1
HT 125.5 196.2 127.5 51.8
OJK® 126.6 213.2 169.4 81.6

*Values in parentheses represent the power m.
*Not convolved with the resolution function.

At very early times the line shape is similarly found to
depend somewhat on the sample history. This was
discovered after repeatedly cycling the sample through
various quenches from starting points just above T, to
T, <T,. Before each cycle the sample was given a long
anneal at a high temperature. The late-time behavior is
much less dependent on the sample history. After the
passage of any delay, and almost immediately after a deep
quench (AT > 10°C), a broad Gaussian peak is seen. Ini-
tially the peak height grows relatively rapidly with time.
As the height grows, the line shape crosses over to ap-
proximately a Lorentzian-squared shape.

Table I lists representative goodness of fit parameters
(x? for fits to various model line shapes (defined in the
Appendix) for different times after a quench. The quoted
x? is the sum of the squares of the deviation divided by
the degrees of freedom in the fit. A much more extensive
table is published elsewhere.*?

The crossover from a Gaussian to a Lorentzian-
squared shape is depicted in Fig. 14. This seems to be a
general feature of the ordering process, and has also been
observed in kinetics of the ordering transition in
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FIG. 14. Change in the line shape after a quench. Transverse
scans of the (010) with a*=1.666 A . Solid (dotted) line is a
Lorentzian-squared (Gaussian) convolution least-squares fit.
The FWHM of the instrumental resolution is equal to the width
of the tick marks on the position axis. A similar figure using
nonconvolution fits was published in Ref. 91. Inset: x? (as
defined in text) of the fit vs time for the Gaussian (circles) and
Lorentzian-squared (diamonds) fits.

(TMTSF,)CIO,.!® A Kkinetic line shape crossover has
also been observed in a random antiferromagnetic sys-
tem, !°! but the details differ. In fact, the details of the
crossover also depend on sample history. A quench from
T;=420°C to T;=375°C immediately after a high-
temperature anneal showed the persistence of the Gauss-
ian shape for up to 17 min. An identical quench to
375°C was repeated ten times in a row without an inter-
mediate high-temperature anneal. The duration of the
Gaussian regime was shorter with each subsequent
quench, and eventually was less than 5 min. Unfor-
tunately, it was not possible to follow the evolution of the
line shape on time scales less than 5 min because the un-
certainty arising from counting statistics became too
large to allow the shape to be accurately determined.
Following an anneal at 700°C for 8 h, the line shape
crossover was repeatable. In general, immediately after a
high-temperature anneal, the crossover is more apparent
for deeper quenches, but this has not been tested for
quenches to temperatures less than 350 °C.

At late times, the line shape is essentially a Lorentzian
squared. Several theoretical predictions on coarsening
suggest'>?® that the tails of S(g,¢) should decay as ¢ %,
consistent with a Lorentzian-squared peak. The theory
of Ohta, Jasnow, and Kawasaki!® (OJK) derives an equa-
tion for the line shape that involves an integration for
each g. Using numerical integration, nonconvolution fits
to this line shape have been done on selected peaks from
quenches to various temperatures and times such that the
resolution is small compared to the overall width. How-
ever, the resulting fits during coarsening were
significantly worse than the Lorentzian-squared fits for
the transverse scans but only slightly worse for the radial
scans. Definitions for this theory and all line shapes dis-
cussed are summarized in the Appendix. Keeping in
mind that the justification for assuming a Lorentzian-
squared peak has always been that the tails decay as ¢ ~*
as OJK theory predicts, it is somewhat surprising that a
Lorentzian-squared shape actually fits better than the full
theory. However, several approximations were made in
the theory that may explain this. The theory assumes an
isotropic system, and a Gaussian distribution of fluctua-
tions of the domain-wall positions. The authors point out
the dependence of their results on the choice of this dis-
tribution. !

The Lorentzian-squared line shape can be caused by
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ordered domains separated by sharp walls. !> The falling
off as ¢ ~* (Prod’s law) arises naturally in most theories of
coarsening in a system with a nonconserved order param-
eter. The Lorentzian-squared line shape is a clear signa-
ture of the late-stage coarsening (and, in this case, non-
equilibrium scaling) regime. The late-time scaling as well
as the change in the line shape of S(q,?) is easily seen. If
the peaks were the same shape, plots of counts divided by
the fitted amplitude vs position divided by the width,
would lie on the same curve. Figure 15 shows some of
the raw data for the transverse 375.6°C quench with
Lorentzian-squared fits to all but the earliest one, which
is fit to a Gaussian. Figure 16 shows the data after being
scaled, the two lines are a scaled Lorentzian-square fit
and a scaled Gaussian fit. The scaled data demonstrates
two things; first, the earliest peak has a different shape
(Gaussian) than all the rest, and second, the late-time
scaling regime of S(q,?).

The simplest model for superlattice peak line shapes in
CujAuisa Hendrichs-Teller'® (HT) approach, which as-
sumes independent domain walls. The predicted scatter-
ing function®® in this approximation is an anisotropic
Lorentzian in the small-|q| limit. The function definition
is presented in the Appendix. This HT approach was
used by Ludwig et al.®® to parametrize early-time kinetic
experiments on Cu;Au. The small-|q| limit is a modified
Lorentzian where the linewidth depends on the direction
in k space. Although this approach effectively
parametrized their data it would not do so here. Howev-
er, this is not a contradiction because all of their scans
were taken in the time it took to take our first scan, the
resolution they used was very broad compared to the
present work, and their sample was a polycrystalline
wire. The modified Lorentzian produced poorer fits to
our data than a straight Lorentzian, which did not fit well
at any time. However, if the shape was convolved with
the resolution function the fits were poor but acceptable.

8x10*
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FIG. 15. Raw data on the (010) bulk superlattice diffraction

peak. Solid lines are fits to the data. For the 7.60-min scan a
Gaussian fit is shown, the rest are Lorentzian-squared fits.

It is worth noting that the background for these fits was
constrained to be positive; if negative backgrounds were
permitted considerably better fits were found in the trans-
verse scans, which contained considerably few points in
the tails compared to radial scans.

In addition to the above-mentioned fitted line shapes,
the scans were also fitted to a pure Lorentzian and a
Lorentzian to a variable power. The difference in the x>
values between the Lorentzian squared and Lorentzian to
the mth power during coarsening is never so great as to
make one believe that the peak is not a Lorentzian-
squared shape. In fact, the dependence of the y? on m is
relatively flat between about 1.3 to over 3 but rises quick-
ly near 1.0.

The Gaussian line shape seen at early times can be un-
derstood if small ordered domains within a disordered
matrix scatter incoherently. The history dependence
might be explained, if after cycling, the system rapidly
nucleates many smaller domains which meet at an earlier
time resulting in the Lorentzian-squared line shape.
While there is no direct evidence for this picture, it is
consistent with the disappearance of the shallow quench
incubation time upon cycling.

A recent study by Torii, Tamaki, and Wakabayashi'®
showed that for very shallow quenches (extending to
roughly 4.5°C below T.) the superlattice peak at late
times consists of a sharp Bragg-like component superim-
posed on a very broad Lorentzian peak. Since this exists
at temperatures where a significant portion of the sample
is always disordered, it is natural to interpret the broad
component as arising from short-range-order fluctua-
tions. We have also observed a two-component line
shape in studies of sputtered films'® and a subsequent
study of shallow quenches.’® There is evidence that the
disordered volume of the sample will be primarily at the

surface. %719 [t is not clear whether the two com-
1 . 1 X 7.60 min
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FIG. 16. Data shown in Fig. 15 scaled by amplitude and
width. The solid lines describe a Gaussian and a Lorentzian-
squared shape. The 7.60-min peak is Gaussian, the rest are
Lorentzian squared.
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ponents are coming from two different volumes or not.
The observed crossover in line shape from Gaussian to
Lorentzian squared is not connected with this two-
component line shape. The crossover in line shape is seen
for deeper quenches, and is less apparent at temperatures
closer to T, where the effects from a short-range-order
peak were seen to be more pronounced. Moreover, a
study of the evolution of the short-range-order® com-
ponent shows that, in the temperature range we discuss
here, the short-range-order component equilibrates much
faster than the line shape evolution occurs.

The line shapes observed here are roughly consistent
with Lai’s®® theory for kinetics in the Cu;Au system. The
early-time linear regime in this theory predicts a Gauss-
ian line shape in a way similar to the linear theory of spi-
nodal decomposition. Recently Lai has developed a
coarse-grained model of the phase transition. At late
times this mode! predicts a modified Lorentzian squared
of the form,

1

Fi (k)= . 5
) 24 2b, 42 ©®)

Fits of this form to our data do not favor this form over
that of a pure Lorentzian squared (b, =0). However, Lai
points out that this variance could be due to finite-size
effects in the numerical computations for this model. Lai
also suggested that the model may not be “completely
settled into the longest time asymptotic regime.” Re-
calling that during the crossover there is a period where
the peak is neither Gaussian or Lorentzian squared, our
fits were checked to see if b, could be related to the cross-
over. However, there was no evidence of b, contributing
in any systematic way. In fact, even at the crossover this
modification has very little effect on the shape of the fit.
Nevertheless this model exhibits the qualitative behavior
that we have observed.

A plot of amplitude vs time is shown in Fig. 17. The
amplitude used in the plot is the convolution-fitted ampli-
tude and as such is corrected for resolution effects in the
direction of the scan. The amplitude should be propor-
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FIG. 17. Convolution fitted amplitude vs time for the tem-
peratures shown. The delay seen in the plot of the integrated in-
tensity is also seen here.
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FIG. 18. Log,, (amplitude) vs log,, (time) for the same data
shown in Fig. 17.

tional to the square of the order parameter and here
should scale as [L(t)]°. Assuming curvature-driven
growth, the amplitude should have a time dependence
%72, However, the data has only been corrected for reso-
lution effects in one direction and the effective measure-
ment approximately integrates over the other two dimen-
sions, therefore, the measured amplitude should roughly
scale as [L(z)]? ~? and have a time dependence of 1172, A
plot of log,, (amplitude ) vs log,, (time) is shown in Fig.
18. The late-time slope for the deeper quenches is 0.46, a
value close to the value found for the time dependence of
L as discussed below. Trying to extract the time depen-
dence of L from the amplitude is not a good method due
to the uncertainty of the resolution effect. However, it is
interesting that a value close to the expected value of 1 is
found, indicating that the scaling involved is as expected
from theory. The curvature in the log-log plot is at least
in part due to the resolution function.

0 380.0C —
0375.6C .
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©365.8C
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FIG. 19. Intensity (width of convolution fits multiplied by
the amplitude of the fit) vs time. The 380.0°C data shows a de-
lay of approximately 1900 sec that corresponds to a period of
nucleation. The data shown was taken in the transverse direc-
tion at the (010).
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Figure 19 displays the integrated intensities (fitted am-
plitude multiplied by fitted width) vs time after a thermal
quench for the transverse directions at several tempera-
tures. The 380.0°C transverse data shows a delay im-
mediately after the quench, as observed in many other
quenches to temperatures closer to 7,. Figure 20 shows
the data from Fig. 19 scaled by plotting I /I vs t/b
where b is the time for the intensity to reach I /2. As
expected,?’ the data falls on a universal curve.

From a simplistic Ising-model calculation it might be
argued that the integrated intensity should be constant
and that in Figs. 8, 9, and 19 the rise in integrated inten-
sity is due to the resolution function integrating over
more of the peak as the peak becomes narrower. This is
not the case. First of all, the integrated intensity is calcu-
lated from the product of the fitted width and the fitted
amplitude, not from the sum of all the counts. Hence,
the intensity in the tails is accounted for (at least in the
direction scanned). Figure 21 shows the integrated inten-
sity, amplitude, and constant background as a function of
time. In this multiple plot the background has been mul-
tiplied by 1000 to plot it on the same scale as the ampli-
tude. The fact that the fitted background is 1000 times or
more smaller than the fitted amplitude implies that the
missing intensity would have to be spread out in a volume
103 times larger than what was effectively covered. It is
obvious that some of the intensity is being falsely counted
as the background due to the rise in the background with
time. However, this change in fitted background is in the
wrong direction because the argument says intensity is
missing at early times, not late. This is a different prob-
lem that is discussed in connection with power-law
growth. The background should probably be quadratic
due to a diffuse peak arising from thermal fluctuations.
Moreover, the fitted background for the second and third
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FIG. 20. Scaled intensity (I/I,) vs scaled time (t/t 5
where ¢, ,, is the time the intensity reached one-half its late-
time asymptotic value of I,). The nucleation period for the
380.0°C data was subtracted from the time before scaling. The
unscaled data are in Fig. 19.
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FIG. 21. Plots of integrated intensity, amplitude, and fitted
constant background. The background has been multiplied by
10° in order to plot it on the same scale as the amplitude. The
integrated intensity has also been scaled to fit on the graph.

points is slightly negative, once again indicating that the
change in intensity is greater than suggested by the plots.

The above argument shows that any missing intensity
cannot be coming from the direction that was scanned.
The resolution function in the vertical direction is large,
which strongly implies that any missing intensity is lost
in the radial direction. As it happens, several quenches
with radial scans using the graphite monochromator and
analyzer (what has been called the transverse setup) were
tried. The resolution in that direction turned out to be
too large; within an hour after a quench the instrument
was resolution limited. The width after 6 h suggests that
the resolution was close to 0.02 A~' (FWHM).
Remember that at the (010) the radial direction probes
the thin part of the scattering disk. Based on this value
for the radial resolution, the intrinsic peak width is equal
to the instrumental resolution width 16 min after the
quench. At this point the peak should be almost com-
pletely integrated over (for the deeper quenches). Some
of the intensity could still be lost in the tails due to
differences in line shapes. The intrinsic line shape at this
time is approaching that of a Lorentzian squared and the
instrumental resolution (Fig. 12) is something between a
Gaussian and a Lorentzian squared. A time of 16 min
corresponds to the fourth point in Fig. 21, which has an
intensity of 35% of the final intensity. Hence, about 65%
of the change in intensity is real. An even stronger argu-
ment can be made for the radial data. A change in in-
tegrated intensity has also been seen in other systems by
Wakabayashi. 10110

Figure 22 shows a plot of logo(L) vs log;o(¢) whose
slope is the power for the time dependence of the domain
size [a in Eq. (3)]. In Table II are listed the exponents a
for curvature-driven growth, as a function of temperature
and the order of the polynomial background used in the



46 TIME-RESOLVED X-RAY-SCATTERING STUDY OF ORDERING . .. 51

Bulk Cu;Au
3.75£ SR —
=3.50 L T=365.8" ‘
2 - T=365.8C
Nt
) 3.25
%53.00 % ]
— 2175{_ slope=0.49 _
2.50¢t

| 1 1.1
26 32 38 44 50
log,,[time (sec)]
FIG. 22. Log,, (length) vs log,, (time after the quench).
L «<27 /T, where T is the Lorentzian-squared-fitted width. The

solid line is a linear fit whose slope corresponds to the exponent
a for power-law growth.

fitting. For the radial data the order of the polynomial
background was not important because only the constant
term gave any sizable contribution. The exponent for the
radial data was found to be 0.501+0.03 and temperature
independent. Here, the error in a was estimated from the
effect of changing the resolution correction, as well as the
standard deviation as calculated from values at different
temperatures, which was 0.014. An error in the resolu-
tion correction would contribute a systematic error; how-
ever, this correction as discussed earlier is dominated by
the instrumental resolution, which is well known. This is
not the case in the transverse direction, where the resolu-
tion correction is less well defined due to the addition of
the mosaic spread, and the order of the polynomial back-
ground seems to affect the result.

It should be noted that the 380 °C transverse data is in-
consistent with all the other data, yielding a significantly
larger exponent than the others. We believe it is possible
that there is a small systematic underestimate of the
transverse exponent in the other quenches arising from a
change in the instrumental resolution. The 380°C data
was from the first quench after etching and annealing of
the sample, and hence can be separated temporally from
the rest of the data. Late in the series of quenches the

filament in the x-ray source burned out and was replaced.
Changes in the filament before failing may be important,
in fact the exponents a can be correlated to the order in
which the data was collected. The value obtained for a in
the transverse direction decreases with time until the fila-
ment was replaced then goes up. This could be a result of
the filament sagging with time (a common occurrence im-
mediately before failure), and hence changing the
effective resolution. The filament was replaced before the
382°C quench and after all the others listed in Table II.
Consequently, the instrumental resolution, which was
measured after the series is better known for the 382°C
data. Movement of the x-ray beam due to filament sag-
ging would have at least two effects: it would very slightly
change the area of the sample considered, perhaps alter-
ing the mosaic, and it would misalign the sample. How-
ever, the most likely way that the resolution would be
changed is simply by increasing the spot size on the
anode that the x rays are emitted from. A lower value for
a would be consistent with an under correction for the
true instrumental resolution. Furthermore, the change in
a cannot be correlated with temperature. The systematic
errors arising from uncertainties in the resolution correc-
tion probably outweigh the statistical errors. We would
guess the uncertainty to be around 10% based on
differences obtained by changing the modeling of the
background.

The possibility of a lower exponent for the transverse
data is suggestive of problems with impurities or in-
correct stoichiometry. Random imperfections lead to
slower growth, possibly a log(t) growth law.’”-7%.80.105
This is very unlikely due to the limits placed on the
stoichiometry that were discussed earlier. In addition,
the radial data does not show these minor inconsistencies.
We believe that all of the data is consistent, within exper-
imental error, with a=21, the canonical value for

PR
curvature-driven growth.

V. CONCLUSIONS

The development of order in the bulk single-crystal
CuzAu sample after a thermal quench from the disor-
dered state exhibits three distinct regimes: nucleation,

TABLE II. Exponents a for power-law growth [Eq. (3)].

Direction Transverse Radial
background Constant Linear Quadratic Constant
Temperature a
(°C)

382.0 0.45 0.47 0.49 0.49
380.0 0.54 0.56 0.58

375.6 0.40 0.40 0.45 0.51
370.8 0.42 0.43 0.46 0.51
365.8 0.40 0.43 0.46 0.49
Average 0.44 0.46 0.49 0.50
std. dev. 0.06 0.06 0.05 0.01
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ordering, and coarsening. The first is characterized by a
Gaussian structure factor associated with small ordered
domains embedded in a disordered matrix. At the begin-
ning of the ordering regime, the shape is Gaussian but
quickly crosses over, becoming rapidly more Lorentzian
squared with time. At the onset of coarsening the struc-
ture factor is very well described by a Lorentzian-squared
function. During coarsening, domain growth is con-
sistent with a curvature-driven growth law for both type-
1 and type-2 walls. Moreover, the power a associated
with this growth has been found to be 0.5 to a high de-
gree of accuracy in the radial direction (type-2 walls) and
to a lesser degree in the transverse direction, implying
that scaling during coarsening is valid in an anisotropic
system. However, the change in line shape clearly shows
that S(Q,t) can only be scaled during coarsening and not
during ordering. This fact is easily seen by viewing the
disordered phase as a thick domain wall, in which case
the size of the wall relative to the ordered domain size
would be different for different times so that scaling
would not exactly recreate the state of the system. Our
data is qualitatively described by the theory recently put
forth by Lai based on a three-component order parame-
ter. This theory produces a slightly modified
Lorentzian-squared structure factor at late times and a
Gaussian shape at early times. Although a change in the
line shape exists in Lai’s theory the history dependence of
this change is not explained. However, the level of
short-range order and its effect on nucleation is likely to
play an essential role in explaining the history depen-
dence. It is possible that a previously well ordered sam-
ple which has been disordered close to the transition tem-
perature (within =~40°C) has a more homogeneous nu-
cleation. If nucleation takes place throughout the sample
with a high density of nucleation sites, then the system
would reach coarsening very rapidly and have a short or-
dering regime.

As discussed earlier, the history dependence of the
line-shape crossover is not understood. Its likely connec-
tion with the nucleation process is an interesting problem
that may broaden our understanding of how short-range
order affects the transition. In addition, there seems to
be little information regarding the ordering stage. Fur-
ther investigations on this intermediate stage would be in-
formative.
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APPENDIX: FUNCTIONAL DEFINITIONS
USED IN FITTING

In the following, x is the position coordinate, and x, is
the position of the peak. Here and throughout the text o
is used to represent a Gaussian width and I" a width for a
Lorentzian to any power. The following definitions are
such that the widths will approximately equal a HWHM.
The amplitude is 4.

Gaussian,

F(x)=Aexp{[(x—x()/201*} ; (A1)
Lorentzian,
F(x)= 1 55 (A2)
1+[(x —x4)/T]
Lorentzian squared,
F(x)={1+1[(x—x,)/TT]*} 7 %; (A3)
Lorentzian to the mth power,
F(x)={1+1[(x—xo)/TP}™™; (A4)
HT Theory, %
2 3
I(k)zg(fAu_fCu) 4#&-#21 lrizrj2r13[1+cos(ﬂ'kj)
i#jFl=
“2COS(7Tk1)] ’
(AS5)
where

T, =(1—x2)/[1+x}—2x,,cos(2mk;)] ,
x,=(1—29—2y), x3=(1—4y).

v is the probability of finding a type-1 wall between two
unit cells. 27 is the probability of finding a type-2 wall
between two unit cells.

At the (010), a transverse direction is (x00) and
k,=ax /2w, k,=1, and k;=0. Equation (AS) then
reduces to

A(1+C{l—cos[alx—xy)]}) "', (A6)

where
C=[0.5—(n+y)2/(n+y),
A =Am(n77’fAu—fCu)

are fit parameters.
In the radial direction k, =0, k,=a(l+x)/2m, and
k,=0. This leads to
cos(mk,)—1

AT D1 —cos2rk,)]

I(k,) (A7)

where

k,=2.487 885 65in[0.413 643 rad+(x —x,) X 2.181661 6 X 10 * rad /PSD channel] ,

x is in PSD channels, 0.4136 is the position of the (010) in radians, and 2.48 . . .

isa/A.
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OIJK theory, !’
R 3J3/2(xR )
{xR[exp(R*)—1]}'/% "’

L5 L
1(x)=_2__(_2_'”)_.f dR
T X 0

(A8B)

where J, 5 is a Bessel function. In the fitting routine x =(x —x,)/T" is approximated as 10.47(1—x?) if the absolute
value of x < 10™*. Copies of the fitting and numerical integration routines used can be found in Ref. 111.
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FIG. 2. Schematic of fcc structure for ordered Cu;Au.



