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Strongly anisotropic layered superconductors are considered within the Lawrence-Doniach model.
The differential finite-difference sine-Gordon equation is derived for the order-parameter phase dif-
ferences; boundary conditions are formulated for a vortex lattice. The structure of a tilted vortex is
considered. The line energy of a single tilted vortex and the free energy of a tilted vortex lattice in
moderate magnetic fields are calculated. Deviations from the three-dimensional London theory are
substantial for field orientations close to the layers. As the applied field approaches the ab plane, the
orientational lock-in transition (tilted-parallel lattice) occurs provided A; < Aqp; here A; = ys is the
Josephson length, v is the anisotropy parameter, and s is the interlayer spacing. If Ay 2 Aab, the
tilted lattice transforms first into a new type of vortex arrangement that consists of sets of coexisting
parallel and perpendicular vortices (combined lattice). Then, as the field further approaches the ab
plane, the combined lattice goes over to the parallel one. The angular dependence of the torque is
evaluated for tilted, combined, and parallel lattices, which allows one to experimentally distinguish
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these phases.

I. INTRODUCTION

Magnetic structure of vortices and vortex lattices
in strongly anisotropic superconductors (for example,
NbSes or high-temperature superconductors, HTSC) is
still the subject of intensive discussion. There are few
distinct approaches to the problem. The simplest concep-
tually is the three-dimensional (3D) London theory,!™
which simply introduces a tensor in place of the squared
penetration depth of the isotropic London theory. The
London theory works well in describing magnetic proper-
ties of uniform bulk materials provided the penetration
depth A > &, the coherence length, and € is much larger
than the scale of intrinsic inhomogeneities. In layered
materials, this scale is the interlayer spacing s, which,
therefore, should be small with respect to the coher-
ence length £.(T") in the direction perpendicular to the
layers; then the layered structure is irrelevant. Hence,
within this approach, a superconductor is considered as
anisotropic but uniform. In particular, the quantized
magnetic vortices are continuous lines oriented along the
local magnetic induction B. Dichalcogenides of transi-
tion metals, among which NbSe; is best studied, repre-
sent layered compounds for which the London approach
is good due to relatively small T, and consequently large
&es.

However, many anisotropic materials (HTSC’s are
most prominent in this family) consist of the two-
dimensional (2D) layers (Cu-O) where the superconduc-
tivity presumably resides. These are made into a 3D
superconductor by a weak Josephson coupling between
the layers. For most of these materials £, < s in a broad
temperature range, and the anisotropic London theory
should give way to the Lawrence-Doniach (LD) model .58
The latter is not easy to implement due to its com-
plicated formal structure (a set of nonlinear difference-
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differential equations for the order parameter and the
magnetic field). In fact, up to now, only vortices par-
allel to the layers have been considered within the LD
framework.8719 In this case, the normal core is absent as
in well-studied Josephson vortices,!! while at large dis-
tances from the vortex axis the LD description converges
with that of London.

For an extreme anisotropy, as in Bi- and Tl-based com-
pounds, a very weak interlayer Josephson coupling had
prompted studies in which vortex lines are represented
by stacks of 2D vortices residing in superconducting lay-
ers (so-called 2D pancakes) interacting exclusively via
the magnetic field created in the interlayer space.!?714
In other words, within this approach, the Josephson
coupling and the interlayer currents are disregarded al-
together. However, without these currents, tilted vor-
tices cannot be formed in a tilted external field. In this
model, the field component parallel to the layers pen-
etrates the superconductor unperturbed, while the per-
pendicular component is responsible for the perpendicu-
lar vortices.

Clearly, both models (the 3D London and the 2D
pancakes) are deficient as far as the description of real
Josephson-coupled systems of 2D layers is concerned.
The London model allows the currents to grow with-
out limit when approaching the vortex core, whereas the
actual Josephson currents are bound by a critical value
which is further suppressed in the core. On the other
hand, except for vortices along the ¢ axis, the pancake
model fails at large distances from the core, since Joseph-
son currents are neglected in the domain where they are,
in fact, comparable in value to the in-plane persistent
currents. The failure of the pancake model to describe
tilted vortices is a serious shortcoming to deal with in a
better theory.

The idea of vortex kinks emerged in order to correct
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deficiencies of the London theory. As applied to the vor-
tex dynamics and fluctuation phenomena, the kinks were
considered by Doniach et al.}®1% In our work, however,
we deal with equilibrium properties for which thermal
fluctuations are irrelevant. Feinberg and Villard!” sug-
gested that, instead of being straight (along the direction
of the magnetic induction B), the vortices are slightly
wavy to take advantage of the lowest energy orientation
along the layers. The model predicts that vortices will be
locked in the orientation parallel to the layers for exter-
nal fields close to the ab plane. Although pertinent, the
prediction is not reliable quantitatively. As formulated,
the model is able to treat only vortices with the radius of
curvature exceeding the penetration depths, thus putting
sharp kinks out of reach.

A more quantitative approach has been employed by
Ivlev, Ovchinnikov, and Pokrovskii,!® who assumed the
vortices to form a staircase with a piece of the London
vortex along ¢ and another piece of a parallel London vor-
tex in the ab plane. The authors obtained the London
energy of a lattice of kinked vortices, which contains—
in addition to a part corresponding to straight vortex
lines—an extra contribution attributed to kinks. Being
justifiable qualitatively, the kinked lattice is, in fact, im-
planted into the London theory. The results, if correct,
should follow from minimization of the free-energy func-
tional which models properly the highly anisotropic lay-
ered compounds. The LD model for layered Josephson-
J
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coupled superconductors provides such a free energy.

For layered materials, the most interesting angular re-
gion is situated near the ab plane. In this domain, de-
viations from the London model are the strongest. On
the other hand, with the existing experimental accuracy
of, for example, the intrinsic torque measurements,!92°
this angular region can well be probed. The data
available?®:2! show deviations in the measured torque
from the 3D London prediction.??

In the following we develop an approach within the LD
model, which yields equations similar to the sine-Gordon
formalism of Josephson junctions. Solving the linear ana-
log of these equations we obtain the line energy and the
free energy of the flux-line lattice (FLL) for any orienta-
tion of vortices. We then compare different FLL struc-
tures. We argue that in compounds with extremely large
anisotropy (as Tl-based HTSC) or in strong fields, a com-
bined lattice made of coexisting sets of perpendicular and
parallel vortices should occur for applied fields close to
the ab plane. The idea about an independent response of
layered superconductors to the parallel and perpendicu-
lar field components has been proposed by Kes et al. and
later by Theodorakis?3:24 but the physical conditions for
such a behavior have not been clearly formulated.

II. BASIC EQUATIONS
The LD free-energy functional has the form®

2
~ @l + 3 [*

* -1 * ] hz
+%P(|‘I’n|2 + g ]? - WU e Xmmtt — Ry et Xt )] + /dRS—r .

Here A, = (Anz, Any) = [Az(r, 2z = ns), Ay(r, z = ns)],
h = curlA, and

o (n41)s
Xn,n4+1 = _'/ dz A, .
b0 ns

Further, ¥, (r) = |¥,(r)| exp[¢®,(r)] is the order param-
eter in the layer n (z = ns), r = (z,y), R = (r,2),
V = 8/0r, the z axis is perpendicular to the layers, H,
is the bulk thermodynamic critical field, £, is the coher-
ence length in the ab plane, and ¢ = whc/|e|. Supercon-
ducting layers are assumed to have a negligible thickness.

One can derive the usual 3D Ginzburg-Landau free
energy by replacing finite differences in Eq. (2.1) with
derivatives 8/9z.6 The coherence lengths and the pene-
tration depths so obtained are given by

€2 =s°p/2, Ny =¢5/87 HZES, (2.2)
and by A./Aqp = €as/€c = v, where v is the anisotropy
ratio.

In the free energy (2.1), the dimensionless parameter
p < 1 characterizes the Josephson coupling between the
layers; higher order terms in p are omitted (interaction
with the next neighboring layers is proportional to p?).

(2.1)
[

The condition p < 1 assures that the energy of the inter-
layer coupling psHZ2 /4w is small relative to the condensa-
tion energy sH2/8n (per unit area). Under this condition
we have £ < s, the length of inhomogeneity of the order
parameter ¥ in the ¢ direction.”® In other words, the in-
terlayer supercurrents are limited and weak, so that they
cannot suppress the value of |[¥| in the layers.

In the following, we consider vortices oriented arbi-
trarily within the crystal. When they are parallel to the
layers, the normal cores are absent.®71° For any other ori-
entation, a disclike normal core is created in each layer
crossed by the vortex. The condition p < 1 has then an
additional implication. It can be written, with the help
of Eq. (2.2), as p = 2€2,/s%y? = 26%,/0% < 1, where
Aj = 7vs is the Josephson length.!® Regions near the vor-
tex center in each layer, where the Josephson nature of
the interlayer currents is important, have the size Aj.
The core size g4 is much smaller than all other lengths
of the problem: Ay, Ags, or A.. Hence, p = 262, /)% < 1
means that normal cores with suppressed order parame-
ter constitute only a small fraction of the total volume,
ie., one can set |¥|2 = 1. Thus, only the phases vary
in ¥ = |¥|e*®, and we have, instead of Eq. (2.1), the
free-energy functional with respect to the phases
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It is worth noting that as written the functional (2.1) is
valid only near T,. The validity domain of the functional
(2.3) is broader. Actually, the energy of inhomogeneity
given by the first term in square brackets is correct if the
inhomogeneity scale exceeds €43(7T" = 0). This condition
is always satisfied out of normal cores for applied fields
H,, far from the perpendicular upper critical field. As
written, the Josephson term in Eq. (2.3)is valid at any T'.
Thus, functional (2.3) can be used at all temperatures,
the situation similar to the London equations which are
applicable beyond the Ginzburg-Landau region.

Minimization of F with respect to A(R) and ®,(r)
yields the system of equations for phases and fields in
equilibrium. Varying A we obtain

(curl curlA)q
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where o« = z,y and the gauge invariant phase difference
®, — ®Pny1 — Xn,n41 is denoted as @n ny1- The factor
fn,nt1 vanishes everywhere except for ns < z < (n+1)s,
where it is unity. Minimization of F with respect to ®,
yields

2w

Ve, +
$o

1. .
V- -A,= )\_Q(Sln Pnntl —SINPn_11n).
J

(2.6)

Here V2 and V - A,, are the 2D Laplacian and 2D diver-
gence in the zy plane.

Equations (2.4)—(2.6) form a complete system for the
vector potential and the phases ®,, both of which are
gauge dependent. Now we obtain an equation for phase
differences ¢, n41, which is decoupled from equations for
phases and fields. The gauge A, = 0 provides a short-
cut to obtain such an equation. As an immediate conse-
quence of A, = 0 we have xn n+1 = 0. After integration
of Eq. (2.5) over z from ns to (n + 1)s, we obtain

%o

V- (Ant 22
(4

—A,) =

SIN Pn nil- (2.7)

The left-hand side (lhs) here is expressed in terms of
phase differences ¢, ,4; with the help of Eq. (2.6) with
the result

’\gvz‘pn,ﬂ'f—l - (’\.21/’\3)5”1 Pnntl — 2sin Pn n+1

+sin@ntint2 +Sinen_1, =0 (2.8)

f

For vortices parallel to the layers, this equation has al-
ready been considered in Ref. 10; also, it was proposed in
Ref. 25. The very fact that the phase differences ¢p 41
satisfy a single (be it finite-difference differential sine-
Gordon) equation, which does not contain the field, is
a remarkable simplification that makes further progress
in determination of phases and fields possible. One, of
course, can obtain this equation using a general gauge.

Boundary conditions for Eq. (2.8) are determined by
positions of topological singularities (vortices). The sin-
gularities in phases ®,(r) at each position r,, are in-
troduced as usual by curl,V®,, = 276(r — r, ), which
reads

VoVy®n =V, Vo8, =21 Y 6(r—r,,). (2.9)
Wiriting this for n and n + 1 and subtracting we obtain
the boundary condition for ¢, ny1:

v:L‘vy‘Pn,n+1 - vyvan,n-{-l
=21 [6(r—rn,) = 6(r —rng1,)) (2.10)

Note that for vortices perpendicular to the layers (r,, =
I'n+1,,) the singularities in pp 541 are absent.

For a vortex lattice, the boundary conditions imposed
on ¢, n41 lead to certain relations between the magnetic
induction B and averaged gradients of ¢, ny1. The in-
plane currents

. cdo 2w
=20 TA,
Jﬂ 87r2A§b (VQn + ¢0 )

and the field h are periodic in space. Writing Eq. (2.11)
for n and n+1, subtracting, and taking into account that
the average value of j over the unit cell is zero we obtain

d or [P+ 194,
<a—x(¢n - (I>n+1)> - %[u dz< 8z >

and a similar relation for (8/0y(®n — ®n41)). Making
use of hy = 0A;/0z, we have

By = (hy) = (¢0/27r3)(vr‘/’n.n+l)»

(2.11)

(2.12)
B, = (hz) = _(¢0/27rs)(vy‘Pn,n+l)-

For vortices parallel to the layers, Eqs. (2.12) consti-
tute boundary conditions for ¢y, .41 because the sin-
gularities in z,y dependence of ¢n n41 are absent for
this orientation.!® It is worth noting that Eq. (2.8) and
boundary conditions (2.12) are similar to those of the
classic problem of a single Josephson junction, the dif-
ference being that in the multilayered system we should
solve a finite-difference sine-Gordon equation instead of
the usual sine-Gordon equation of a single junction; see,
e.g., Ref. 11.



46 VORTICES IN LAYERED SUPERCONDUCTORS WITH . . . 369

The general scheme of our approach is as follows. We
first solve Eq. (2.8) for phase differences. Then we solve
linear equations (2.4) and (2.6) where the rhs of Eq. (2.6)
depends only on the already known ¢, 41 (the linear
relation between V&, and A,, is established in Appendix
B). Given the phase gradients and the vector potential,
we can calculate the equilitbrium value of the free energy
F.

We conclude this part obtaining a more convenient
form for the equilibrium free energy F. Here we can fur-
ther benefit from the gauge A, = 0. To this end we
transform the magnetic part of (2.3):

i/hz‘m - 32';/(,; .jn)6(z ~ ns)dr dz
= SZ/(An  Jn)dr.

This yields the free energy per unit volume in the form

—SZ/dr( ———j,, Ve,

o3
16735222

(2.13)

+ (1 = cos <pn,,,+1)>. (2.14)

III. SINGLE TILTED VORTEX

Let a straight vortex lie in the z, 2 plane, contain the
origin, and form angle # with the ¢ axis of the crystal;
by this we imply that a discrete sequence of phase singu-
larities situated in the layers form a straight line. In the
layer n, the vortex center is at ¢ = (n — 1/2)a, y =0,
where a = stan @ (see Fig. 1). The condition (2.10) then
assumes the form

(VeVy = VyVe)onnt1 = 20 [8(z — na+a/2)

—6(x — na — a/2)]6(y).
(3.1)

Equations (2.8) and (3.1) suffice for determination of
phase differences ¢y, ny1. According to (3.1), function
@nn+1(r) depends on z and n via the combination
(z — na). Therefore, given po1(z,y), one finds ¢, n41
by simple displacement: ¢, n41(2,¥y) = po,1(z — na,y).

[ M/
1

! s tan 6
-

X

FIG. 1. The vortex axis (tilted line) is shown with respect
to the layers (horizontal lines).

Hereafter we denote g 1(r) as ¢(r); its 2D Fourier trans-
form (FT) is defined as

Pk = /drexp(—-ikr)go(r). (3.2)

Let us further introduce the FT of Vy(r), i.e., (Vo)k.

Performing the FT of Eq. (2.8) one can write (VZp)y =
tko (Vo) + iky (Vyp)k. The FT of Eq. (3.1) reads

kz (Vo) — ky (Vo)

(3.3)

Due to the condition (3.1), the function ¢, , 4 is singular
and multivalued, so that there is a line (or lines) in the
zy plane where the function experiences a jump of 27.
We choose it to be a straight line connecting the points
r, and r,;;. Then

(vx‘p)k = ikzsoka
(3.4)

4 k.
(Vyo)k = ikypx + k_7r sin —22‘

Note that (V)k is regular as k — 0. Substituting
(Vzp)k and (V)i in the FT of Eq. (2.8) we have for
Pk

Q? ky kza
k? = 4ri-¥ .
oK + (7 + = /\c Wy = 471'1’c sin 5 (3.5)

where

2 .

Q%= 3_2(1 —coskza), Wi = [sinp(r))k (3.6)
and k* = k2 + k2.

Now we can express the currents j, and the phase gra-

dients V&, in terms of ¢, ,+1(r); see Appendix B. Then

we substitute them in Eq. (2.14) to obtain the equilib-

rium free energy (per unit length):

_ $2 cos 1+ A%,Q? 2
€ = €M + 12875 /dk 2A§k2 |Wk|
¢Zcosb
16797257 dr[l — cos p(r)],
(3.7)
] $3cos b k? +Q?
EM = .
2205 | MR, Qo)

Here egm is the free energy of the tilted vortex in the
pure electromagnetic (2D pancake) model (A, = 00),!*
whereas other terms describe the effect of Josephson cur-
rents.

In closing the section we note that our formal proce-
dure is similar to the usual London approach, in which
a linear equation for the magnetic field is complemented
with a singular rhs (see, e.g., Ref. 26). Here we have a
nonlinear equation (2.8) for phase differences; our proce-
dure to solve it under boundary condition (3.1) is equiv-
alent to introducing a singular rhs

76'(y)[sgn(z — na + a/2)—sgn(z — na — a/2)]. (3.8)
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IV. LINEAR APPROXIMATION

The London approximation can be obtained from our
equations in two steps. First, sin ¢, ,4; is approximated
by ¢n n+1, then finite differences are replaced by deriva-
tives

(4.1)

As has been mentioned, the function ¢ depends on z and
n via the combination (z — na). Hence, the expansion
(4.1) corresponds in the Fourier space to the expansion
cos kra and sin(kza/2) up to the second order in kza.

We will use the first step to obtain an approximation
for the LD problem. Replacing sin ¢, n41 by ¢, 41 but
keeping the finite-difference character of Eq. (2.8) pre-
serves the main feature of the LD model, namely, the
limit, jo = c¢o/87%sA2, imposed upon j, by the Joseph-
con character of the interlayer currents.?” Evaluating the
energy in the linear approximation we will keep loga-
rithmically large terms, e.g., In(A;/€qs), but neglect the
terms of the order unity along with higher order terms in
the small parameter £,,/A;. In the exact LD approach,
the maximum interlayer current is jo instead of 7jp of
the linear approximation. This difference, however, can-
not change the logarithmically large contributions to the
energy, thus making the results obtained within the linear
approximation being valid with the logarithmic accuracy.

In the linear approximation, Wy of Eq. (3.5) coincides
with ¢k and we obtain

_ 4ri(ky /kz)sin(kza/2)
k24 2/\;2(1 — coskgza) + AT

Onnt1 X —sV, 0+ §s2v§¢.

Pk (4.2)

The current j, is proportional to ¢; the restriction upon
j. is, however, lost after the expansion of py in kza.

Substituting (4.2) into (3.7) (after the replacement of
cosp with 1 —p?/2) we obtain the vortex free energy per
unit length

B $3 cosf

€ =
327

/ d%’k f(lcz, ky),
k2<€77

(4.3)
R2[14+ A2(k% + Q)] + Q1 + A%, (k* + Q7))
k2(1 4+ A2,Q% + A2k?)[1 + A2, (k* + Q%))

f(kza ky):

The 3D London expression for the free energy® is ob-
tained from this equation expanding @? in kza.
According to Eq. (4.2), there are three relevant length
scales, a, Ay, and A, in the coordinate dependence of
the phase difference and hence of the interlayer currents.
The fourth length is £, which determines the size of the
normal core. Note that a = stan can take any place in
the hierarchy &,, € Ay < )., depending on the angle.
For all angles # at the vortex periphery the currents are
weak and the 3D anisotropic London approach is valid.
In the vicinity of the core, the limitation imposed on
the interlayer currents becomes important. We will see
that the main contribution to the free energy of a single
vortex still comes from the 3D London region, but the
corrections to the London energy are strongly angular

dependent.

To separate domains of the ab plain with different be-
havior we write Eq. (4.2) in the real space. Integrating
over k, and denoting u = kya/2, we have

p(r) = —2sgn y/ ——Esmucosmexp (—MY(u)) ,
0o U a Ay
(4.4)

A2u?2 s?
Y(u):Q\/ ';2 +sm2u+4—)‘2;.

We see that the scale for the z dependence of ¢ is a, while
the scale for y depends on the ratio A;j/a = v/ tan6. As
we mentioned above, the London approach corresponds
to krza/2 = u < 1.

A. Angular interval tan 8 < €./

In this interval, a <€ €45, the main contribution to the
integral (4.4) comes from u < a/z [due to the oscillatory
cos(2zu/a)] or from u < a/y (due to the exponential
factor). At least one of the two quantities, a/z or a/y,
is small since the point (z,y) must be out of the normal
core and a < &;p. Thus, one can set sinu = u, and we
conclude that in this case the 3D London theory is valid
everywhere out of the normal cores.

B. Interval £.5/38 < tan § K ~

Here &, < a <€ Ay, and we obtain again the Lon-
don result provided either z or y exceeds a. For shorter
distances the main contribution comes from the domain
u < 1 due to the factor sin u/u. Then, Y/A; =~ 2u/a,i.e.,
both A; and A, drop off from Egs. (4.2) and (4.4). This
1s a characteristic feature of the model with purely elec-
tromagnetic interaction between 2D pancakes. In fact,
in this situation one can integrate in Eq. (4.4) to obtain
the difference of two azimuthal angles:
z—af2

Yy

— tan~! 1’_—}-_(12

o(r) = tan~! (4.5)
For this reason we use for the domain £;3 < r < a the
term 2D core. Qualitatively, the size of the 2D core
can be estimated within the London theory by deter-
mining the curve in the zy plane, where the London
j. reaches the critical Josephson value jo; see Appendix
A. The physical relevance of the 2D core is stressed by
Feinberg.?®

Notice that in this region ¢ is not small, and there-
fore the linear approximation breaks down. On the other
hand, the in-plane currents here are much larger than
the Josephson currents (which are limited), making the
contribution of the latter altogether insignificant. The
distribution of the intralayer currents within the 2D core
is the same as that obtained within the electromagnetic
model;1274 this distribution coincides with that of the
2D London approach. Both 2D and 3D London regions
are shown in Fig. 2.
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3D London

FIG. 2. Regions of different qualitative behavior of the
phase difference (or of the interlayer currents) for the angular
domain £,5/s < tan8 < v. The normal cores (N), 2D and
the 3D London regions are shown schematically. The size of
the 2D region is of the order stan . The positions of normal
cores correspond to the two pancake centers in the adjacent
layers.

C. Interval v <€ tan 8 < A\ /s

In this most interesting interval of angles, a > A;,
and for z > a or y > A, the main contribution to the
integral (4.4) comes from u < 1. One then has sinu = u,
in other words, z = a and y = A; give the internal
boundary of the 3D London domain shown schematically
in Fig. 3; this estimate can also be obtained from the
London j,, see Appendix A. Inside this boundary, within
circles r <« Ay centered at two singularities, we again
have the 2D regions where the phases ®,(r) are given by
the corresponding azimuthal angle.

There is yet another region of a different behavior be-
tween the 2D circles which we call the Josephson string,
see Fig. 3. We notice that according to (4.4), ¢ has a dis-
continuous jump of 27 when one crosses the line connect-
ing the centers of two 2D vortices.?® It is this jump which
causes the anomalous behavior of the Fourier transform
in (3.4), (Vyp)x # ikypx. The jump is introduced by
the boundary condition (3.1).

_ s¢sinf 2s~2

3D London

FIG. 3. Normal cores, 2D cores, the Josephson string, and
the 3D London region are shown schematically for a tilted
vortex in the angular domain v < tanf < A/s.

V. EVALUATION OF INTEGRALS

In this section we calculate the line energy (4.3) with
the logarithmic accuracy; the reader may be referred di-
rectly to the next section for the results of this derivation.
To calculate the integral in (4.3), which is logarithmically
divergent at £;5 — 0, we replace the region of integration
k< Ea'bl by the infinite strip parallel to the k, axis of the
width 2{;},1:

/“56_2 d’k f(k) = 4 /0+°° dk, /05"_"1 dk, f(k).

Such a replacement is possible because in the direction
k; the function f(k;,k,) decreases faster than in k, as
k increases. In fact, after the expansion of Q2 in kga in
the denominator of Eq. (4.3) we have

1+ A2,Q% + 202k & 1 + (A2, tan? 0+ A2)k2 +

(5.1)

AZky,

(5.2)
14+ 22,(Q% + k%) ~ 1+ A2, (k2sec? 6 + k:) )

Note that integration over a strip oriented along k, yields
a different result due to the anisotropy of f(ks,ky), see
Appendix C.

Next, we substitute k; with (u + 27m)/a, where m is
an integer. Then, integration over k, is replaced by the
integral over u in the interval [0, 2] and the sum over m,

¢0 cosf /‘2” / u+ 27m
= d dk .
‘T 3973 m_z:m Y f( y)

(5.3)

The sum is evaluated with the help of Eq. (B6). We
obtain as a result

1 1 Q?sinh X,

1673 dk / du[ 1+A2,Q% +

+

Foazkz (

sinh X,

1+22,Q2

1+ 22,07 + /\fkf) X(cosh X, — cosu)

A2,(1+ A2,Q%)X,(cosh X, — cosu)

(5.4)
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where Q? = 2572(1 — cosu) and

Xe=aAT 1+ A%,Q% + AZk2)!/?,

Xa = ady)[1+A2,(Q% + k2)'/?].

The first term in square brackets yields

. ¢8 sin @ Aab
1 .

16t AgA. s (55)

Terms of the order unity are neglected with respect to
the large In(Azp/s).

To evaluate the remaining integrals we divide the in-
tegration interval over ky in two. In the first k, < a™!,
both X, < 1 and X, < 1, and the integrand can be
expanded in X, and X,. In the rest of the integration
domain, a~! < ky < fa_bl, both X. and X, are large and
one can set sinh X, ./(cosh X, . — cosu) = 1.

Fl‘or tan @ > £,5/s the result from the region 0 < &k, <
a”lis

$2sind

TS

Ac
( (147312 = 10 %8 4 Lin(1 4 9)

+nln[(1+7*)!/% - n]> , (5.6)
where
n = vcot. (5.7)
The contribution of the region k, > a™! is
2 2y1/2 _
€3 ~ ¢0 cos § ’\-’[(1 + Ui ) 77] . (58)
167222, fm

VI. ENERGY OF TILTED VORTICES

A. Line energy

Collecting all contributions to € for tan 8 > £,;/s, Egs.
(5.5), (5.6), and (5.8), we obtain the line energy

2
¢0 ( (1 + n2)1/2 In )‘ccln
Az

«0) = Terman

AsCol(1+n2)/2 — g2
" €ap

hn _c_n) |
T+

The constants Cy, Co, and C3 of the order unity represent

corrections to the logarithmic terms. They are included

because their contribution may not be small in compari-

son with bare logarithms; we will see that the constants

are relevant for determination of the vortex lattice struc-

ture. Within the linear approximation we have found

numerically that In(C;/Cs) = 2.06 and InCs = —0.9 in
the limit n < 1.

We note that the first term in (6.1) comes from the

+71

(6.1)

3D London region, and the logarithm’s argument is the
ratio of the upper and the lower boundaries of this re-
gion in the ab plane. The second term is due to the 2D
core limited by the circles with radii €55 and ;. As we
have mentioned, the character of large logarithmic terms
should be the same in the exact LD. Thus, the expression
(6.1), obtained in linear approximation, provides the LD
free energy with logarithmic accuracy. In other words, in
the exact LD free energy, only the values C,, C5, and C3
differ from those obtained in the linear approximation.
To calculate the constants, we have to solve Eq. (3.5)
beyond the linear approximation. In principle, this can
be done numerically. In fact, ¢(7/2) has already been
evaluated;® it gives In(C;/C3) = 1.12 .

The total vortex energy should contain the contribu-
tion of the normal core:

@2 cos

————1InCy,
16722,

HZ .
€core(f) = Efab cosfInCy = (6.2)

where InCy ~ 0.5.3% For tanf > v (n < 1), the sec-
ond term in (6.1) has the same prelogarithm factor as in
Eq. (6.2). Then, one can incorporate the core correction
into the line energy by adjusting the constant Cs.

As is seen from (6.1), the contribution of the 2D core
(the second term) vanishes for tanf < &;5/s. In the
angular interval £,,/s < tan < v we obtain

$3 cos (I AapC1Cs  tan?80 . AgpCh ) (63)

€= 167222, n 264y cos B 272 stanf
where the first term coincides with the corresponding
London result.

It is instructive to compare the line energies within
London, LD, and purely electromagnetic (EM) [y = oo
(Ref. 14)] models for high angles tan 8 > v:

¢(2) ( 1 1 2 ) Ae
€ = ——— | —+ =ycos“0 ) In — 6.4
L= Tenzaz, \7 T 27 £ (6.4)
63 1A A )
=—>-— | —-In— fln — | , 6.5
€LD 167232, \ 7 n X + cos nfab (6.5)
2 A
cosf1n ab (6.6)

0
€EM = T35 —
16722, EapcosB’

where the factors C' are omitted. The London model
overestimates the line energy of parallel vortices, while
underestimating the tilting energy (cos? 6 instead of LD’s
cos ). Within the EM model, the energy of parallel vor-
tices is zero (the parallel field penetrates unperturbed);
the tilting energy is overestimated due to the absence of
the screening by interlayer currents.

As was mentioned above, the second term in (6.5)
comes from the 2D core. We obtain now this term using
qualitative arguments. The currents in the ab plane are
given by Eq. (2.11), and the energy due to these currents
is proportional to fjlzld:c dy . The value V&, decreases

as 27w /r because §V<I>n -dl = 27 for a path round the
point = 0. Then the spatial variation of jj depends on
the behavior of the vector potential A, .

In a perpendicular vortex, for 7 < Ag, |A] is small
relative to jj o qﬁo//\gbr; at larger r’s, the current jj is
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exponentially small (the term V®,, in jj is compensated
by A,,g. Thus the energy per pancake is proportional to
#3272 In(Ags/€ab) as in the London case.

For a single pancake in a multilayer system, due to the
screening of the magnetic field by all other superconduct-
ing layers, the vector potential is small everywhere; it
cannot change the 1/r dependence of jj at any distance.
The cut-off or magnetic energy is determined by the sys-
tem size or, in the presence of other pancakes in the case
of tilted vortices, by the length A;pa/s [Eq. (6.6)]. In the
Josephson coupled systems, in the region r > ro where
J. does not exceed the critical value jo we have the 3D
London behavior. Comparing j, o ¢o/A2,yr (5. « j;/7)
(see Appendix A for details) with jo for tanf < v we
obtain the radius of the crossover region: rq = vs = A;.
The energy contribution of the 2D region &, < 7 < Ay
is proportional to ‘15(2.1;5'\;1,2 In(As /€ap) per pancake which
gives (6.5) for the line energy.

B. Energy of the vortex lattice

For a vortex lattice we should solve Eq. (2.8) under
boundary conditions (2.10), in which the core loci are
periodically arranged.

Due to the periodicity of the vortex lattice, the Fourier
components ¢y are nonzero only for k coinciding with
vectors of the reciprocal lattice g in the ab plane. There-
fore, to obtain the lattice free energy density, we replace
the integral over k in Eq. (3.7) by the sum over g trun-
cated at |g| =~ £,

1 / B2 cos ¥l
— [ dk - ———— . 6.7
oy 7 )
f
B?  ¢yBsinf Ign?y=112C

F(B,n)=2—+

2\1/2
87 167202,y ((1+’7) ko

if n > sy'/2/lg = (B/Ho)'/?. For n>> 1, the main loga-
rithmically large term coincides with that of the London
model. Note that the angular domain for Eq. (6.10) is
quite broad: tan@ < y(Ho/B)'/?. In the opposite limit,
tan@ > y(Ho/B)'/?, we obtain

B?  ¢yBsinf

F(B,n) =— 1
(B,m) 8r 16m2A2, y <n

IgC A;Cs
sy/? *aln €ab )

(6.11)

The energy (6.11) in the interval n < sv/?/lg coin-
cides with the results of the kink model,'® in which the
vortex is made of London segments of the length stan#é
parallel to the layers, separated by short London kinks of
the length s parallel to ¢. It is worth noting that the kink
model reproduces correctly the 2D core contribution [pro-
portional to 7 in (6.11)], the leading one as far as §F /86
for # — w/2 is concerned. In particular, this term is
responsible for the lock-in transition and an anomalous
torque at large angles, discussed in following sections.
This term in the kink model comes from the short pieces

s+ )T

The integral over r in Eq. (3.7) is restricted to the lattice
unit cell; the prefactor ¢3 is replaced with ¢oB.

For the sake of simplicity we consider hereafter rectan-
gular lattices. In moderate fields, H,; <« H <« H.s, we
can utilize the linear approximation, as long as the lat-
tice size in the z direction, Ig7~1/2/ cos8 (13 = ¢o/B),
exceeds a, the size of the Josephson string in which the
approximation fails. This condition is fulfilled in applied
yields

Ho Hy = _410_'

H, < -0 6.8
<<sin20 s2y (6.8)

This condition also assures that the 2D cores do not over-
lap in the y direction. Thus, implementing the rule (6.7),
we can use Eq. (4.3) for the line energy, obtained in the
linear approximation. The reciprocal lattice vectors g in
zy plane are

9z = JozP, YJoz = 27"’51((:03 9)1/2(1 + 77_2)-1/4’
(6.9)
gy = 9ozq, goy = 27lg' (cos 0)1/3(1 + n=2)/4,

where p,q are integers. The term p = ¢ = 0 in the sum
over p, q yields B2/8x. Evaluating the rest of the sum,
we replace summation with integration, thus obtaining
the same integral as in Eq. (5.1) but now with lower
limits of integrations over k, and k, given by go, and
Joy, Tespectively.

We then obtain the free-energy density of a tilted lat-
tice for tan 8 > &£,/ s:

ZMCIA )2 g | 9Cy

+nl n n(1+n2)1/2> , (6.10)

[
of vortices along c¢. Thus, these pieces account properly
for the contribution of the 2D cores where the currents
are mainly in the ab plane, as it is for perpendicular Lon-
don vortices.

VII. PHASE DIAGRAM

Due to the normal and 2D cores, the tilted vortex be-
comes energetically unfavorable at high angles, and the
phase transition from the tilted to the parallel vortex lat-
tice (the lock-in transition) may occur.!”:31:18:32 We will
show that in fact this takes place if A\; < Aqp. The situ-
ation is more complicated if Ay > Ag;.

The applied field H, at which the lock-in transition
takes place, depends on the sample shape; it occurs
at small H,, where the magnetization M, is compa-
rable with H,,. We consider the sample as a rota-
tional ellipsoid with demagnetization factors n, = n,
and n, = 1 — 2n,. Usually available samples are thin
platelets with the ¢ axis perpendicular to the plate so
that n; < 1. The proper thermodynamic potential for a
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given H, is G(H,) = F(B) — B%/87 + (B — H,)M/2.33
Magnetization M is related to the applied field via H, ; =
B; — 47 M;(1 — n;) with i = z, z; therefore

~ 2 _ 2 _
Gk B) = FB) ~ g+ (e enl (G e
(7.1)

The conditions dG/dB = 8G/d6 = 0 determine the mag-
nitude and the orientation of B in equilibrium at a given
H,.

A. Boundary of the Meissner phase

For B — 0, F = ¢(0)B/¢o. It is convenient in this
situation to work in terms of the internal field H =
47(0F/0B), with components Hy = H,;/(1 — n;) and
H, = H,,/(1—n,). While differentiating F' with respect
to Bz, we use § = tan~!(B,/B,) to obtain

(¢o/4m)H, = €'(6) cos 8 + €(8) sin(F), (7.2)
(¢o/4m)H, = —€'(0) sin 6 + €(6) cos(h) . (7.3)

The minimum value of H = (H2 + H?)'/? determines
the Meissner boundary in the plane (H;, H,); the an-
gle 6 can be considered as a running parameter for the
Meissner curve.3%32 In general, for a given orientation
a of H, there are more than one points on the curve
H,(H;) [H(«) is multivalued]. Writing the variations
dH, and dH, due to a small change df, we obtain the
slope of the Meissner boundary H,(H;) being negative
everywhere (except 6 = 0):

dH,/dH; = —tan#$. (7.4)

Equations (7.2)—(7.4) are quite general. In our case the
line energy €() is given by Eq. (6.1) for tan§ > £,,/s and
by the London result (A9) for smaller angles. Particular
values we need for our analysis are €(0) = ¢oH.1, 1 /4T
and €(m/2) = ¢oH,y,/4m with

_%o_ In Aab
47“\31, Eab

(the constants C are omitted for brevity). Also, €/(0) = 0
and €'(7/2) = —¢oH /47 with

A
Ho = L Hap= 2% (75)

47r/\ab’\c

¢01/\_J

Hy = .
T Az, e

(7.6)
Let us consider two cases.

1. HcI.L > HJ

Equations (7.2) and (7.3) yield two points, L, and Lo,
at the boundary between the Meissner phase and the
mixed phase of tilted vortices (¢ for a tilted vortex is
used):

Ly: =0, H, =0, H,=H, ,, dH,/dH; =0
Ly: 6=n/2, Hy=H,y, H,=Hj,
dH,/dH; = co.

H

az

L
Heyy(1-n) :
HJ“'HZ) BLZ

® ®

Heyy(1-ny) H

ax

FIG. 4. Phase diagram in the plane (H;, H,) for H; <
H¢i,1. Domains of the Meissner state (M), of the tilted vortex
lattice (T'), and of the lattice locked in the parallel orientation
(P) are shown schematically.

The phase boundary is shown in Fig. 4; the part of the
curve between L; and L, can be evaluated numerically.

When one moves along the Meissner boundary from
Ly to Lo, 0 increases. At point Lo, the vortices reach the
parallel orientation, while the applied field is still at an
angle a. such that

1_n.1:Hcl,||
1—n, Hy

tan a, = (7.7)

For ¢ > «., vortices stay parallel. To see that this
is the case, one finds the Meissner boundary for parallel
vortices using F' = €(7/2)B;/do: H, = H. ) for any
H,. On the phase diagram, Fig. 4, this is a vertical line
terminating at L,. This line goes smoothly into the curve
LaL;. When one crosses Ly, moving along the Meissner
boundary, the parallel phase goes over to the tilted one in
a continuous manner, which corresponds to the second-
order phase transition. This type of the phase diagram
has been considered in Ref. 32.

2. Her,w < Hy

In this case, point L, is situated above L; (see Fig.
5). Since the phase boundary (starting at L, with zero

H,, -
7
@© 7
7
7
”
7~
L o
HyO0m)}p - - 22— - - 7 - /- — - - — - - 4
! | P @
i
He,,(1-n) = L
Hey(1-ng) H,,
FIG. 5. Phase diagram in the plane (H., H.) for H; >

H.; 1. Domains of the Meissner phase (M), of the tilted vor-
tex lattice (T'), of the lattice locked in the parallel orientation
(P), and of the combined lattice (C) are shown schematically.
Tilted lattice does not exist below the line H,;, = H (1 —n:)
for Haz > Hey (1 — n2).
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slope) has a negative slope [see Eq. (7.4)], point L, is out
of the phase boundary. The curve reaches the boundary
of the parallel vortices at point L, which corresponds
to the angle o slightly larger than tan='(H.y/H,1).
One can show that when a moves from L; to L, the
angle 6 changes from 0 to about 1/4 <« 1. Therefore,
when crossing point L along the boundary, the direction
of nucleating vortices jumps from § ~ 1/v to n/2. This
is a first-order phase transition.

B. Boundary of the tilted lattice

As the next step we determine the boundary for the
eristence of the tilted lattice in fields Ho > Hax >
$0/A2,tand. Minimizing G of Eq. (7.1) relative to B
with F(B) of Eq. (6.1), we obtain B, ~ H,, and
B, = Hs, — Hj(1 — n;). Thus in large fields close
to the ab orientation, the line Hy,, = H;(1 — n,) sets
the boundary under which the tilted lattice cannot ex-
ist. For H; < H  this line starts from point L on
the Meissner boundary. Then the phase diagram of
Fig. 4 is possible where all boundaries are lines of the
second-order phase transition. The potential Gt(Ha) for
the tilted lattice in equilibrium near the boundary, for
B, =H,,—H;(1-n,) < H3/2/H3/27, is obtained from
Eq. (7.1):

Has¢0 HO +M

327202,7 | Hap | 4n

where higher-order terms in (1 — n,) and B,/H,; are
omitted. In the interval n = H,,v/Haz > 1 the result is
similar to the London one:

Haz¢0 In Hc2,.LC{Cé
327222, Ha,

Again, the factor C{C3 may be different from that of
London due to the contribution of 2D cores.

For Hy > H,;,, in the interval H,; (1—n,) < H,, <
H;(1—n,) the tilted lattice is impossible. However, the
parallel lattice does not correspond to equilibrium be-
cause creation of perpendicular vortices lowers the en-
ergy. We conclude that a new type of vortex arrange-
ment should occur for H; > H.; ; which consists of co-
existing parallel and perpendicular vortices. We call this
arrangement the combined lattice. The transition from
the parallel to combined lattice is of the second order;
as H,, increases, on the line Hy,, = Hey 1 (1 — n,), the
perpendicular vortex lattice develops starting from zero
densxty The boundary between combined and tilted lat-
tices is the first-order transition line. To find this line
one should know the free energy of the combined lattice.

Gt(Ha) = (7.8)

Gi(H,) = (7.9)

C. Combined lattice

Let us show first that the interaction energy of parallel
and perpendicular vortices is zero. For this purpose we
use Eq. (2.14) and find the interaction term:

1 — L
Fine = 4wc§ :/dr Gvelt) + jHvedD).
(7.10)

The solution for parallel vortices (along z axis) is given by
z independent ¢p, n41, i.e., both V, <I>(") and ](") vanish.

In the Fourier representation ](") and V,,<I>$,") are pro-
portional to 6(k;). For perpendicular vortices we have

Zrike 3 explik ),

v

(Vy @5 e = -

(7.11)

doc  iks
167 14 ,\2 k?

Gk = Z exp(ik -r,).

All remaining terms in (7.10) vanish since k;6(k;) = 0.

Now, starting from the parallel lattice in the parallel
field and turning on H,,, one can create new perpendic-
ular vortices (the cost in energy is ¢oHcy,1 /47 per one
vortex). The alternative is to tilt the existing parallel
lattice (at a cost of goHy/4m). For Hy < H.y,, the tilt-
ing is favorable, while for H; > H.; ; formation of the
combined lattice takes place.

Taking into account that within the combined lattice,
perpendicular and parallel vortices form independent sys-
tems, we conclude that at given B, and B, the compo-
nent B, determines the density and the structure of the
lattice of perpendicular vortices, while the B, compo-
nent is responsible for the parallel lattice. The free en-
ergy of the combined lattice for high H,, > H. .| and
Ha. < $0/A2, (high density of parallel vortices and low
density of perpendicular ones) is

32 B ¢o Hy

F.(B) = 2% + nHo | BeHery

3272)2,y " B, 4r (7.12)

To obtain the free energy for a dense perpendicular
lattice we should replace the last term by B2/8r +
(B,¢0/327r2/\2,,)1n(H02 J_/B )

Minimizing G(B H,) with respect to B, gives B, ~
H,,. While minimizing relative to B,, we should take
into account that 1 — n, < 1. Then we obtain for the
combined lattice with a dilute perpendicular part:

A _ Hozdo Hy HazHcl,.L
CelHa) = sz N+~ 47
Hi,+H} (1-n,)
- = . (7.13)

Comparing G:(H,) of Eq. (7.8) and G.(H,) just ob-
tained, we see that for low H,, and H; > Hey,1 the
combmed lattice has lower energy. For smaller angles
tanf < 7, the main logarithmic terms of G;(H,) and
G ¢(H,) are the same. However, the linear approxima-
tion used so far is not suﬂic1ent to provide the higher-
order terms. In the interval of angles tan 8 < &,,/s, the
London model applies and therefore the tilted lattice has
lower energy, see Appendix A. Thus the location of the
first-order transition line can be limited only by inequal-
ities sHqz [€ap > Ha, — Hj(1 —n,) > H,,/v. The phase
diagram for the case H; > H.y,, is shown in Fig. 5. It
describes correctly the limit of decoupled layers (p = 0),
in which the tilted lattice cannot exist. In this limit, for
H, < H. 1, only the parallel lattice exists, while for
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H, > H:,1 we have the combined lattice (at p = 0, z-
component of the field penetrates unperturbed whereas
H, results in perpendicular vortices).

D. High field regime

Let us consider now vortex lattices in high fields H, >
Hy where 2D cores overlap. For the particular case of
tanf = v in the field H, = Hy, the arrangement of
singularities for tilted and perpendicular vortices is iden-
tical, see Fig. 6. The tilted vortex then is not a proper
description for strong fields and high angles. We argue
that in this case the combined lattice occurs. The en-
ergy of a parallel vortex is very small, and the energy
of the parallel lattice in strong fields decreases with H,
as (Ho/H4)?.1° Then, positions of singularities are de-
termined mainly by electromagnetic coupling of 2D pan-
cakes as in the model with zero Josephson coupling.!3:14
In this case the free energy reaches a minimum for the
perpendicular arrangements of singularities (perpendic-
ular vortices). Thus in strong fields and at high angles,
the combined lattice is favorable irrespective of the ratio
Hy/H. . The free energy for the parallel part of the
lattice is obtained in Ref. 10, the energy of the perpen-
dicular part is given by the standard London expression.

We conclude this section by noting that straight per-
pendicular vortices (pancakes arranged along the z direc-
tion) in the combined lattice are unstable with respect to
small distortions caused by the Lorentz force induced by
the in-plane currents of parallel vortices. A zigzag ar-
rangement of pancakes in perpendicular vortices would
have lower energy than the straight one; this effect de-
termines mutual positions of parallel and perpendicular
vortices, the subject to be discussed elsewhere.

VIII. MAGNETIC MOMENT AND TORQUE

The magnetization M and the torque density T are
evaluated according to

M = -3G/6H,, T =M x H,. (8.1)

The component M, is very small in fields H > H,
for systems of interest here; the essential quantity is M,
which gives T, = M, H,,.

FIG. 6. Arrangement of phase singularities for the tilted
(dashed lines) and perpendicular lattices (solid lines) in the
field Ho = Ho = ¢o/s%v at tan 8 = ~.

M,

Heil

4n [~
I

_
|
1
I
1
!
|
1
0 Hgyy(1-n,) H..
FIG. 7. The magnetization |M,| as a function of the z

component of the applied field in the case of H; > H¢y,1 and
1-n:)K1.

For H; < H¢,1 (the phase diagram of Fig. 4), the
component M, has a broad maximum near tan o & /2.
For H,, <« yvH,; we obtain from Egs. (6.10) and (7.1)

M, = do (ln CaCy); + YHa, o ﬂ)

T 167202, €ab 2H, H,
(8.2)

For H,, < H,) vortices are locked in the parallel ori-
entation. The system responds to the field H,, just as
in the Meissner phase: M, = —H,, /4, see Fig. 4.

In the case Hy > H.; 1 (the phase diagram of Fig. 5),
with H, increasing, when the first-order transition line
is crossed, |M,| jumps to a lower value, the jump being
of the order ¢o/16m2A2,. For the combined lattice, | M, |
increases with angle a:
¢0 1 Ac;b Haz

+ = (8.3)

M=~ Terong, " e T an

until the lock-in transition, after which it drops linearly,
see Fig. 7. For tilted and parallel lattices |M,| decreases
with angle. This feature allows us to identify the com-
bined lattice. Note that the H,, dependence of M, for
parallel and combined lattices is the same as for the
Meissner state and the perpendicular vortex phase at
Hga. = 0. This is because the parallel lattice can be con-
sidered as the Meissner state with respect to H,,, while
in the combined lattice we have the system of perpendic-
ular vortices which corresponds to a given Hg,.

IX. DISCUSSION

Let us consider the question of validity of the 3D Lon-
don and LD models for HTSC. The characteristic param-
eter po = 262,(T = 0)/%s% can be estimated using the
perpendicular upper critical field H.p (which gives &43),
torque measurements (which give an accurate estimate of
v) and the structural data (which allow us to estimate s).
In addition, the crossover temperature 7o, = T.(1 — po)
provides direct information on the parameter po.

For YBa;CuszO7_, according to the H.p data,3® £q ~
16 A and ¥ ~ 5. Torque measurements?® on an un-
twinned sample yield v = 8. This difference can be ex-
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FIG. 8. Angular dependence of the torque at high angles

for the Lawrence-Doniach and 3D anisotropic London models
in the case H; < H¢i,1. Tmax is the maximum of the torque
with respect to the angle. The circles are data for YBa;Cu3 O~
(Ref. 20).

plained by the strong dependence of 7 on the oxygen
content;3® v increases with z in the interval 0 < z < 0.1
without a noticeable change of T,. For vy ~ 8 and taking
s=8A4A (the distance between CuQO; planes separated
by a plane with CuO chains) we obtain py =~ 0.12. High
angle torque data for the sample with v ~ 8 (Ref. 20)
at T =75 K and H = 1 T are shown in Fig. 8. Devi-
ations frorn the 3D London predictions are seen clearly.
They disappear above 80 K implying that the crossover
temperature 7, =~ 80 K. Using T, =~ 90 K we obtain
po = 0.12 in accordance with the estimate made above.
The torque data are in good agreement with the LD re-
sults, Eq. (8.2); the value of InC; obtained from this
fit is &~ —1.4, which compares well with —0.9 obtained
within linear approximation. Thus, the LD model is able
to explain the anomalous torque for YBa;Cu3O,_, as-
suming that phase diagram shown in Fig. 4 is valid for
this material. For the lock-in critical angle [cota, =
(Hy/Haz)(1 — n,)] we obtain 2 x 10~3(1 — n,), i.e., the

¢
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FIG. 9. Angular dependence of the torque T(a)/T(a =

89.6°) of a single crystal Tl,Sr.CaCu;0s at 90 K in the field
Ha = 7.7 T (Ref. 21). Open circles correspond to the angle
decreasing, and solid circles to the angle increasing.
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lock-in transition is practically absent in usually available
platelet samples.

For BisSr2CaCu;0g with approximately the same &3
as in YBa;Cu3zO7_, and with v =~ 55,20 the value pg
is about 0.001; for Tl,Sr,CaCuy0g with v ~ 500,37:38
po 1s even smaller. Thus, these compounds are in the
Josephson regime in a broad temperature interval. Fig-
ure 9 shows the torque data for TlySroCaCusOg with
T.=100 K at T =90 K and H, = 7.7 T. The value H,
for this compound is estimated as & 4 T; this suggests
that in the field of 8 T the tilted lattice does not exist.
The sharp drop at § = 89.92° can be attributed to the
lock-in transition. The position of this drop agrees with
the predicted value Hcy (1 — n;) for Hoy . =~ 0.02 T
and n, = 0.5 for the sample studied. An increase of the
torque preceding the sharp drop can be taken as evidence
for the combined lattice. There is a quantitative discrep-
ancy between the predicted and measured values of the
torque at the peak (the predicted value is approximately
two times larger than the measured one). The discrep-
ancy can be caused by sharp edges of the sample or by
layers misalignment in the crystal studied. Such imper-
fections would smooth the peak value of the torque since
the lock-in transition would have occurred at different
angles in different parts of the sample.

We conclude by noting that the critical current is ex-
pected to change abruptly at the lock-in transition as
well as at the transition combined-tilted lattices because
the pinning should differ for parallel, tilted, and perpen-
dicular vortices.
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APPENDIX A

The 3D anisotropic London equations for a vortex
passing the origin along z, read?

2
hi — /\zmkzsuwktng;t = ¢0Z0i6(ro) . (A1)
Here €ix is the unit antisymmetric tensor; A2m;; is a ten-
sor with eigenvalues A?’m, = A2, and A\?>m, = A2, such
that A2, A. = A3, and ro = (2o, ¥0). Usually, these equa-
tions are written with zg as one of the coordinate axes, a
Justified choice because nothing depends on z for a vor-
tex in a uniform material. Within the LD scheme, this
feature is lost anyhow, and the crystal itself represents
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the most convenient frame. For the purpose of reference
and comparison with LD results we describe here the 3D
London vortex in this frame.

The crystal coordinates (z,y,z) (with z along the ¢
axis) are obtained by rotation of (zg, yo, zo) over the angle
¢ (the angle between the vortex axis and the ¢ axis) round
Yo = ¥, which means: Zp = Zcosf + Xsinf and §(rg) =
6(20)6(yo) = 6(x cos@—zsin0)6(y). Equations (A1) then
yield

he = AgyBhe + (A2 = A3,)(47/)Vyj.
= ¢osinb o(z cosf — zsin 6)é(y),

hy = AapAhy + (A2 = A3,)(d7/e) Vg, = 0, (A2)

h, — A2, Ah, = ¢ocos @ 6(x cosd — zsin 0)6(y) .

Here 47j, /c = curl,h, and A is the 3D Laplacian. Note
that, in fact, h(R) depends only on (z — ztanf) and y.
The 2D Fourier transform (FT) of the field at z = 0 is

he = o tan 0 [1+ A2, (k2 tan® 0 + k2) + A2k2]/d,

hy = ¢otan O(A2 — A2 Vkoky /d | (A3)

hy = ¢o/[1+ A2, (k2 sec? 0 + k;)] ,
where
d=1[14+ X2, (k2sec? 0+ kg)](l + A2k2 4 2%, k2 tan?0).

Note that in the crystal frame, the equation for h, is de-
coupled from others; h,(R.) can be easily obtained either
from the real space Eq. (A2) or from its Fourier trans-
form (A3). This feature is preserved in the LD formalism;
with the help of Eq. (2.4) we obtain

s Y h(R)6(z — ns) — A2, Ah,(R)§(z — ns)

= bod(y) D 8(x —na+a/2). (Ad)

This equation can be solved with the help of FT, see
Refs. 12 and 13.

The 2D Fourier solution for the current density is

Je = idocky[l 4+ A2 (kZsec? 6 + lcj)]/47rd,

Jy = —idocks 1 + A*(0)(kZ sec? 0 + k2)] /4md cos® 6,
(A5)

J: = —idocky tan 8/4m(1 + A2k + AZ,kZ tan? 9)

where

A2(0) = A2, sin? 0 + A cos? 6. (A6)

Within the LD model, in the linear approximation, the
current j,(r) = (cho/8T2A2s)p = jop. It is easy to check
the same relation in the Fourier space: expand the rhs
of (4.2) in kya < 1 and compare the result with j, (k) of

the last equation (A5). In the real space formula (4.4),
the 3D London limit corresponds to setting sinu = u;
this can be directly confirmed by integration over k, in
the inverse FT of j,(k).

From the last of Egs. (A5) we find

K T
(T
(T2 )

n=vcotd, r¥=2zn?+y*(1+1n?),

j (1) = __gqc___ _3_/_
‘ 8m2AapA2 7y

(A7)

where K is the modified Bessel function. The boundary
of the region in the zy plane, where the London model
differs substantially from the LD approach, can be esti-
mated setting |j.(r)| = jo. The boundary is situated in
the region where the argument of K; in (A7) is small; we
then obtain

r? = [ylAs (1 + %)/,

These are two identical ellipses touching each other at
the origin and located symmetrically on opposite sides
of the z axis. The width of the region enclosed by the
curve in the z direction is stan@; in the y direction it is
20, (14n?)~ 12,

The free energy per unit length of a London vortex has
been obtained in Ref. 5:

(A8)

2 A6
€ = L (-—(—)—ln—/\—c~+cosﬁln

Aab(1 + cosb)
T16mAZ, \ A Ea '

A(6) + Ac cos B
(A9)
For large angles, tan § > v, the London line energy reads
¢g ( /\c 72 /\cCBL)
= ——(In— 4+ ———
167r2/\a1,/\c " gab + 2tan2 7] n fab

with Csp = e™2 = 0.135.

Taking the limit A, — oo, one obtains for § # /2 the
result of the model with pure electromagnetic coupling
of the layers:!*

5

T 16m2A2,

€r (A10)

Aas(1 + cos 8)

2€qp cos O (ALD)

€EM cos @ In

The free energy of the equilibrium vortex lattice in
intermediate fields, H;y < H < H.s, reads (see Ref. 5)
In our notation

YHo, 1 Cf
(B2 +~2B2)1/?’
(A12)

B | $o(B: +4°BY)')?

F =
327l’2)\ab/\c

T 87

where the parameter C] on the order unity depends on
the lattice structure. The leading term in the potential
G of Eq. (7.1) is (F — B?/87). Thus, for the tilted lattice

~ _ 6o(Bi ++°B2)'?

a 7Hc2,.Lci
e 32725 Ae

(BE+ 4B
For the combined lattice of perpendicular and parallel
London vortices we have G. = G| + G| with

(A13)
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~ $oB. | Hez 1 Cy APPENDIX B
Cr=gmz, "B,
T A ‘ (A14) In Fourier representation Eqs. (2.4) read
2, 2
s _ %8s, YHez,1 C1 ' (ky +¢°)Az(k, q) — ksky Ay (k, g)

CI = Saetagn, © B,
The tilted London lattice is always preferable to the
combined one: use the inequality (B2 + y2B2)!/? <
B + vB; in the prelogarithm factor of G; to show that
— (G + G)) is always negative.

Aok, q)= / drdz A, (r, z) exp[—i(kr + ¢2)],

¢0

- (A0 + Ro.kia))  (BD

with another equation obtained from (B1) by the inter-
change = « y. Here

Aq(k,q) :Z/dr dz Ay(r, 2)6(z — ns) exp[—i(kr + ¢2)],

®.(k,q)= Z /dr dz®,, o(r)6(z — ns)exp[—i(kr + ¢z)], B, ,a(r) = Va®a(r),

with a = z,y. Denoting the rhs of (B1) by —a, we have

az (k2 +¢%) + aykzoky
g%(k? +¢?) ’
to obtain an equation for Ay, interchange z and y.
Using the definition of A, one can prove!2 the relation

13 4a (ko ).
m
which verifies that Aa(k

Ag(k,q) = E‘S_Z

Az(k,q) =

Aa(k’Q) =

k2 + 97,
2+ ad) |

O Al

(B2)

(B3)

,q) is periodic in ¢ with period 27/s. With the help of this property we obtain from Eq. (B2)

(B4)

where ¢, = ¢+ 27m/s. An equation for Ay(k,q) is obtained after £ < y. Solving these two linear equations for

Ag(k,q) and Ay(k, q) yields

/L(k, q) = _@‘I’z(k,Q)[kgAOq + szkq k*AogArg] + @y(k, g)ks ky(Aog — Akq) (B5)
2 k2(1+ Aog)(1 + Axg)
[
and a similar expression for 4,(k,¢) (z < y), where 28, (k, ¢) sin k;_a = kspib(gs + ksa),
Naprg = ; k? i P ;-kcosh(j::)h (—kz()as(qs) ' (BS)
(BS) kra 471 kza
Also, one can verify that 2%, (k, g)sin ‘;_ = (kyﬂf’k Esm ; ) 6(gs + kza).
kzAz(k,q) + kyAy(k, q) Then, with the help of Eq. (2.11), we find jux in terms
of px. Inserting the phases & into (B5) and using
STy ket + o). (7)o B ve oot B8 T sy
Now we use the relation ¢p n41(r) = ®,(r) — Ppyi(r) calculation

and Eq. (3.4) to obtain ®,(k, ¢) and ®,(k, ¢) in terms of
Pk

s2

AZA .
abllke & 4sin®(gs/2) + k2s2

(B9)
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APPENDIX C

Consider an integral

In(2R).  (C4)

R 0o
1 / dz / dy -
278 J_r Joco 1+ 22492872
We see that for § < 1 the procedure (C4) gives a correct
answer. For > 1 the procedure (C3) should be used, if
we are to evaluate the integral with logarithmic accuracy
for large or small values of 8. Thus, one can replace the
circular region of integration by an infinite strip parallel
to the direction of the fastest decrease of the integrand.
The difference between (C3) and (C4) is InS. In the
domain of angles tan > v the parameter 3 = v/ tan@
according to Eq. (5.2); this gives an extra factor in log-
arithm in the third term of Eq. (6.1). In the domain
of angles tan§ < v the factor § = 1+ tan 6/, and the
difference between (C3) and (C4) is negligible.

dz dy
, C1
27rﬂ/z+yz<nz 14 22+ y2p3-2 (C1)
where R > 1. Asymptotically,
2R
I=1In . 2
142 (G2)
Integration over an infinite strip parallel to z gives
1 R o dz 2R
— d —_———=Iln—.
27p /_R y/_w e
On the other hand,
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