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Local Josephson electrodynamics based on the sine-Gordon equation is generalized to the nonlocal
case of high critical current density j; across a contact for which the Josephson penetration depth is
smaller than the London magnetic penetration depth. Magnetic flux is shown to penetrate the contact
in the form of Abrikosov vortices having highly anisotropic cores much larger than the coherence
length. An exact solution describing such a vortex is found; the lower critical field, vortex mass, and
flux-flow resistivity are calculated. It is argued that vortices localized on planar crystalline defects are
weakly pinned, therefore any weak links with j; smaller than the depairing current density form a dis-
sipative network which essentially reduces the critical current and facilitates a possibility of quantum

flux creep.

Mechanisms determining current-carrying capacity of
high-T, superconductors, especially anomalous depen-
dences of critical currents I, upon magnetic field H and
temperature 7, and also a high sensitivity of /. to even
weak crystalline disorder, due to the short coherence
length & and high anisotropy,' 3 have attracted consider-
able interest since the discovery of these materials. These
features, as well as significant thermal fluctuations of
pinned fluxons,* are believed to be the most important fac-
tors limiting /. of high-T, oxides. For instance, grain
boundaries that cause local suppression of the order pa-
rameter y=Aexp(iv) divide a sample into superconduct-
ing grains coupled by a weak Josephson interaction.’
Magnetic field penetrates the grain boundaries in the form
of Josephson (J) vortices having sizes of order

As=(coo/16x0j;) "2, 1)

where ¢ is the flux quantum, ¢ is the velocity of light, A is
the bulk London penetration depth, and j; is the critical
current density across the contact.> Usually the Joseph-
son penetration depth A; is assumed to be much larger
than A because j; is regarded as much smaller than either
the intragranular critical current density j. caused by
bulk pinning or the depairing current density j; =cgo/
12372, Due to their larger sizes, the J vortices are
pinned much more weakly than the intragrain Abrikosov
(4) fluxons (see, e.g., Ref. 6). This causes the decoupling
of superconducting grains, since the grain boundaries
form a dissipative network” along which the magnetic flux
can move through a superconductor at much smaller I,
than that determined by bulk pinning.

This model of superconducting decoupling cannot be
directly applied to good thin films or single crystals, where
high-angle grain boundaries and other incoherent defects
are absent. Nevertheless, these superconductors still con-
tain coherent planar defects such as twins, stacking faults,
low-angle grain boundaries, etc.,> which do not cause
strong lattice distortions, but can lead to a local reduction
of superconducting gap 2A due to the small value of &.!
In this case one could expect a moderate local decrease of
Ja at the defects to some value j; which can still be larger
than the critical current density j. determined by the in-
tragrain pinning of fluxons. Hereafter, such defects will
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be called “hidden” weak links, since they cannot affect I,
directly due to the decoupling of superconducting grains
and related effects of magnetic granularity. However, it
will be shown that these weak links change the structure
of the vortex core, which can lead to a significant reduc-
tion of longitudinal pinning force for vortices localized at
the defects. This results in the appearance of weakly
pinned A vortices which can move along a dissipative net-
work’ similar to the Josephson network in granular ma-
terials and thereby limit the 1. of high-current supercon-
ductors despite having j; > j.. An analogous situation
may occur in conventional low-7, superconductors as
well, for example, in optimized high-j. Nb-Ti alloys,
where the strong pinning is caused by a dense network of
thin [d~(0.1/2)&] a-Ti ribbons,® or in Nbs;Sn, where the
pinning is due to grain boundaries.?

As an illustration, we consider a vortex situated at a
planar defect with j; < j; (Fig. 1). Since the current den-
sity j(r) at the core (r~¢&) of the A4 fluxon is of order jy,°
the length / of the core along the defect becomes much
larger than the core size £ in the transversal direction due
to that j(r) across the defect cannot exceed j;. The
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FIG. 1. Vortex localized on a planar defect being in the yz
plane. Current lines described by Eqs. (12)-(14) are two sets of
arcs centered at the point x =/ for the half plane x <0 and
x = —[ for the half plane x > 0. The points on the x axis (x =/
and x = —/) indicate positions of fictitious 4 fluxons determin-
ing the field distribution H(x,y) at x <0 and x > 0, respective-
ly.
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length / can be estimated from the continuity of currents
flowing parallel and perpendicular to the defect within the
core, jq&~jsI, whence

l~ja&ljs>§. 0))

Thus the vortex core becomes highly anisotropic, its size /
along the defect being smaller than A provided that
JsZ jaé/\. As follows from Eq. (1), the latter occurs
in the case of strong Josephson coupling for which
aGs) <A, ie.,

Js > ji=ceo/162°A3~ ja/x , (3)

with k =A/& the Ginzburg-Landau parameter. Assuming
A(T) =20)[1 = (T/T.)*1 ~'72, one gets for YBa,Cu30,
(L5 (0) =1500 A, T, =92 K] that j;(0) =1.1x107 A/cm?
and j;(77 K) =1.6x10% A/cm?. In thin films of thickness
dy < the condition A;(j;) <A can hold at smaller j; be-
cause now the magnetic field penetrates the defect over
the length k,-~l}’“ AV z/df'/ 2 5 whereas the effective Lon-
don penetration depth becomes kZ/df.9 Hence it follows
that jflm ~ (d,/0) j P < jPuk,

If a superconductor contains only defects with j; > j;
the J vortices (A;>>1) are absent. However, there appear
Abrikosov-like vortices having highly anisotropic Joseph-
son cores (/> &) (Fig. 1) which are pinned more weakly
than fluxons within grains. Indeed, consider the most
effective core pinning by normal precipitates when the
maximum elementary pinning force per unit vortex length
f~algo/472)?/1 is inversely proportional to the core size
/, in the optimum case of pins having sizes ~/ (a is a
volume fraction occupied by pins).!® Hence it follows
that the longitudinal pinning force f; for vortices localized
on planar defects is much smaller than the intragrain pin-
ning force f; if current flows perpendicular to the defect
plane yz. This result is independent of details of pinning
potential U(r) determined by both randomly distributed
pins within the grains and inhomogeneities of the grain
boundaries. An additional mechanism leading to f; < f}
may occur if the potential U(r) is not optimum for the
both types of vortices simultaneously. For instance, if
U(r) is optimized for intragrain fluxons only [U(r) varies
over scales of order of £] it cannot lead to the effective
pinning of vortices at the grain boundaries, where the core
size is much bigger than £&. Thus both the difference in
vortex core sizes (/> &) and the mismatch of the pinning
potential U(r) yield f; < fp. As a result, the pinning force
f turns out to be highly anisotropic with respect to the
orientation of j: The force f; is maximum (f;~f,) for
jllyz and minimum (f; < f3) for jLyz. Thereby the pla-
nar defect can become a channel along which the vortices
begin moving at much smaller j., as compared with in-
tragrain fluxons. This model differs from the intrinsic pin-
ning model!! in which a stack of planar defects is regard-
ed to result in an additional pinning force perpendicular to
the defect plane. Both mechanisms result in the similar
anisotropy of f(j), however, here only the contribution
coming from the change of the vortex core structure at
hidden weak links is considered.

As follows from the above qualitative arguments, the
hidden weak links with j; > j; strongly deform the cores of

A fluxons. However, the field distribution outside the core
(r>1), where circular screening currents decay exponen-
tially over the length A, remains the same as that of the A4
fluxon in uniform superconductor. In this paper such a
vortex is considered in detail. At j; < j; the current den-
sity within the vortex is much smaller than j,, therefore
the defect can be treated as a long high-current Josephson
contact for which the Josephson penetration depth A; is
smaller than A, regardless of specific mechanisims causing
the local decrease of j; across the defect. At x> 1 such a
situation occurs in a wide region j; <js; <jy, with
Ji~Jja/x given by Eq. (3). In the case A;(j;) <A the con-
ventional Josephson electrodynamics based on the sine-
Gordon equation® is invalid because the equation for the
phase difference ¢ =¢,; —¢, across the contact becomes
nonlocal, as will be shown. The corresponding nonlinear
integral equation for ¢ enables one to trace a crossover be-
tween the Josephson and Abrikosov vortices when increas-
ing js from j; < j; to js~j4. An exact solution describing
the vortex at j; < j; < js can then be obtained.

In order to derive the equation for ¢(y,t) in the case of
the infinite planar Josephson contact shown in Fig. 1, we
use the following relation:>

¢'(y) =872, (x =+0,p) — j,(x =—0,y)1/coo, (4)

where the prime denotes differentiation with respect to y.
The x and y axes are perpendicular and parallel to the
contact, respectively, with magnetic field H along the z
axis. It is assumed that ¢(r) depends only on y, and the
thickness of the contact d is negligible compared with A,
which enables one to neglect a contribution from the vec-
tor potential A in Eq. (4). The values j, (£ 0) are deter-
mined by the London equation describing H(x,y) outside
the contact

AVZH—H =0 (5)

(for simplicity an anisotropy of A is not taken into ac-
count). Equation (5) can be solved by a Fourier transfor-
mation in y, which gives the Fourier transform H(x,k)
vanishing at x = & oo in the form

H(x,k) =Ho(k)expl—|x|(1+12k2)2/A]. (6)

Here Ho(k) is the Fourier transform of H(x=0,y) re-
lated to j;(0,k) and j,(*0,k) via the Maxwell equa-
tions jx(0,k) =ikcHo(k)/4n and j,(£0,k) =cHo(k)(1
+A2k?)Y2sgn(x)/4m\. Using these formulas and Eq.
(4), one can exclude Hy and express j,(0,k) via the
Fourier component ¢(k):

cook 2<P (k)
16721+ 2%k V2
By carrying out the inverse Fourier transformation of Egs.
(6) and (7) and using a standard representation of j, as a

sum of Josephson, resistive, and displacement currents,’
one gets the following equations for ¢(y,¢) and H(x,y):

% de _M [~
672+n61 n:kf

Jx(k)=— @)

2
Mdu —sineg,

Ko ly —ul 4
du

A
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do b x2+ (@ —u)3'2 | de H(x,y)= 9o In 42 —-2C 12)
Ha =55 [ Ko - Sodu. LAVl e D b
¢
© j0y)=COH by (13)
H Ko(x) i odified B 1 functi 1/RC 4r & 8zh? o+l
ere Ko(x) is a modified Bessel function, n= wy, coo |
-0 . . . (01 12 _ % P (+ -__C OH_ 90 Isgnx (14)
T =w,t is a dimensionless time, w; = (ej;/hC) %, —eis Jy(£0,y) 4r 9x  8aAZ y2+12

the electron charge, and C and R are specific capacitance
and resistance of the contact, respectively. Notice that
unlike the sine-Gordon equation, the dynamic integral
equation (8) at 7=0 is no longer Lorentz invariant, with
the maximum group velocity of electromagnetic waves
given by ¢; =A 0,52

Equations (8) and (9) are valid for any relation be-
tween j; and j;. For instance, at A;>>A (j; < j;) the phase
@(y) varies along the contact (x=0) over the length
~Ay; that is, ¢(u) varies much more slowly than Ko(u).
This enables one to replace Ko(u) =n6(u), obtaining the
sine-Gordon equation for ¢(y,t) and the conventional for-
mula Ho(y) =¢o¢'(y)/4xh of local Josephson electro-
dynamics® instead of Eqs. (8) and (9). In the opposite
case Ay <A or j;>j; Egs. (8) and (9) are nonlocal; that
is, the kernel Ko(x,y —u) varies much slowly than the
phase gradient ¢'(u) which changes sharply over the
length / <A. For instance, in the case of a single vortex,
the field H(x,y) outside the core |y|>/ can be obtained
from Eq. (9) if one puts ¢'(y) =2x5(y), which gives the
field distribution in the A4 fluxon.’

Explicit single-vortex solutions of Eq. (8) can be found
both in the local (A<KA;, j;<j;) and the nonlocal
(A>Ay, js>> ji) limits. For instance, in the local case the
integral equation (8) reduces to the sine-Gordon equation
which has the known solution ¢(y) =4tan ~![exp(y/A;)]
(Ref. 5) describing the J vortex with an accuracy to
(A/A;)?<1. In the opposite nonlocal limit the function
#"(u) in Eq. (8) sharply decays over the length ~/ there-
fore the Bessel function Ko(z) can be replaced by its ex-
pansion at small argument, Ko(z) =In(2/z) —C, where
C =0.577 is the Euler constant. In this case the nonlinear
integral equation (8) has the following asymptotically ex-
act solution describing a stationary vortex at A >,

e(y)=r+2tan"1(y/1), (10)
M _3V3J4
1 A s .5 an

In such a vortex the phase ¢(y) changes from 0 to 2x over
the length ~/ which coincides with the qualitative estima-
tion (2) with an accuracy to a numerical coefficient. Both
for the local and the nonlocal cases the corrections to
these solutions coming from the above-discussed approxi-
mations of the kernel Ko(u) are negligible. For instance,
at |y| > A the asymptotes of ¢(y) differ from those given
by Eq. (10) due to a weak effect of London screening on
the structure of the vortex core (| yI < A). This results in
exponential decay of ¢'(y) instead of the power one in Eq.
(10) at |y| > A, which do not affect the physical charac-
teristics of the vortex considered below. For instance, by
integrating Eq. (9) with Ko(z) =In(2/z) —C and ¢(y)
given by Eq. (10), one gets the field and current distribu-
tions in the vortex at x2+y2<A2in the form

Formulas (12)-(14) describe the crossover between the A
and J vortices when increasing / from /~¢& to [ ~A, re-
spectively. As follows from Eq. (12), the distribution
H(x,y) allows a clear geometrical interpretation, namely,
the current lines in the domain x > 0 coincide with those
of an A fluxon placed in the point x = —/ (or x =/ for the
domain x <0) (Fig. 1). At x?+y2>12% such a field
configuration reduces to the 4 fluxon in uniform super-
conductor, the structure of the core being inessential and
one can put /=0 in Egs. (12)-(14). However the field in
the center of the vortex H(0) =(¢o/2712)[In(21/1) —C]
is finite and depends on the core size /. In addition, there
is a discontinuity in j,(x) at x =0 because the magnetic
field penetrating the contact induces antiparallel screening
currents at x >0 and x <O0.

Within the region |y| </, |x| < & the phase ¢(p) varies
significantly, with j,(y) decreasing from the maximum
value j, (/) =j; at y =1 to zero at y =0. This region plays
the role of a vortex core, although it differs qualitatively
from the normal core of the A fluxon resulting from a
reduction of the superconducting gap 2A(r) in its center,
since j(r) given by Egs. (12)-(14) at / =0 becomes of or-
der of j; at r~¢&. By contrast, the core of the vortex lo-
calized on the defect is due to weak Josephson coupling
thereby j(x,y) is always much smaller than j;. As a re-
sult, the gap 2A within the core coincides with the bulk
value 2A(e0), and the low-energy (E < A) electron excita-
tions are absent if the defect can be treated a thin (d < &)
insulating or normal layer.

Making use of Eq. (10), one can calculate the lower
critical field H,,, the vortex mass m and the viscous drag
coefficient 7o in the nonlocal limit by analogy with those
of J vortices.>'2~17 To find H,, we present the free ener-
gy F of the contact in the form

2
90 bt lyi=y2l | 8¢ 8¢
F=|-2- Ko| 22| %2 9 4y g
| [ g ey,
hjs (=
+ == 1- 15
L [ (—cose)ay, (1s)

where the first term is the energy of magnetic fields and
superconducting currents F,, = [ (H2+A2|curlH|2)dx dy/
87 expressed via ¢'(y) by Egs. (6) and (9), and the second
term is the energy of the Josephson coupling F;. By sub-
stituting Eq. (10) into Eq. (15) and performing integra-
tions, !4 one finds that H.; =4xF/¢ is given by

do A
—— |In—+7y]|, (16)
4m\2 [ 1 7]
where y=In2+1—C=1.116. The hidden weak links
thus decrease the bulk H,.; due to the change of the vortex
core energy.

The absence of the normal core leads to a reduction of

Hcl=
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the vortex mass m, compared with the 4 fluxons for which
m is mainly -determined by electrons localized in the
core.!3 However for the vortex pinned at a hidden weak
link, there is only much smaller electromagnetic contribu-
tion to m caused by the vortex motion.!3 716 At small ve-
locities v of the vortex (v </w;) and =0, its energy in-
creases by ¥ mv2=11 C[V(y)dy, where V =(h/2e)d¢/
0t is the voltage across the contact. Hence

m=Ch2f°° _nCh?
4e? J = 2e?l

e

oy , a7

where ¢©(y) is given by Eq. (10). Likewise, one can find
the viscous drag coefficient 71 in the overdamping regime
(RCwy; < 1) by equating nov? to the total dissipation rate
R '"w(h/2e)*f¢'?dy (Refs. 12 and 17), which yields
no=m/RC. This allows one to get the flux-flow resistivity
pf=H¢0/c27]0 provided that the vortex cores in the con-
tact do not overlap, i.e., H < ¢o/2/\. Then

pr=2nRIH/¢o . (18)

It is interesting to note that similar formulas for ¢(y),
H.,, and no have been obtained before for layered super-
conductors in the weak-coupling limit (j; < j;) within the
framework of local Josephson electrodynamics.'®!” For a
stack of planar Josephson contacts the model proposed in
Refs. 16 and 17 predicts the Josephson-like vortex core
due to a collective many-layer interaction, although in the
single-layer case considered above it reduces to the
description of the J vortex. Nevertheless, both the local
many-layer model and the nonlocal single-layer model re-
sult in formulas (16)-(18) in which the length / turns out
to be qualitatively different in the local and the nonlocal
cases. For instance, for the stack of Josephson contacts
the length [ is of order an interlayer spacing,'®!? unlike
the case of the strong coupling for a single contact con-

sidered in this paper, for which / depends on j; and can be
much larger than &.

In summary, the coherent crystalline defects with
Ji1 <Js <ja result in neither the appearance of J vortices
in a superconductor, nor the pronounced effects of granu-
larity and magnetic decoupling. However, they strongly
deform the cores of bulk 4 fluxons (Fig. 1), which is a
manifestation of nonlocal effects in pinning similar to
those in elasticity theory of vortex lattice.'® This reduces
H., [see Eq. (16)] if the defects form a percolating net-
work through which the magnetic flux can penetrate the
superconductor. Such a network of hidden weak links
forms a natural path for flux motion, since the elementary
pinning forces along the network turn out to be much
smaller than the intragrain f}; for the most effective core
pinning. In this case the vortices localized at planar de-
fects are mainly pinned by the weaker collective interac-
tion,® which may determine the total critical current of
high-j. superconductors. This dissipative network can
also affect I-V curves at j < j. and dependences of flux
creep parameters on T and H.'° For instance, the reduc-
tion of vortex mass and viscosity due to the absence of
normal core considerably facilitates a possibility of quan-
tum vortex tunneling in bulk superconductors which has
recently been proposed to account for a temperature-
independent flux creep in high-T, oxides at low 7.20:2!
These effects become more pronounced in granular ma-
terials, where the existence of grain boundaries with
Js < Jj. give rise to weakly pinned J vortices for which
[~2y.
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