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Computer simulation of disordering and premelting of low-index faces of copper
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Molecular dynamics and the effective-medium theory have been applied to investigate the structure

and dynamics of (110), (100), and (111)faces of copper in the whole temperature range from 0 K up to

the bulk melting point, which has been determined to be 1240225 K. The observed order in the surface

stability follows the order in the packing density. (110) disorders first via anharmonic effects (up to 700

K), then by vacancy-adatom formation and finally by premelting of the surface at about 1200 K. The

(110) solid-melt interface is anisotropic and broadened, having a tendency to form small fluctuating (111)

facets in equilibrium, which is suggested to be the atomic-scale melting mechanism in that direction. On

the contrary, (111)is very stable up to the bulk melting point and even shows weak superheating effects.

Premelting is also lacking on (100). The melting proceeds in these directions by a layer-by-layer mecha-

nism. These observations correlate both with the experimental findings and with the thermodynamic

models of the surface stability of fcc metals.

I. INTRODUCTION

A lot of recent theoretical and experimental work has
been devoted to the understanding of the surface premelt-

ing property of crystalline materials, i.e., the situation
where in equilibrium the surface of the crystal is covered

by a thin liquidlike film below the thermodynamical bulk

melting point T . While the original idea of surface-

initiated crystal melting is very old, ' direct measure-
ments on clean single-crystal surfaces have been possible
only during the past decade. ' Another type of disor-
der, called roughening, is also proposed to occur on
several loose-packed crystal surfaces. ' 's On the atomi-
cally rough surface, atoms still occupy the crystalline po-
sitions, while the premelted surface has liquidlike
structural, mechanical, and transport properties. Howev-
er, the surface-liquid film is affected by the underlying
solid substrate, which is the reason why it is often called
quasi liquid

Thermodynamically, roughening involves the disap-
pearance of the free energy of formation of an atomic
step or kink on the surface, while the thermodynamical
condition for premelting of a crystal face (hkl} can be ex-
pressed by means of the interfacial free energies per unit
area

~sv + VsL + YLV
(hkl) {hkl)

where the free energies are those for solid-vapor (SV),
solid-liquid (SL), and liquid-vapor (LV) interfaces, respec-
tively. However, both roughening and premelting can
occur on the same surface, roughening being a precursor
state for premelting. The Miller indices (hkl) have been
explicitly added to Eq. (1) as a reminder that the crystal-
face anisotropy can strongly afFect the tendency to pre-
melt. "

A theoretical approach to surface-initiated melting
may involve thermodynamical models based on Landau
free-energy functional' ' lattice-instability models,

or computer simulations. Models based on Landau
theory lead to a consistent qualitative description of
premelting with respect to experiments, predicting, e.g.,
the divergence of the quasiliquid thickness as a function
of the reduced temperature, ln( T —T ) or ( T —T }',de-

pending on whether the atomic interactions are short
ranged or long ranged, respectively. For a microscopic
(atomic-scale) description of disordering and surface-
initiated melting, relaxations, reconstructions, and crys-
tallographic surface anisotropy should be taken into ac-
count. Lat tice-instability models have demonstrated
clearly the stabilizing role of surface relaxation against
disordering and melting, but they have failed, e.g., in pre-
dicting that the relaxed Cu(110} face should be more
stable than the relaxed Cu(111) face, contrary to experi-
ments. It is clear that the more realistic microscopic
description of disordering and premelting phenomena on
crystal surfaces can be obtained using computer-
simulation methods, especially the molecular-dynamics
(MD) method, where the real dynamics of the atomic sys-
tem can be followed. Unfortunately, while MD simula-
tions have been successful in describing disordering and
premelting of low-index faces of rare-gas (Lennard-Jones)
solids, realistic interatomic potentials for metallic
systems have been available only during the past few
years. Up to now, MD simulations with these models
have been made on Al(110) (Ref. 29) using the efFective-
medium theory, on Ni(110), and Cu(110) (Ref. 32) us-
ing the embedded-atom method (EAM) (Ref. 36), and on
Au(111) using the "glue model. "3' A premelting
phenomenon driven by the vacancy-adatom mechanism
has been observed in simulations on all the studied (110}
surfaces. Au(111), on the other hand, seems to be quite
stable against surface melting due to the high packing
density. We are not aware of MD simulations on any
fcc(100) metal surface, which is experimentally seen to
preserve its crystalline structure very close to the bulk
melting point.

The purpose of the present work is to make a contribu-
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tion to our understanding of the atomic-scale mecha-
nisms underlying the experimentally observed disorder-
ing and premelting phenomena on metal surfaces. We
have studied the structure and dynamics of (110), (100),
and (111)faces of copper in the whole temperature range
from 0 K up to the melting point using the molecular-
dynamics method together with the effective-medium
theory (EMT). While previous simulations of metals
applying realistic many-atom potentials have usually con-
centrated only on the (110) face, this work studies all the
low-index faces of a fcc metal, using the same interatomic
potential and comparable sample sizes. This allows us to
directly compare the behavior of the difFerent crystal
faces, which generally is quite dificult between different
simulations due to the variations in potentials and to
different finite-size effects.

The main results of this work are summarized as fol-
lows: The order in the surface stability against disorder-
ing and melting follows the order in the packing density,
i.e., the most open (110) face disorders at the lowest tem-
perature and the close-packed (111) face is the most
stable one. On (110), the disordering starts by anharmon-
ic effects, which result in vacancy-adatom formation
beyond 700 K and finally in premelting of the surface at
about 1200 K. The thermodynamic melting point of bulk
copper in EMT is determined to be 1240+25 K. On
(100), disorder is found only for the first crystal layer near
T . (111) is stable against premelting and shows weak
superheating efects. The (110) solid-melt interface is an-
isotropic and broadened, having a tendency to form small

(111) facets in equilibrium. This faceting mechanism is

proposed to be the leading atonic-scale melting mecha-
nism in fcc metals, as compared to the more layer-by-
layer mechanism in the [100]and [111]directions.

We continue by describing briefly our method of simu-
lation and the model potential in Sec. II. Section III
discusses the surface energies and the relaxation at zero
temperature of (110), (100), and (111) faces. The estima-
tion of the thermodynamic melting point of copper in
EMT is discussed in Sec. IV. The anharmonic properties
(lattice vibrations, thermal expansion) of the diff'erent

faces are compared in Sec. V, and the disordering and
premelting phenomena are compared in Sec. VI. Finally,
the conclusions of this work are given in Sec. VII.

II. MODEL AND METHOD

All the calculations have been made with the usual slab

geometry, where periodic boundary conditions are ixa-

posed in the x-y plane and the surface under investigation
is perpendicular to the free z direction. Atoms in four
layers on one side of the slab are held fixed in their crys-
tallographic positions to mimic the underlying solid sub-
strate. The thickness of the fixed area is more than the
range of interatomic potential, which means that the
atoms moving near the static layers do not see the static
surface. The lattice parameter of the sample is set to cor-
respond to the simulated temperature according to the
independently simulated zero-pressure thermal-expansion
curve for bulk copper. The number of dynamic layers

N, and atoms in each layer X are tabulated in Table I,
together with the crystallographic orientations of the x,
y, and z directions on each face. In the (T=0) surface
energy and relaxation calculations, we have used a slab
having approximately 500 dynamical atoms, whereas in
the disordering and premelting simulations the size of the
sample has been approximately 2000 dynamical atoms.
Compared to the previous simulations of premelting of
metals, our sample sizes are quite big. We have
made preliminary simulations of Cu(110) using a slab
with two free surfaces and with approximately twice as
many dynamical layers in the z direction and half of the
number of atoms in each layer as compared to values

given in Table I. However, for practical reasons in

analysis, we chose the slab with only one free surface for
the systematic study. We have verified that both simula-

tion geometries result in the same picture for disordering
and premelting of Cu(110). We therefore expect that

there are no significant finite-size effects in our results,
especially when comparing the behavior of (110), (100),
and (111) faces, since we have used similar sample sizes

for all these faces.
We have carried out three different types of MD simu-

lations: dynamical quenching to find out the relaxed
zero-temperature structure of the surface, constant-
temperature (canonical) simulations to determine the
thermodynamical bulk melting point of copper in our

model, and combined constant-temperature and

constant-energy (microcanonical) simulations to study

the disordering and premelting phenomena. The quench-

ing procedure was started from the unrelaxed (bulk-

terminated) positions of atoms on the surface. While do-

ing ordinary MD, the signs of the products of the veloci-

ty and force components for each atom, v; F, (a =x,y, z)
were checked at each time step. Whenever any of these

products was negative, meaning that an atom i was mov-

ing out of a local energy minimum, the velocity com-

ponent in that direction was set to zero. This procedure

TABLE I. Characteristics of the calculational box used for the (110), (100), and (111)faces in simula-

tion of surface disordering and melting. N, is the number of dynamic layers and N„~ is the number of
atoms in a layer. N, , =N, N„~.The numbers in parentheses are those used in the zero-temperature cal-

culations. Also shown are the crystallographic orientations of the x, y, and z edges of the simulation

box.

(110)
(100)
(111)

( )OO&

((OO&

(11O&

(110&
(1OO&

( 110&
((OO&

(111&

N,

26(10)
20(10)
20(8)

N„
88(48)
98(50)
90(56)

Ntot

2288(480)
1960(500)
1800(448)
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was able to rapidly quench the system into the relaxed
zero-temperature structure, from which the surface ener-

gy and the magnitude of the surface relaxation were
determined. To determine the thermodynamical bulk
melting point of copper, a method capable of supplying
latent heat was needed. We used the Nose-Hoover ther-
mostat, where the system is coupled with an external
heat bath by an extra degree of freedom. Overall, in this
work we have used the velocity-Verlet algorithm to in-
tegrate the equations of motion. Modification of that al-
gorithm to include the Nose-Hoover thermostat is dis-
cussed in Appendix A.

The simulation runs for disordering and premelting
consisted of a stochastic equilibration period of
1000-2000 time steps (14-28 ps), followed by a
constant-energy period of 2000 time steps, during which
the structural data were produced for the analysis. The
stochastic equilibration was carried out by choosing ran-
domly at time intervals of 1-100 time steps the velocities
of all atoms from the Maxwell-Boltzmann distribution
corresponding to the desired temperature. This pro-
cedure was able to remove strong correlated collective
motion of atomic layers parallel to the free surface, which
is a well-known artifact of the slab geometry. The col-
lective motion of the layers is connected with their initial
nonzero center-of-mass velocities (although the center-
of-mass velocity for the whole sample is initially set at
zero) and is very weakly damped in normal MD, especial-
ly at low temperatures, and for the (111}layers, which are
the easy-glide layers in the fcc structure. The stochastic
equilibration can therefore be viewed as a way to ac-
celerate the energy dispersion from these initially gen-
erated vibrational modes to other modes in the system.

The trajectories for data analysis were produced by us-

ing the microcanonical MD, primarily because the rms
fiuctuations in the total energy provide a direct measure
for the numerical accuracy of the simulation (see Appen-
dix A}, and because the fiuctuations in temperature are
also somewhat smaller than in canonical methods. The
energy and structural quantities of each layer were moni-
tored continuously during the simulati. on, and equilibri-
um was interpreted to be achieved when there were no
significant temporal variations in the energy, occupation,
order parameter, or diffusion constant of each layer and
the magnitude of the rms fluctuations were in accordance
with the statistical expectations. Near melting, a whole
sequence of equilibration and production phases was re-
peated to check that the system was in equilibrium. The
longest simulation time at a given temperature has been
of the order of 100 ps. The temperature was raised by
steps of 50-100 K and the last configuration at the previ-
ous temperature was used as the initial configuration for
the next temperature, with an appropriate scaling of the
lattice parameter. The thermal averages have been calcu-
lated typically over 200 configurations, separated by ten
time steps (0.14 ps), which we concluded is sufficient to
make the collected configurations statistically uncorrelat-
ed.

The interactions between copper atoms are described
by the effective-medium theory, which is an approxi-
mate method of calculating the total energy of an arbi-

trary arrangement of metal atoms from their spatial posi-
tions. EMT has been shown to be a powerful scheme to
describe the number of bulk and surface properties of
metals, such as thermal expansion and bulk melting,
defect energies, ' dislocations, surface relaxation and
reconstructions, ' high-temperature dynamics of a sur-

face, and also properties of metal-impurity systems
and small clusters. The many-atom nature of metallic
cohesion is crucial in most of these problems, which is
the point where EMT has a clear advantage over the clas-
sical pair potentials. Compared to the other many-atom
potentials for metals, EMT has the strongest ab initio na-

ture, since, in principle, all the parameters needed in the
total-energy expression can be calculated using the jelli-
um model and the density-functional theory with the
local-density approximation. Other models, while re-
sulting in a similar functional form for the total energy,
are usually constructed in a more empirical way.

The original EMT formalism was constructed for a fcc
lattice with only nearest-neighbor interactions. In this
work, the cutoff range of the interactions is between the
third- and the fourth-nearest neighbors in the zero-
temperature copper lattice. We decided to use this longer
cutoff because of our previous results at high tempera-
tures and in disordered phases. We employ the
"shifted-force" cutoff, where the potential and the force
go smoothly to zero at cutoff. Our present method is a
direct generalization of our previous extension of the
atomic interactions beyond the nearest neighbors in bulk
calculations to systems having a crystal surface. Since
our method deviates slightly from the procedure de-
scribed in Refs. 29 and 35, a brief discussion of the tech-
nical details is given in Appendix B.

III. ZERO- TEMPERATURE CALCULATIONS

After quenching the system to the relaxed zero-
temperature state as described in Sec. II, the atomic-
sphere radius (see discussion of EMT in Appendix B), to-
tal energy per atom, changes in layer spacings, and sur-
face energy were calculated for the surface region of all
the low-index faces. At zero temperature, the atomic-
sphere radius s in EMT coincides with the definition of
the Wigner-Seitz radius. s is then a measure of the local
electron density. As seen in Table II, s is largest on (110),
since the loosest packing of atoms is on that face; corre
spondingly, the close-packed (111) has the smallest s.
The bulk value so =2.5776ao is reached in layer 5 of (110}
and in layer 4 of (100) and (111). This shows the range of
the surface effects into the bulk. The total energy per
atom for different layers given in Table II shows similar
convergence to the bulk value Eo= —3.56 eV, which is
(negative oI} the cohesive energy of copper in our model.
It is interesting to note that layer 3 of (110)and layer 2 of
(100) and (111) have a slightly greater electron density
than the bulk layers. There is also a weak oscillation in
the total energy before the bulk energy is approached on
all these faces.

Table III shows the relaxation, i.e., the change of
surface-layer spacing from the bulk value, for all the faces
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TABLE II. The relaxed T =0 values for the Wigner-Seitz ra-
dius s (ao) and the total energy E (eV) for the first five layers of
the (110), (100), and (111)faces of copper calculated from EMT.

(110)

s (ao)

2.7457
2.6016
2.5726
2.5771
2.5776

E (eV)

—2.9502
—3.4107
—3.5557
—3.5610
—3.5602

(100) 2.7118
2.5743
2.5771
2.5776
2.5776

—3.0918
—3.5333
—3.5612
—3.5601
—3.5600

2.6740
2.5724
2.5777
2.5776
2.5776

—3.1733
—3.5556
—3.5605
—3.5600
—3.5600

studied. EMT leads to contraction of the uppermost lay-
er spacing on all the faces studied, the inward relaxation
being largest on (110). Table III also shows results from
two other many-atom models, EAM, and the model by
Ackland, Tichy, Vitek, and Finnis (ATVF). All these
models give quite similar inward relaxation. This is one
point where many-atom models are more realistic than
the classical pair potentials, which generally predict out-
ward relaxation contrary to experiments. In this work,
small relaxation is seen on (110) up to d~6, the whole se-

quence being (not shown in Table III) —3.7%, —0. 1%,—0.3%, +0.2%, —0.1%, and 0.0% for d&2, d23, d34,
d45, d56, and d67, respectively. This multilayer, weakly
oscillatory behavior is qualitatively similar to that ob-
served in experiments ' ' and also in the pseudopotential
calculations, although differences exist in the magnitude
of the relaxation. In EMT, the driving force of relaxation
is the gain in "embedding energy" Ec (Appendix B) due
to the increase in the local electron density of the surface
layer. On the other hand, the opposing force comes from
the atomic-sphere correction term E~s. For a detailed
discussion of the physics involved in the surface relaxa-
tion in EMT we refer to Refs. 35 and 53.

We did not observe any reconstruction effects, i.e., in-
tralayer structural changes in the surface region, on any
of the studied faces. We have previously shown that,
e.g. , the (1 X2) missing-row reconstruction is not favored
at zero temperature on clean Cu(110) in EMT.

The last column in Table III shows the calculated sur-
face energies for different faces compared to the results
from the EAM and ATVF models. It is seen that all
these models give comparable surface energies, which are
clearly smaller than the experimental estimate for the
surface energy of copper, 1790 ergs cm by Tyson and
Miller. However, the calculated values are quite
reasonable, since the experimental estimate is an average
over a large number of different crystal faces, including
many high-energy loose-packed faces, also. It is worth
noting that the surface energies of copper given by EMT
and EAM are very close to each other. As discussed in
Sec. VII, these two models lead to quantitatively compa-
rable descriptions of the premelting of Cu(110).

IV. THERMODYNAMICAL MELTING POINT

Face Method d» (%) d23 (%) E, (ergscm ')

(110) EMT
EAM
ATVF
LEED
MEIS

—3.7
—3.0
—4.5
—8.5
—5.3

—01
0.0

—0.5
+2.3
+3.3

1416
1400
1233

(100) EMT
EAM
ATVF

—1.0
—1.2
—1.3

—0.1

0.0
—0.1

1296
1280
1144

EMT
EAM
ATVF
LEED

—1.2
—1.4
—1.8
—0.7

0.0
0.0

+0.1

1185
1170
947

TABLE III. The relaxation of the two uppermost layer spac-
ings d» and d» calculated at T=O from EMT. For compar-
ison, values obtained from EAM (Ref. 36) and the ATVF model
(Ref. 48), together with the experimental results of low-energy
electron diffraction (LEED) (Ref. 50) and medium-energy ion
scattering (MEIS) (Ref. 51) are given for the (110), (100), and
(111)faces of copper. Also shown are the calculated values for
the surface energy E, . Relaxations are defined as a percentage
change of the lattice spacing from the bulk value and surface en-

ergies are in ergs cm

In order to decide whether the observed melting of the
surface is indeed premelting, i.e., occurs at T~ T, we
must find an estimate for the thermodynarnical melting
point T of our model. At least three methods for es-
timating the melting point have been given in the litera-
ture. The most elegant and thermodynamically valid
method is based on the calculation of the Gibbs free ener-
gies of the bulk solid and the liquid phases as functions of
temperature. T is then found, by definition, by making
the free energies of solid and liquid equal. However,
this method is computationally quite elaborate and con-
tains a fairly large source of inaccuracy, due to the fact
that the free energies usually depend quite weakly on
temperature, and T is then an intersection point of two
Aat curves. In the second method, one tries to determine
the temperature-dependent velocity of the moving solid-
liquid interface vs~ at T & T and thus, by extrapolating
to zero velocity, one can find the solid-liquid coexistence
point, which is interpreted to be T . This method has
been shown to give a melting point comparable to what is
obtained from the thermodynamic method when applied
to the Stillinger-Weber potential (silicon) and to EAM
(copper). The third method is computationally the
most straightforward one. In this method, an excess
amount of kinetic energy is given to the surface region of
the sample, which results in a temperature gradient and
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nucleates melting. Heating is then stopped and the sam-

ple is allowed to evolve to equilibrium, and the solid-
liquid coexistence temperature is interpreted as T
All these methods are able to give an estimate for T
with comparable accuracy, and at present it is not possi-
ble to set a method preferable to any other.

We have used the second method and determined vs&

at six temperatures in the range of 1300—1600 K in a slab
with one free (110) surface. The (110) slab was chosen in
these calculations because it had been found to have a
dominant role in nucleating melting transition among the
faces studied. Melting in the [100] and [111]directions is
expected to proceed by a more layer-by-layer mechanism
than in the [110]direction, which may give rise to weak
superheating effects on the solid-liquid interface at tem-
peratures just above T and makes a reliable estimation
of vsL more diScult. We started with a sample having a
few liquidlike layers on the surface and applied the
Nose-Hoover thermostat to supply latent heat into the
system. At each temperature the system was followed
until the solid-liquid interface had moved near the static
substrate. The velocity of the solid-liquid interface was
determined from the linear rise in the total energy of the
system during melting. The estimated v&I 's at different
temperatures are plotted in Fig. 1. By using a quadratic
fit the velocity is found to go to zero at 1240+25 K,
which is then interpreted as the thermodynamical melt-
ing point of copper in our model potential. This agrees

reasonably well with the experimental triple point of 1356
K, especially when one bears in mind the ab initio na-
ture of the potential parameters.

Finally, we want to point out that in bulk simulations
(employing periodic-boundary conditions in three dimen-
sions) starting from the ordered lattice, melting is ob-
served to take place beyond 1500 K for copper in EMT.
This transition temperature is not the true thermodynam-
ical T, but the mechanical instability point which
satisfies the Born criterion for crystal melting. This
shows that the superheating region in MD calculations
for metals may be as large as 250 K or more (20%%uo of T

10

of Cu) and great care should therefore be exercised while
determining T from simulation results.

V. SURFACE ANHARMONICITY

Ni

[br(r)]~I = g g [r, (t +r; ) —r, (r, )]~,
l =1J=1

(2)

where r is the time-dependent position vector of atom j,

The vibrational properties of the (110) and (100) faces
of copper have attracted continuous experimental interest
during recent years. The strong anharmonicity of
these faces is also the key to understanding the produc-
tion of vacancies and adatoms at high temperatures,
which eventually can lead to roughening or premelting
transitions (or both). The anharmonicity manifests itself
as a larger thermal-expansion coeScient of the surface
area and also as an anomalous increase in the vibrational
amplitudes of the surface atoms. In this section we com-
pare the surface anharmonicities of the (110), (100), and
(111) faces by discussing the relaxation of surface layers
and the vibrational amplitudes of surface atoms at tem-
peratures below 1000 K.

We show in Fig. 2 the calculated relaxation d, 2 for
these faces as a function of temperature, defined as the
percentage change of the layer spacing with respect to
the value corresponding to the bulk lattice parameter at
the temperature in question. If the thermal-expansion
coeScient of the surface region were the same as that of
the bulk, the relaxation curve d &2(T) would be a horizon-
tal line. The rising curves in Fig. 2 show the enhanced
anharmonicity of the surface on each of the faces studied.
The thermal expansion is quite comparable on (110) and
(100), on which it is clearly larger than on (111). Notice
that our calculation of d&z(T) on Cu(110) involves only
atoms on the first and second crystal layers. It does not
contain the contribution of adatoms (which are handled
as a distinct layer throughout our analysis), which are
formed beyond 700 K. If adatoms would be included, the
d&2(T) curve would rise strongly in the range 700—1000
K.

We define the time-dependent mean-squared displace-
ment (MSD) for the surface layers as

(100) a

0—
V —] 4)

(110)

0 I I I

1200 1300 1400 1500 1600
T (K)

FIG. 1. The velocity of the (110) solid-liquid interface vsI as
a function of temperature. The estimated solid-liquid coex-
istence point is 1240+2S K.

I I I

0 250 500 750 1000
v (K)

FIG. 2. The relaxation of the uppermost interlayer spacing
d» as a function of temperature for (110),(100), and (111).
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tion amplitudes on (100) (where x and y are identical
directions) are about the same as in the chain direction
on (110). On (111),the amplitudes are smallest and near-
ly isotropic in the x and y directions ((110) and (112),
respectively). By comparing Figs. 3 and 4, it can be seen
that for surface atoms on (110), the in-plane vibrations
are larger than the out-of-plane vibrations; on (100),
atoms vibrate with comparable amplitudes in both the
in-plane and out-of-plane directions; and on (111),the in-

plane vibrations are somewhat smaller than the out-of-
plane vibrations. These results reflect the crystallograph-
ic fact that in the loose-packed crystal layers, atoms are
more tightly bound with atoms in the adjacent layers
than with their in-plane neighbors, whereas the close-
packed crystal layers have relatively weak "bonds" with
the adjacent layers.

The Lindeman rule of melting states that melting
should take place when the amplitude of the root-mean-
squared vibrations exceeds in some direction a certain
fraction (about 10%) of the distance between the nearest
neighbors. When applied to our calculated MSD values
(remembering the factor of 2), the critical MSD value ob-
tained by the Lindeman rule falls in the range 0.4—0.5

ao. This criterion is fulfilled by the in-plane vibrations of
surface atoms well below 1000 K on both (110) and (100),
while both surfaces still clearly preserve their crystalline
state. The Lindeman rule fails for the surface-initiated
melting becauses it relates the vibrations to the bulk
anharmonicity and cannot account for the enhanced
anharmonicity of a surface. We have verified that the
Lindeman rule indeed applies much better to the melting
in the bulk, the one-dimensional rms vibrational ampli-
tude for the bulk and solid layers being about 10% of the
nearest-neighbor distance around 1250 K, which is essen-
tially the same temperature as our estimated T .

The MD method may include two artifacts that must
be taken into account in interpreting our MSD results.
The finite size of our sample tnay generate collective
motion in the close-packed directions, e.g., in the direc-
tion of the nearest-neighbor chains on (110), which leads
to overestimation of the MSD values in that direction.
However, this effect can be expected to be the strongest
in samples with sizes smaller than those used in this
work. Furthermore, the stochastic thermalization
reduces the generation of the collective vibrational
modes. On the other hand, our calculated MSD values
are systematically underestimated, since we have not ex-
trapolated the results to the thermodynamical limit
(infinite sample). With the sample sizes used in this work,
we expect this effect to be below 10%.

VI. DISORDERING AND PREMELTING

A. Structure factors
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where k is the reciprocal-lattice vector parallel to the sur-
face and the sum runs over the position vectors of atoms

rj (NI in total), which belong to layer 1. The thermal
average of the magnitude squared of the structure factor,
( ~SI(k)~ ), is usually used as an order parameter, being
one for an ordered layer at T =0 K and near zero for a
disordered layer. However, this order parameter has the
drawback that it is not sensitive to the nature of the dis-
order but, in addition to the premelting, lattice vibrations
and vacancy formation also make it decrease from unity.
The effect of harmonic lattice vibrations can be account-
ed for by a Debye-Wailer factor, which produces a
linear decrease of 1n( ~SI(k) ~ ) as a function of tempera-
ture. We shall show that anharmonic effects can also be
filtered out from the order parameter. To this end we
shall make use of the fact that our calculated mean-
square displacements ( u ) contain at lower temperatures
(below the onset of vacancy-adatom formation) informa-
tion regarding the surface anharmonicity. The calculated
order parameter can then be corrected by an "anharmon-
ic" or a "quasiharmonic" Debye-Wailer factor

[SP'"(k, T)~'=e ' " ~S;"'(k, T)~'
-'k (~ (T)&

(5)

where ( u z( T) ) is a quadratic fit to our calculated MSD
values in the direction of k and the factor —,

' arises from

N

S,(k)= y e'"',
NI

(4)

For studying the translational order of surface layers
during the disordering process, we have calculated the
in-plane structure factor, defined as

Flax. 5. The order parameter ( ~SI(k}~~) as a function of tem-
perature for the first five crystal layers of (110). (a) Calculated
and (b) corrected values for k=(2m. /a)(1, 0), (c) corrected values
of k=(2&2m/a)(0, 1). The lowest curves in (a)—(c) for / = 1 and
the uppermost curves are for I =5. The vertical line shows the
estimated thermodynamical melting point T .
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FIG. 6. The corrected order parameter ( iSI(k)i') as a func-
tion of temperature for the first five crystal layers of (100) for
k = (4m/a)(1, 0).
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FIG. 7. The order parameter ( iSI{k)i') as a function of tem-
perature for the first five crystal layers of (111). (a) Calculated
and (b) corrected values for k=(4&2+/a)(1, 0); (c) corrected
values for k =(4&2~/&3a )(0, 1).

our definition of MSD as discussed in Sec. V.
The calculated and corrected order parameters for sur-

face layers are shown as a function of temperature in
Figs. 5 —7 for (110), (100), and (111), respectively. The
reciprocal-lattice vectors that have been used are
k, =(2m/a)(1, 0) and k» =&2ik, i(0, 1) for (110),
k„=(4n/a)(1, 0) and k» = ik„i(0, 1} for (100), and
k„=(4&2m/a)(1,0) and k» =( I/v'3)ik„i(0, 1) for (111}.
We find that the corrected order parameters for the first
crystal layers of (110), (100), and (111)remain practically
unity up to 700, 900, and 1100 K, respectively. These
temperatures correspond to the onset of vacancy-adatom
formation on each of these faces, as will be discussed in
Sec. VI B. The effects of harmonic and anharmonic lat-

tice vibrations are then filtered out from the order param-
eter. Notice that the existence of vacancies does not
directly affect the order parameter, since normalization is
made at each time step by using the instantaneous layer
occupation N& in Eq. (4). Vacancies have an indirect
effect by inducing distortions in the surface region, as can
be seen from the snapshots shown in Sec. VI E.

The vertical lines in Figs. 5 —7 indicate the estimated
thermodynamical melting point in our model potential.
Below T, the disorder is most pronounced on (110),
much weaker on (100), and (111) is seen to be very well
ordered up to T . The corrected order parameter for the
(110) surface layer decreases a little faster in the direction
of the nearest-neighbor chains (y direction) [Fig. 5(c)]
than perpendicular to the chains [Fig. 5(b)]. A weak an-
isotropy in the disordering of the (110) metal surface has
also been seen in experiments.

We have to comment on the peculiar behavior of the
corrected order parameter in the x direction on (111)
[Fig. 7(b)], since it includes an important limit of validity
to our analysis of the order parameter. The rise of the or-
der parameter between 400 and 1100 K can be under-
stood by noticing first that the magnitude of the
reciprocal-lattice vector in that direction is the greatest
among the vectors studied. Writing r =r p+u, and by

expanding Eq. (4) as a power series around the lattice site

r~p,

iSI(k)i =1—k (u')+k4(u4)— (6)

we see that the fourth-order term in our corrected order
—(&/4)k &parameter would then be e " '" " . Now, when iki

becomes large enough, this fourth-order correction
should be taken into account. By carefully inspecting the
calculated order parameters of (111) in the x direction
[Fig. 7(a)], we can see that it is the only case where the
uncorrected order parameter has an upward curvature
below 1000 K. Since the second term in the right-hand
side of Eq. (6) produces a downward curvature in the cal-
culated order parameter, Fig. 7(a) indeed implies that the
third term k ( u ) in Eq. (6) becomes important in the x
direction on (111). This shows the range of reciprocal
vectors within which our analysis, based on the correc-
tion in the form expressed in Eq. (5), is valid.

B. Layer occupation and energetics

The occupation of surface layers at different tempera-
tures beyond 600 K is shown in Fig. 8 for all studied
faces. On (110), the formation of the adatom layer begins
around 700 K and the related vacancies are found in the
first crystal layer at temperatures of 700—1000 K.
Beyond 1000 K, atoms from deeper crystal layers also be-

gin to diffuse to the surface, enhancing the formation of
the adatom layer. Finally, around T the atomic density
of the surface layer begins to increase due to the fact that
the atoms in the surface layer can improve their coordi-
nation when the surface liquid becomes thick enough.
On (100) and (111),the onset of the vacancy-adatom for-
mation takes place at higher temperatures (900 and 1100
K, respectively), and practically all adatoms come from
the first crystal layer. The beha. vior of (110) agrees with
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600

gradual thickening of the defective surface area, which is
a precursor phase of premelting also in simulations of
Al(110) (Ref. 29) and Ni(110), and more recently of
Cu(110} using the EAM potential. Experimentally, the
transition observed in this temperature region is often in-
terpreted as surface roughening. We want to emphasize
that the MD investigation of the "true" roughening tran-
sition, characterized by the logarithmic divergence of the
height-height correlation function, ' ' is seriously
affected by the finite-size limitations in simulation time
and sample size. Very recently, however, Monte Carlo
(MC) calculations employing practically the same poten-
tial for Cu as what is used in this work have shown that,
when depositing copper atoms on Cu(110}, the growth
mechanism of the surface has a transition from a layer-
by-layer growth to a continuous growth around 900 K.
This is a sign of a true roughening transition, and at
present we are planning extensive simulations combining
both MC and MD methods to investigate the nature and
the dynamics of this transition.

In Fig. 9 we have drawn the concentrations of vacan-
cies in the first crystal layer and of adatoms on each face
in the Arrhenius form. The energies of the vacancy-
adatom formation in the surface layer are estimated to be
0.39, 0.86, and 1.92 eV for (110), (100), and (111),respec-
tively. By using the nearest-neighbor EMT, we have es-
timated the (unrelaxed) formation energy of the vacancy-
adatom pair at T =0 to be 0.55 eV for (110) and 1.8 eV
for (111). The low energy for the defect formation on
(110}correlates with the tendency of that face to disorder
far below T . The formation energy obtained by the Ar-
rhenius plot for (110) is probably due to many different
defect mechanisms. The recent EAM simulation for
Ni(110} (Ref. 30) showed that it is energetically more

~/kV

I l f I

10 11 12 13
1/kT (1/eV)

I

14 15

FIG. 9. The natural logarithm of the vacancy concentration

N„„in the first crystal layer (filled symbols) and adatom con-
centration N, & (open symbols) as a function of 1/kT on (110),
(100), and (111) (denoted by squares, triangles, and circles, re-

spectively). The crosses show the logarithm of the vacancy con-
centration in the second crystal layer of (110). The vertical line
shows 1/kT .

favorable for that face to form a pair of a divacancy and

two adatoms than to form two independent vacancy-
adatom pairs. We have not studied in detail the
vacancy-adatom formation mechanism, but snapshots
(Sec. VI E}indeed imply the existence of divacancies.

Figure 10 shows the energetics of surface layers at
elevated temperatures. When comparing the different
faces, the most interesting features are displayed by the
(110) surface. During premelting, there seems to be no
discontinuity and subsequent latent heat in the first three
crystal layers, latent heating being visible for l )4 (not
shown in Fig. 10}. Theoretically, it has been shown that a
first-order phase transition in a semi-infinite system can
involve critical surface effects that make the transition
continuous on the surface. ' Our results also support in-
terpretation of the melting mechanism of (110) having a
tendency toward facet formation in the solid-quasiliquid
interface, rather than being layer wise. The melting
mechanisms in different directions are discussed in more
detail in Sec. VI F.

The statistics of adatoms are quite poor, resulting in
large fluctuations in the adatom energies. However, on
(110) and (100) the energy of the adatom layer is seen to
systematically decrease with increasing occupation at
high temperatures. This results from clustering effects,
which are visible in snapshots (Sec. VIE). Those ada-
toms that appear in Fig. 10 below the onset of the actual
adatom layer formation [at 700 and 1000 K for the (110)
and (100) faces, respectively] are, in fact, atoms which be-
long to the first crystal layer but are vibrating with so
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VII. CONCLUSIONS

In this work we have presented a coherent approach to
the surface disordering and premelting phenomena on

low-index faces of copper using the MD method with a
realistic many-atom potential. The main results can be

concluded as follows. The order in the surface stability

follows the order in the packing density. The (110) face
disorders first by anharmonic effects (up to 700 K), then

(a) (110) T=1254K

(c) (110) T=1200K
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FIG. 17. Atomic trajectories (viewed from the (110) direc-
tion) on (110) projected onto a plane perpendicular to the free
surface at {a) 1007 K, {b) 1092 K, and {c)1200K. The time span
for the motion is about 4 ps. Three computational cells are
shown in the horizontal direction, whereas half of the dynami-
cal layers are shown in the vertical direction.

FIG. 19. The structure of the {110)solid-quasiliquid interface
near T viewed from the (100) direction. Compare with Fig.
18(a).

by vacancy-adatom formation, and 6nally by premelting
at around 1200 K. The estimated thermodynamical melt-
ing point T is 1240+25 K in our model. This result is
in quantitative agreement with a recent independent
EAM study of Cu(110), where premelting was observed
to nucleate around 1200 K, the estimated T being
1284+10 K. The (100) face disorders only weakly just
below T . The (111) face is in a crystalline state practi-
cally up to T and shows weak superheating e6'ects. The
observed order in the surface stability is the same as that
seen in experiments of fcc metals. The superheating
property of the (111) face correlates well with the recent
observations of superheated metal crystallites that have
close-packed surfaces, and also with the proposed
nonmelting or blocked-melting behavior of Au(111) in the
MD calculations. ' The (110) solid-quasiliquid interface
is broadened and anisotropic and shows a tendency to
form atomic-scale (111)facets in equilibrium. Faceting of
a loose-packed face is proposed to be the dominant
atomic-scale surface-initiated melting mechanism in met-
als compared to the more layerwise melting of the (100)
and (111)faces.
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FIG. 18. Atomic trajectories near the bulk melting point T
on (a) (110), (b} (100},and (c) (111). The sample is viewed from
the (110), (100), and (110) directions in (a), (h), and iei, re-
spectively. Note the weak faceting of the (110) solid-quasiliquid
interface and the stability of the {111)face.
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FIG. 20. The number density of atoms in the sample with
one free (110) surface near T . The surface layer is located at
z =0 at T=0. The two sharp peaks on the right-hand side of
the sample are due to the adjacent static crystal layers.
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(111) T=1288K v(t+h)= v(t+ 'h-)
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FIG. 21. The structure of the solid-quasiliquid interface on
(111)at 1288 K.

main part of the computations has been made using the
Cray X-MP at the Centre for Scientific Computing (CSC)
in Espoo, Finland.

APPENDIX A: THE NOSE-HOOVER THERMOSTAT
AND THE VELOCITY-VERLET ALGORITHM

In the Nose-Hoover thermostat, the temperature of
the system is controlled by a feedback in equations of
motion through an auxiliary degree of freedom g,

F;
a, = —gv, ,

l

~ ref
(Al)

r(t+h)=r(t)+hv(t)+ —,'h a(t),

v(t +h) =v(t)+-,'h [a(t)+a(t +h)] .
(A2)

In order to solve the equations of motion (Al) with (A2)
we have assumed a simple centered-difference estimate
for g,

g(t +h) g(t —h)—(t)= (A3)

Assuming that atomic positions, velocities, and accelera-
tions are known at some time t, the MD cycle then con-
sists of the following steps.

(i} Advance the positions to r(t +h } [first part of (A2)],
calculate the value for g

g(t +h) =g(t h)+2h [T(t)——T„t]/(rTppf) t (A4}

and take a half step for velocities

v(t +h /2) =v(t)+ha(t)/2 . (A5}

(ii) Calculate forces F(r(t +h) }.
(iii} Advance velocities to t +h such that

ref

where m;, v;, and a; are the mass, velocity, and accelera-
tion of atom i, respectively, F; is the total interatomic
force on atom i, ~ is an arbitrary thermostat relaxation
time, T is an instantaneous (kinetic) temperature, and

T„fis the desired long-time average for the temperature.
The velocity-Verlet algorithm is a version of Verlet-

type algorithms where atomic positions and velocities are
handled simultaneously. Denoting by h the time step,
the positions and velocities are advanced from time t to
t+h such that

1 F(t+h)
2 m

[1+-,'h f(t +h)), (A6)

and calculate accelerations a(t +h) from Eq. (Al).
The time step used in most of our calculations has been

14 fs, which is fairly large, being roughly a tenth of the
fastest vibration period in the copper lattice. This large
time step still produces a rms fluctuation of total energy
which is less than 0.2 meV/atom for tens of picoseconds
in microcanonical simulations. The good energy conser-
vation implies that the velocity-Verlet algorithm is one of
the most stable algorithms for MD.

APPENDIX B: TECHNICAL DETAILS OF EMT

nEc=Eo+E2
np

—g(s,.—so)
n =noe

'2
—1 +E3 n

np

3

NN

s, = — ln gp(r;).
92 JA 1

p(r}=e
N n NN

EAs= g a n, — gp "(r,)"
12,.~,.

tcc „&'"~&'0~

The main part of the cohesion comes from the Ez term,
which gives the energy when an atom is embedded in the
homogeneous electron gas having a density equal to the
local electronic density n; averaged over a sphere of ra-
dius s;. EAs is the so-called atomic-sphere correction.
which gives the energy of distortions from the ideal fcc
symmetry. Physically, it represents the electrostatic en-
ergy when neighboring (neutral) Wigner-Seitz spheres are
forced to overlap. It is assumed that the electrostatic en-
ergy associated with overlaps and holes of neighboring
%igner-Seitz spheres cancel in an ideal fcc lattice, and
EAs is therefore zero. NN in the sums for p and p"
means that only the density tails from the nearest neigh-
bors are considered in the calculation of n;. A detailed
discussion of EMT is given in Refs. 35 and 53. The pa-
rameters used for copper are given in Ref. 37.

In this work, we have made three modifications to the
scheme outlined above. First, we have shifted the zero-
density limit in the total energy to zero by adding a term—30n /no
(E3 Eo E2)e ' to th—e thi—rd-order expansion of

This Appendix discusses the modifications made in this
work to the nearest-neighbor EMT formalism described
in Ref. 35. To summarize the original scheme, the calcu-
lation of the total energy E„,of N arbitrarily arranged
metal atoms is performed in the following way:

NE„,= g Ec(n; )+EAS
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Ec in Eq. (81). This correction is damped very quickly
when the density is increased and it has no effect on the
total energy in densities normally found for surface
atoms. We wanted to correct the zero-density limit, since
if a surface atom would occasionally gain enough energy
to escape from the surface to vacuum (a rare, but possible
event for the uncorrected potential), the EMT formalism
would technically fail due to the logarithm of zero in the
expression for s in (Bl). It is also physically reasonable
that copper atoms do not move into vacuum in the time
and spatial scale of a MD simulation.

The other modifications have been made in order to ex-
tend the range of the potential self-consistently beyond
the nearest neighbors and to introduce a shifted-force
cutoff for the interactions. The self-consistency require-
ment means that the calculated electron densities must be
normalized to correspond to the densities of the nearest-

I

neighbor formalism in such a way that the total energy vs
lattice-parameter curve for the ideal fcc lattice remains
unchanged. We have set the cutoff radius r, in the mid-
dle of the distance between the third and fourth neigh-
bors in the zero-temperature copper lattice, and modified
the density tails p and p" to have the potential and force
to go smoothly to zero at the cutoff:

p(r) ~p(r) p(r,—) —(r —r, )
dp
dl' r =r

(82)
fcc

pfcc( r ) ~pfcc( r ) pfcc( r ) ( r r )
dr r =r~

When the second and the third neighbors are included,
the atomic-sphere radius s; is written for an ideal fcc lat-
tice as

s, = — ln [12[e ' ' —e ''+(Ps; r, )F12—e '']+6[e ' ' —e ''+(&2Ps; r, )
—1r2e '']

92 y 1

+24[e ' ' —e ''+(&3P r) e ''—]j (83)

where y, is a normalization factor. Equaling this with
the nearest-neighbor expression for s; in (Bl), y, turns
out to be

In our previous bulk calculations with the extended in-
teractions, the implicit equation for s; was solved by cal-
culating at each time step the normalization factors y, (s),
y2(s) from the averaged atomic-sphere radius s. The
present method is a generalization of our previous
method to systems that have a crystal surface, where the
use of an averaged atomic spher-e radius would be un-

reasonable because the value of s depends on the surface-
to-volume ratio. The iterative solution of s s does not
make the calculation much slower, especially in vector
machines, where one iteration loop over atoms can be
vectorized. The calculation of the total energy and forces
in one MD time step requires typically 0.5-1.0 CPU
seconds for %=2000 atoms on one processor of Cray X-
MP. The present scheme is then applicable to much

( ) 1+ i )gzg ( 3)q2Ps, .
y

+e ' ' ' [ggs, (l+ —,'v'2+2v'3)

—3—,'(I+g2», )] . (84)
The nearest-neighbor expression for s; in Eq. (81) is
thereby generalized to

s, = — ln Q p(r,")—p(r, ) (r,j r, )— —1 1

X . (85)
dp' r =r~

This implicit equation for s; is solved iteratively (usually
5 —10 iterations is suScient to solve s; with six significant
figures), and the calculation of n and Ec then goes as de-
scribed in (Bl). The expression for EAs is modified such
that

—3.50—

—3.52—
Q)

/
/

/
/

AS X i

p"(»;, )—p"(r, )

—3.56—

6.6 6.7
a (a,)

6.8

(1 —+2 jgs,. (1—+3)qs,.
yz(s, )=1+—,'e '+2e

(86)

+e ' ' [gs,.(1+—,'+2+2V3) —3—,'(1+gr, )] .

FIG. 22. The potential energy of an ideal T =0 copper lattice
as a function of the lattice parameter. The solid line is for the
nearest-neighbor EMT, the dashed line is for the case where in-

teractions are extended to the third-nearest neighbors, but the
densities are calculated in a non-self-consistent way.
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larger systems than those considered in this work.
In Refs. 29, 33, and 35 the normalization factors y&

and y2 are taken as constants, the values of which depend
only on the cutoff'radius, not on s s. This has the efFect
that the total energy vs lattice-parameter curve calculat-
ed with the extended interactions deviates from the result
from the nearest-neighbor formalism. For example, by
including the third neighbors in copper, this deviation is
at most 20 meV/atom for reasonable lattice parameters,
as seen in Fig. 22. The minimum in the total energy is
shifted to larger densities, which causes the zero-
temperature lattice parameter to decrease by about l%%uo.

The difference comes from the EAs term, which should
be zero for the ideal fcc lattice regardless of the range of
the interactions. %'e expect that the essential physics re-
sulting from the use of EMT is not qualitatively affected
by minor variations in the way by which the interactions
are extended beyond the nearest neighbors in Refs. 29,
33, 35, and in our work, but phenomena such as surface
disordering and premelting are likely to be shifted to
somewhat higher temperatures if a non-self-consistent
method is used, due to the increase in density and subse-
quent extra cohesion and stability in the crystal.
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