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Interaction of excitons with an incompressible quantum liquid
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Some general properties of exciton spectra of an interacting two-dimensional electron-hole system
have been established. In the quantum limit both the frequencies and the matrix elements of
exciton transitions are independent of environment, i.e., of filling factors of electrons and holes,
if all the electron-hole interactions are equal in magnitude, V„= Vj„p„= iV,qi. Only when these
symmetry restrictions are lif'ted, do the absorption and emission spectra acquire nontrivial properties
reflecting electronic correlations in a system. We consider an exciton against the background of an
incompressible quantum liquid for both symmetric and nonsymmetric systems. It is always strongly
coupled to the environment. This interaction may be considered as a polaron effect that is due to the
dressing of an exciton by magnetorotons, but it shows very specific features because of restrictions
imposed by the Pauli exclusion principle. The energy spectrum of a dressed exciton, the electric
charge distribution, and some other properties of it are investigated. When the anisotropy parameter
reaches its critical value the absolute minimum of the energy spectrum shifts from the point A: = 0
to a circle, as a result of which abrupt changes in the emission spectrum are expected. A model of
the ground state is proposed.

I. INTRODUCTION

The incompressible two-dimensional (2D) electron
liquidi which underlies the fractional quantum Hall
effect2 is one of the most remarkable objects of the mod-
ern solid-state physics. The fundamental property of this
liquid is the absence of zero-gap branches in the spec-
trum of elementary excitations. i The lowest branch of
this spectrum is usually termed as magnetoroton (MR)
and can be described rather well in terms of a single-
mode approximation. s The excitations lying above this
branch cannot be classified, being investigated only by
numerical methods, e.g. , by using the spherical model. 4

Reviews on different aspects of the problem can be found
in Refs. 5 and 6. All the experimental data were based
initially on the magnetotransport properties only.

Later on, spectroscopic methods permitting an inde-
pendent observation of phase transitions in interacting
2D electron systems were also developed. 7 io They are
based on the spectroscopy of the emission arising from
the recombination of 2D electrons with holes. The spec-
tra, corresponding to recombination of 2D electrons with
free holes and also with holes trapped on acceptors, can
be resolved quite well and significantly differ from each
other. In the investigation of the extrinsic emission,
which is due to radiative trapping of 2D electrons by neu-
tral acceptors, experimentalists made a very important
observation7 that the position of the emission band as a
function of the filling factor v exhibits some kind of sin-
gularities at the same fractional values of v at which the
fractional quantum Hall effect is also observed. These
singularities were described initially in terms of steps,
and from the heights of the steps the gaps 4 in the en-
ergy spectrum of different liquid phases were estimated.

A considerable difficulty which is inherent in the prob-

lem is due to the fact that all the competing energies
have the same scale ez/et(H), where e is the dielectric
constant, l(H) is the magnetic length, and H is a mag-
netic field. Therefore, there is no small parameter in the
problem, and any analysis of experimental data must be
based on a theory which takes consistently into account
the interelectron interaction. In the luminescence spec-
tra this interaction should be manifested, in particular,
by a considerable intensity of satellites which arise from
shake-up processes (or Auger processes, which are in fact
the same for the problem under consideration). 2 The
existence of satellites strongly infiuences the shape of the
emission band and the position of its center of gravity. As
applied to the trapping of 2D electrons by neutral impuri-
ties there are shake-up processes which reduce the singu-
larity in the v dependence of the position of the emission
band from a step to a cusp down. is The latter belongs
to the same type as the singularity in the ground-state
energy. The analysis of the most recent experimental
data performed in terms of the model investigated in
Ref. 13 is in reasonable agreement with the theory and
resulted in a considerable increase in the values of b, es-
pecially in the region of not too strong magnetic fields. is

The quantitative interpretation of the experimental data
on the recombination of free holes still meets consid-
erable difficulties, and the origin of them is not only in
the effect of impurities which makes the problem much
more intricate, but first of all in the interelectron inter-
action which must be consistently taken into account.
The fact that prior to the optical transition the impurity
center is neutral is of crucial importance for the theory
of extrinsic emission, since in its initial state the 2D
electronic system is not perturbed by the impurity. The
situation is quite different for the recombination of 2D
electrons with free holes since holes strongly perturb the
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electronic system. As an initial state one may consider
an exciton existing against the background of the incom-
pressible Laughlin 2D liquid. Under such conditions the
effect of the 2D liquid on the exciton proves to be very
strong.

In this paper a magnetoexciton against the background
of the incompressible liquid is considered, and some gen-
eral statements on the spectra of magnetoexcitons valid
in the quantum limit are established (for a short sum-
mary of data see Ref. 16). There is a considerable dif-
ference in the behavior of symmetric systems such as a
usual quantum well and of nonsymmetric systems like a
skewed well or a double well; it was discussed previously
as applied to the interaction of two excitons. 17 The for-
mer systems possess a hidden symmetry, due to which
the optical spectrum of an exciton is independent of the
background against which it appears or disappears, i.e. ,
independent of the number of electrons and holes form-
ing this background. Nevertheless, the independence of
frequencies and matrix elements of exciton transitions of
the background does not imply the absence of coupling of
an exciton to it. On the contrary, this coupling is strong
and the effect of it was investigated by us in some detail
as applied to an exciton existing against the background
of the incompressible quantum liquid, v = 3. It actually
results in forming a specific polaron due to the dressing
of an exciton by MR's. The distinctive feature of the "ex-
citon plus incompressible liquid" system is the existence
of restrictions imposed by the Pauli exclusion principle.
The polaron effect and these restrictions have an oppo-
site effect on the position of exciton levels and actually
compete with each other. For symmetric systems their
contributions to the energy cancel out for k = 0 exci-
tons, but the distribution of electron density is strongly
perturbed. For nonsymmetric systems the sign of the
energy shift is opposite compared to the usual polaron
shift. The dispersion law for a dressed exciton in both
symmetric and nonsymmetric systems is investigated. In
the latter systems the absolute minimum of the exciton
energy spectrum shifts from the point k = 0 to a circle
of radius k = 1jl(H) when the asymmetry parameter
reaches its critical value, and at this instant the emission
spectrum should change abruptly. The remarkable prop-
erty of dressed excitons is the nearly complete screening
of a hole by the electron charge of a medium, and this
property persists even for kl » 1.
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Here the Landau gauge Az ——z, A = A, = 0 1s used,
l(H) is chosen as a unit of the length, and A is a normal-
ization area. For these operators the following conditions
hold:

ai(q) = a(-q), b'(q) = b(-q). (4)

The plasmon operators have correct transformational
properties with respect to the operator T, of magnetic
translations

The operators af stand for electrons in the conduction
band in quantum states f and the operators Py, for holes

in the valence band in the states f which are conjugate
to the states f T. he matrix elements of the interaction
potentials V„(r) & 0, VI,I,(r) & 0 and Vh(r) ( 0 in the
electron-hole system enter the Hamiltonian H, with no
restrictions imposed on their relative values. The differ-
ence between the values of these potentials may be due to
the asymmetric shape of a quantum well (there is some
spacing h g 0 between the confinement planes of elec-
trons and holes), to the difference in the work functions
of electrons and holes, to the non-Coulomb part of the
interaction, etc. If V« ——Vj,g = —V,h, the system will
be termed symmetric. i~ The symmetric model is usually
used as a standard one in the theory of 2D systems. It
will be shown in what follows that the energy and op-
tical spectra of excitons imbedded in an interacting 2D
electron system change drastically when the symmetry
condition is violated. Equation (1) includes only the in-
teraction of charge carriers, the terms including the width
of the forbidden gap and the Landau quantization energy
being omitted.

It is convenient to introduce the operators of collective
neutral excitations in the conduction and valence bands
which will be termed plasmon operators, the 2D momen-
tum q may be ascribed to them:

II. HAMILTONIAN OF AN ELECTRON-HOLE
SYSTEM exp(iT, ) a(q) exp( —iT, ) = a(q) exp( —iq. r),

We assume in what follows that the widths of confine-
ment layers are small for both electrons and holes and
that a magnetic field is strong enough. Therefore all the
charge carriers are at the ground Landau level of the low-
est subband. There is no band degeneracy, and the level
mixing and spin are neglected. Under these conditions
the Hamiltonian may be written as

2 ) V1234~1~2~3~4 + 2 ) 1234' $l $l 2l 1

+ 2 ) V1234~1P3P2~4 + 2 ) V1234Pgo2+al 1 . (1)

and quite analogously for b(q), but they are not virtually
the operators of creation (annihilation) of MR excita-
tions. The following commutation rules hold for them:1

[a(q) a(q')) = —[l (q), l(q')1

= —2i
~

—
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(q "q) =q*q„—q q

It is also convenient to introduce the operators

(7)

The origin of the noncommutativity of these operators is
a restriction on the electron density imposed by the Pauli
exclusion principle, here

The system of the operators a(q) and b(q) is redundant
in the Hilbert space in the sense that different excited
states which may be obtained from the ground state by
the successive operation of several operators a(q) and
b(q) are linearly dependent. There exist some simple
identities by which this redundancy may by manifested,
e.g. ,

c(q) = a(q) —b(q), d(q) = a(q) + b(q) ) q f(q) a(q) a(—q) = ) q g(q) b(q) b{-q) = O

c(q) has a simple physical meaning: it is the Fourier
component of the total electric charge density in both
the conduction and the valence band. When rewritten in
terms of these operators the Hamiltonian is they hold for arbitrary even functions f(q) = f(—q),

a(q) = g(-q)
H = H~+H2 (9)

Hi = —) ( V, (q)c(q)c(—q) + V, (q)d(q)d( —q)

+v(q) [c(q)d(-q) + d(q)c(-q)]) (1o)

+2 =
2 Ve+e + Vh+h

V, = q
(q)

q
{2 ),V«(q). (12)

Here N„NI, are the operators of the number of electrons
and holes, and the potentials V, (q), V~(q), and v(q) are
defined as

III. EXCITON OPERATORS: HIDDEN
SYMMETRY

The operator of annihilation of an exciton A(q) may
be obtained from b(q) by the substitution Pt-y —q„/2
&p+q„/2

q 1/2

A(q) =
I

—
~ ).&,ig~-&+y xp( pq*))

(16)
It has the same transformational properties as the oper-
ators a(q) and b(q) do. The commutation rules have the
form

V, = (V„+V« —2V, i, ) /4

V~ = (V„+V«+2V, g) /4

[c(q), A(k)] = 2i
~

—
~

sin A(q+ k)
. (2n'I' . (kxq)
(A) 2

{17)

v = (V„—V«) /4

The tilde sign over all the potentials in (10)—(12) indi-
cates that they are multiplied by a factor exp( —q2/2),
for the Coulomb potential V(q) = 2n/q. It follows from
(6) and (9)—(11) that a(q) and b(q) do not commute with
H at q P 0. Therefore, if Q is an eigenfunction of the
Hamiltonian H, a(q) g is not its eigenfunction. This is in
agreement with the above statement that a(q) are not the
creation operators of real elementary excitations, they
form only a complete basis in the Hilbert space.

For a symmetric system

[d(q), A(k)] = —2i
~

—
~

cos A(q+ k)
. f2~)'~ (kxq)
iA) 2

(18)

One can use (9)—(11) and (16) to find the energy of
an exciton in an empty crystal, i.e. , of a bare exciton
A(k) ~0).19—21,17

E,„(k)= 2V,i, (q) cos(k x q)

Vs = Vee V =v=0 (14) k2 4
—k/4

Equations (9)—(ll) for II written in terms of the opera-
tors c(q) and d(q) are especially convenient for investi-
gating optical transitions since the commutation rules of
the exciton operators with these tvvo operators are rather
different (see Sec. III).

where Is(x) is the modified Bessel function, and the last
expression holds when V,i, (q) = —2vr/q. The eigenfunc-
tions of a bare exciton in the con6gurational representa-
tion are

Pi,"(r,R) = (2nd) exp
r (rxk) k
4

——+i%(k —y)+ik Y (2o)
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where r = r, —rh, R = (r, + rh)/2, and r, and rp, are
the coordinates of an electron and a hole.

For symmetric systems an important consequence fol-
lows from (10)—(14). Since the operator At (k = 0) com-
mutes with all the operators c(q), for a symmetric system

Hg, At(k=0) =0 (21a)

The operator Hz does not commute with At(k) since

[8, , At(k)] = [Nh, At(k)] = At(k) (21b)

However, it is immaterial since H2 only shifts the energy
of a system by (V, + Vh)/2 per exciton added to it and
does not change its wave function. Therefore, if Q is the
wave function for an initial, "small, " system, then

e=At( =0)y (22)

is the exact wave function for a "large" system including
one additional exciton, i.e., an additional electron-hole
pair. The energies of these states are interrelated by the
relation

E = s —(V, + Vj,) = s + E,„(k= 0) (23)

as follows from (11)—(13) and (19), and also from the
symmetry condition (14). Thus the energies of the states
4 and Q differ only by E,„(k= 0) which is the energy of a
bare exciton, i.e. , the existence of an arbitrary electron-
hole background, neutral or charged, described by the
function Q does not inHuence the energy of the exciton
with momentum k = 0. This statement generalizes the
well-known result that the scattering amplitude of two
excitons tends to zero when the momenta of both of them
tend to zero, k -+ O.~s z2 It is necessary to stress that the
zero shift of the k = 0 level does not mean the absence of
interaction. It will be shown in Secs. IV and VI that the
interaction strongly affects the distribution of the elec-
tron density.

If the functions @ and 4 are written in the config-
urational representation, the operation of the operator
At(k = 0) on @ results in its multiplication by the wave
function of a bare exciton yak" (r, ~rh), with k = 0, with
the subsequent antisymmetrization of the product. The
functions 4 obtained by Eq. (22) will be termed mul-
tiplicative. Despite the fact that they make up only a
small part of all the quantum states of the large sys-
tem, they play a very important role in the optical phe-
nomena since the interaction of electrons with light is
described by the operators A(k = 0), At(k = 0). There-
fore, only the transitions to multiplicative states, or the
transitions from them, are allowed in optical spectra, and
the frequencies of optical transitions are equal to the fre-
quency of the exciton transition E,„(k= 0) in an empty
crystal irrespective of v. Of course, this statement holds
only for perfect symmetric systems. The independence of
the transition frequency of v is somewhat like the Kohn
theorem. 23 The very important difference is that for in-
traband transitions this frequency coincides with the cy-
clotron frequency which is independent of the electron-

electron interaction, zs while for interband transitions it
equals the exciton frequency (19) which is shifted by the
Coulomb attraction between an electron and a hole.

The conditions (21a) and (21b) reflect the existence of
hidden symmetry inherent in symmetric systems. They
impose strict restrictions on both the energy and the op-
tical spectra.

The criterion (14) must be fulfilled when a symmetric
system is of the general type. It may be softened when
holes are absent. In this case the criterion may be found
from the condition

Ai(0), Hg ]el) oc At(0) ]el) (24)

where ]el) is an arbitrary purely electronic state. It has
the form

Vee+ Veh = 0 (25)

IV. SPHERICAL GEOMETRY

This approach was developed by Haldane in Ref. 4
where a hierarchical scheme for incompressible quan-
tum liquids was proposed. In this geometry a magnetic
monopole resides at the center of a sphere, a magnetic
flux through it, expressed in units of the flux quantum
$0 = hc/e, is an integer 2S, and the radius of the sphere
equals R = 8~~2 in units of t(H). The spherical geometry
is the most adequate in spectroscopic applications, since
the continuous rotation group and the associated selec-
tion rules are retained. The computational technique was
developed in Ref. 25 and described in detail in Ref. 26
(for reviews see Refs. 5 and 6).

In the spherical geometry quantum states are classi-
fied by eigenvalues L (I + 1) and I, of the square of the

as might be expected. If it is satisfied, then A (0) ~el) is
the eigenfunction for a large system provided the ~el) is
the eigenfunction for a small system.

The above results hold for an exciton with k = 0 in a
symmetric system. Any generalization of them involves
considerable difficulties. Some of them have the same na-
ture as in the spin-wave problem and are associated with
the kinematic interaction which was discussed in detail
by Dyson. z4 Its origin in the problem under considera-
tion lies in the existence of the Fermi limit ns = 1/2z for
the electron density. This restriction is imposed by the
Pauli exclusion principle. An additional and very com-
plicated problem arises from the nonconservation of the
number of MR's, which leads to a polaron effect. Un-
der these conditions the kinematical interaction proves
to be highly significant as distinct from the spin-wave
scattering problem, z4 since it limits the electron density
induced around an exciton dressed by MR's. Since the
problem is highly involved and hardly permits an analyt-
ical treatment, and also that it includes several different
aspects which must be clarified, we widely use in what
follows the results of numerical computations performed
for an exciton existing against the background of the in-
compressible liquid, v = s. They are combined with the
results based on symmetry arguments.
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angular momentum L2 and its projection, and all the
levels are 2L+ 1 fold degenerate. The spin of the parti-
cles, electrons and holes, equals S. The eigenfunctions of
electrons are polynomials

[CLM q AL'M']

= ) F(LM L'M'l L" M+ M') &L"M+M'p (33)
L II

[aLM aL'M']

(26) = ) F(LM L'M'l I"M+M')aL M+M, (34)
LII

where ( &+ ) are the binomial coefficients, —S & m & S,
u and v are components of a spinor

u = cos(8/2)e'~, v = sin(6/2)e (27)

g = (—1) e' (28)

8 and p are spherical coordinates, and cu is a unit vector
on the sphere. The eigenfunctions of holes are obtained
from e by the time inversion

where

F(LM L'M'l L" M+ M')

( I)1+s+M+M'
[1 ( 1)

L+L'+L"
]

x (2L+1) (2L'+ 1) (2L" +1)
(L L' L"
lqM M' —(M + M') ) S S S (35)

The connection between the spherical and plane geome-
tries is established by the relation L = kR = kSi~s which
relates the momentum k and the angular momentum L.

The eigenfunction of an exciton with quantum num-
bers LM is

/&M(cu, l
cuh, ) = ) (Smi SrnzlLM) g, (uI, ) e, (u, ),

m 1m@

(29)

where (Srni SmqlLM) are the Clebsch-Gordan coeffi-
cients. If one introduces the annihilation operators n
and (a, ) for the states e~ in the conduction and valence

band, respectively, and the hole operators P = (o,„)t
then the annihilation operator of an exciton is

&LM = ). (—1) '
(Sunni SrnzlLM) p

m] mg

By analogy, plasmon operators for the conduction and
valence bands may be introduced

aL, M = ) (—1) ' (Srni Srn2lLM) n, n
m1mg

(31)

Here the parenthesis denotes the 3j Wigner coefficient
and the brace the 6j Racah coefficient.

These equations are important since they enable one
to express in terms of the spherical model the analogs
of Eq. (21) and of the statement about the absence of
a level shift for k = 0 excitons. It follows from (35)
that the square bracket becomes zero if L = 0 or L' = 0.
Therefore, the interaction does not shift the energy levels
of the L = 0 excitons in a symmetric system.

The coefficients (35) go to zero also when L = L',
M = M'. In fact, if 2L+ L" is an even integer the square
bracket equals zero, and if it is an odd integer the 3j co-

2L L"efficient equals zero since it acquires a factor (—1)2~+~
with the permutation of two identical columns.

We have made most of the computations for a sys-
tem consisting of 5 electrons and 1 hole (5e + 1h) for
2S = v (N —1) = 9, i.e. , for v =

s in the final state
where there are N = 4 electrons and no holes. In order
to check computer programs, numerous results for multi-
electron systems obtained by difFerent authors have been
reproduced.

In Fig. 1 the energy spectrum of a symmetric system

2.0

1.5

4M = ) (-1)- (S~, Sm, lLM) p'„,p,
m1 mQ

(32)

c- 1.0

0.5 —" 0

aL,M = (—1) a& M. If one introduces the operators
CLM = aI.M —bI, M and dl, M = aL,M + bl, M similarly to
(8), then the Hamiltonian takes the form analogous to
(9)—(12). It is important that only the cL,M operators
enter into H~ for symmetric systems, quite analogously
to (10). One can easily check that the following commu-
tation rules hold:

0.0
I '

I
'

I

2 4 6 8 10
I I I

I

12 14 16 18

FIG. 1. The energy spectrum of a symmetric system Ge+
lb. The multiplicative states are shown by circles, the other
states by asterisks.
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is shown for all values of L. It consists of two parts sep-
arated by a gap having a width of about 0.2 (in units of
e2/el). The gap opens since the pseudopotential Vo ( 0
(in the sense of Ref. 25), which is the largest in magni-
tude among all the pseudopotentials, corresponds to the
electron-hole attraction. The gap separates the states,
in which this strong bond is not broken, from those in
which it is broken. It has a scale of E,„(k = 0) which
is determined by Vp. This statement is supported by
the dependence of the gap width on the system parame-
ters. It increases when ~Vo

~

rises as compared to its value
for a Coulomb potential, and rapidly decreases when the
spacing h between the confinement planes of electrons
and holes increases; it is altogether absent at h = 0.5 (see
also Sec. VI). When

~
Va

~

is large enough the arrangement
of levels under the gap is nearly independent of ~VO~. In
Fig. 1 multiplicative states are marked. All of them be-
long to the lower part of the spectrum and are located
under the gap.

Let us introduce the function

Pk(~ ~l ) f ICk(l'1, . . . , TN+ll PI )I

exciton. Therefore, the zero level shift of the k = 0
level does not imply the absence of interaction, as has
been mentioned above (Sec. III).The necessity of a strong
redistribution of the electron density becomes obvious if
one finds its value, for a bare exciton, at the point where
a hole resides. It equals

p.„(k) = f ~p'„*(r = 0, R) ~'dR = —exp( —k'/2)

(37)

as follows from (20). In the plane geometry p,„(A,) =
no = 1/2n for A: = 0, and in the spherical geometry
pr"M ——na(S) for L = 0, i.e., in both cases it is equal to
the Fermi limit. A minimum in the electron density is
seen on curve 1, then the density saturates. The existence
of oscillations is typical of the screening of electric charge
by the incompressible liquid. ~r ~s s Oscillations on curves
2 and 3 corresponding to the excited states of the liquid
are much stronger, and saturation is only expected at
large distances exceeding the diameter of a sphere.

N+1
X I' —I' I'y . FN+ ] (30) V. DISPERSION LAW OF A DRESSED EXCITON

1.00—

0.75—

0.50

0.25—

0.00
0.0

I I I [ I I I I
/

I I I I ] I I I I ] I I I I [ I I I I ) I

0 5 1 0 1 5 2 0 2 5 3.0
(rad)

FIG. 2. Angular distribution of the electron density. The
function pi, M(8, 8), = 0) [Eq. (36)) is shown, l.e., the hole
resides at the North Pole. The density is normalized to np(S).
Curves 1, 2, and 3 correspond to the three states with L =
0 (Fig. 1), their energies Eq ( E2 ( E3 The curve ex. .
represents a bare exciton.

where the summation is performed over all the electrons.
It describes the distribution of the electron density for a
fixed position of the hole rh. In the spherical geometry
r -+ u(8, Ip), b(r) ~ b(u)/S, k -+ (L, M) and the Fermi
limit is no(S) = (2S+ 1)/4z S. In Fig. 2 this function is
displayed for a symmetric system for L = 0, 8h, = 0, i.e.,
when the hole resides at the North Pole. Three curves
shown in it correspond to the three states of the 5e+1h
system with L = 0, and their energies may be found in
Fig. 1. For comparison the same function is shown for
a bare exciton, in the plane limit it equals exp( —r /2).
It is seen that even for multiplicative states 1 and 2 the
density distribution is quite different from that for a bare

The set of minimum values of the ener for all val-
ues of L considered as a function of L = Sk represents
the dispersion law E;„(k)of an exciton against the back-
ground of the liquid, at least for small values of k. This
dispersion law, constructed for a symmetric system by
using the data of Fig. 1, is shown in Fig. 3(a). For com-
parison the dispersion law of a bare exciton E,„(L) and
that of MR's in the absence of excitons u, (L) are shown.

Conspicuous is a strong suppression of the exciton dis-
persion, i.e., a strong and rather specific polaron effect.
As distinct from the usual pattern, in virtue of Eqs. (21)
the level k = 0 is not shifted, but the dispersion for a
dressed exciton turns out to be much weaker than for a
bare one. It is striking that the E;„(L)values for L = 0
and I = 1 practically coincide, their difFerence being
about 10 4. It is at least an order of magnitude less than
it follows from the square law interpolation between the
points L = 0 and 2. This coincidence is not accidental.
With changes in the number of particles (N = 3 or 5,
and also in the interaction potential [the (r~ + n~)
law with different values of a instead of the Coulomb
law] the coincidence of the energies of these two states
persists. However, it disappears as soon as the symme-
try condition (25) is violated and simultaneously a level
shift at A: = 0 appears [Fig. 3(b)]. These data prompt one
to conjecture that for symmetric systems the dispersion
law of a dressed exciton does not include k-square terms.

The exciton states rapidly change its nature with in-
creasing L. Let us consider a sequence of normalized trial
functions (1—v) I' Atl M ~L), where ~L) is the eigenfunc-
tion of a Laughlin liquid. The function with L = 0 is
exact, but the scalar products of trial and exact func-
tions with given L, M rapidly decrease when L increases.
They equal 0.91 for L = 1, 0.74 for L = 2, and 0.58
for L = 3 (all the data for N = 4 and v = s). At



1634 V. M. APALKOV AND E. I. RASHSA 46

El

X3

E

t ~ t T

(a)

II
!

I

0.0
C)

p/

FIG. 3. Energy spectrum of excitons and magnetorotons.
&: a bare exciton; *: a dressed exciton; ~: magnetorotons.
The curves are only guides for the eye. (a) Symmetric system;
(b) nonsymmetric system, h = 0.5, in the latter case the
MR energy is plotted from the bottom of the spectrum of
a dressed exciton. By diamonds Q the dispersion law of a
dressed exciton is shown for h = 1.0.

L = 3, which is actually the threshold for the MR emis-
sion, E;„(k)= ~m, (k), a considerable change in the shape
of the curve E;„(k)occurs. Such a point may be the ter-
mination point of the exciton spectrum. The specific fea-
ture of the problem under consideration is that the ma-
trix element of the exciton scattering depends not only on
momentum transfer as is usually the case in the polaron
problem. It depends also on the momentum of the final
state, and this dependence is critical near the threshold
since the exciton with k = 0 does not interact with MR's.
Usually under the conditions of a weak coupling such sup-
pression of the interaction promotes the appearance of a
termination point, without any singularity or with a weak
singularity in it. However, there exists another compet-
ing possibility, namely the appearance of bound states of
an exciton with a MR; the weak exciton dispersion near
k = 0 favors it Since E,*.„(L)(~,(L) for all values of L
and for L & 3 both curves are nearly parallel, it is plausi-
ble that the latter possibility is realized, then the spacing
between the curves has the meaning of binding energy.
In such states nearly all the momentum is transferred by
MR's, the momentum of an exciton being small.

In order to check the validity of this model of bound
states, it is convenient to introduce in the Hilbert space
of a large system the basis set of functions obtained as the
direct product of the eigenfunctions PL",M, of a bare exci-

ton and of the eigenfunctions QL, M for a small system.
From them one can construct antisymmetric functions
f1' belonging to the total angular momentum L and
including the bare exciton in different states having an-
gular momentum L'. The problem is that the functions
fl M with different values of L' are not orthogonal. We
orthogonalized this set by the usual iterative procedure
starting from small L' values. Calculations show that the
projections of the exact exciton states CL,M onto these
new AM functions with I' = 1 and 2 provide the domi-
nant contribution to the normalization integral for L & 4.
For instance, this contribution equals 0.71 for L = 4, 0.76
for L = 5, 0.81 for L = 6, and 0.90 for L = 7. The con-
tributions coming from L' = 1 and 2 have comparable
magnitudes. The state L' = 0 makes no contribution
since it is not coupled to MR's. These data support the
proposed model of bound states. We believe that all the
above-mentioned general conclusions are correct despite
the fact that the accuracy of the dispersion laws of exci-
tons and MR's is low in the high-L region because of a
small number of particles in the system.

The existence of bound states "exciton plus MR" is
also suggested by the analysis of the energy spectrum
at small angular momenta L & 3, where stable dressed
excitons definitely exist. The minimum MR frequency
(roton minimum) is u, = 0.1 [Fig. 3(a)]. However, the
first excitation energy for the states with L = 2 is ap-
proximately twice as small (Fig. 1). It is possible only
if a bound state of a MR with an exciton is formed, it
may be considered as a local MR mode. Such states are
well known for different strongly coupled systems, e.g. ,
3D and 1D polarons and solitons. so si

In Fig. 3(b) a typical energy spectrum of an asym-
metric system is shown. In computations the spacing
between an electron and a hole was chosen as (R ]co, —

+ h ) ~, hence V„& ]V,h]. It is seen that the level
L = 0 is shifted, but the sign of the shift is opposite to
that of the usual polaron shift. The reason for this can
be understood if one takes it into account that two com-
peting effects contribute to the shift. One contribution
comes from the polaron dressing of an exciton by MR's.
The other originates from the Pauli exclusion principle,
since an exciton appears against the background of the
liquid, the electrons of which fill a considerable part of
the phase space. The latter contribution is somewhat al-
lied to the Burstein-Moss shift. It has been mentioned at
the end of Sec. IV that the density of an electron cloud
in a bare exciton is high at r, = rq and it coincides with
no. Therefore restrictions imposed by the Pauli exclu-
sion principle are very stringent. In symmetric systems
the shifts which are due to the polaron effect and to the
Pauli exclusion principle cancel out exactly at k = 0. In
nonsymmetric systems the latter contribution predomi-
nates and determines the sign of the level shift at k = 0.

The energy values for L = 0 and L = 1 differ markedly,
which is indicative of the appearance of a k-square term
in the dispersion law. The binding energies of the states
with L & 4 are considerably larger than for h = 0, which

may be attributed to the fact that the projections of
the functions !Irr,~ onto the functions f&~M= make sub-

stantial contributions to the normalization integrals. At
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h = 0.5 an infiection point on the curve Ee„(L) arises
and for higher values of h an extra minimum exists. At
h = h„= 0.85 this minimum becomes the absolute one,
i.e., the bottom of the exciton band shifts from the point
k = 0 to a circle. In this region of h values the simplest
model of a dressed exciton is a neutral entity consist-
ing of a hole screened by two quasielectrons and a third
quasielectron orbiting around this complex. The distri-
bution of the screening charge at the level L = 3, when
described in terms of Fig. 2, changes strongly for h ) 0.5.
The charge density pL, (8, 8i, = 0) averaged over all values
of M [cf. Eq. (36)] drops at 8 = 0, the charge distribu-
tion becomes wider, and the total amount of the screen-
ing charge accumulated in the Northern Hemisphere is
close to s for h = 0.85. Unfortunately, the size of the
sphere was too small to specify the distribution of the
third quasielectron. The shift of the band minimum has
a considerable effect on the emission spectra (Sec. VII).
The instability of the k = 0 state closely resembles the
appearance of a charge-density wave in a double quantum
well when h reaches some critical value which is nearly
the same as h„ for an exciton (see Refs. 32—34 and the
references therein).

VI. SCREENING OF A HOLE CHARGE

Figures 2 and 3(a) make it clear how drastically the
properties of excitons are changed by the joint effect of
the polaron dressing and the Pauli exclusion principle.
In this section we shall define and investigate one more
function describing the distribution of electrons, namely,
the electron density at the point where a hole resides.
Let us define the function:

e|,(ra) = f (+|,(r„,mr+&(~i )l
2

N+1
x ) b(r, —rie)dri drN+i . (38)

2=1

For it the following inequality holds:

1
p(k) = C)i, (rg)drh ( n() =— (39)

which reflects the existence of the Fermi limit no. The
hole density is

nl, (ra) = f ('ek(ri, . . . , r~+i(rq)~ dry dr+/\ (40)
2

and the reduced electron density on a hole is
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pL,M(8)/n()(S) = 1, their difFerence does not exceed =
1% for all values of t)). On the contrary, for the states be-
longing to the latter group the difference 1 —pI, M/no(S)
is large and strongly depends on 8. For instance, in

Figs. 4(a) and 4(b) are shown the data for the states
with M = 0; for them pL,o(Ir —8) = pL,o(8). Curves 1
and 3 of Fig. 4(a) are typical of all the states lying under
the gap. For them pL, M

—no(S); it only weakly depends
on 8 and differs drastically from the analogous curve for
a bare exciton having the same quantum numbers L and
M. Curves 4 and 5 are typical of the states lying above
the gap: pl, M(8) considerably deviates from no(S) and
strongly depends on 8. This behavior remains unchanged
up to L = 12, i.e., the largest value of L for which the
gap exists [Fig. 4(b)]. Therefore, for symmetric systems
the screening is practically complete for all the states ly-
ing under the gap, for all values of I,M and also of ei).

However, the situation changes rapidly for nonsymmet-
ric systems when h increases. For instance, curve 3 in

pie(rie) = @k(re)/nie(rie) (41)
0.50-

It characterizes the screening degree of the hole charge.
For a homogeneous system the @k, nk, and pie only de-
pend on k and are independent of rg. For a bare exciton
the pi, coincides with p,„(k), Eq. (37).

It is instructive, using the spherical geometry, to
investigate the angular dependence of the functions
pr, M(ieiie) defined similarly to pk, for difFerent quantum
states L, M. It turns out that for a symmetric sys-
tem the functions pL,M(co~) are quite difFerent for two
groups of states, those lying under the gap and above it
(Sec. IV). For all the states belonging to the former group

0.25-

0«00 I I I I I I I I I f ~ ~ I I I I I I I f I I I I I ~ 'I I I
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+ (rod)

FIG. 4. Screening of the hole charge. The function
pL,M(8)/np(S) [Eq. (41)] for a system with N = 4. Num-
bers by the curves are sequential numbers of the levels with
given values of L, M = 0; ex.: a bare exciton with the same
valuesofL, M=Q. (a) h=Q, L=1;(b) h=Q, I =12;(c)
6 = 0.5, L = 1.
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Fig. 4(c) strongly deviates from n0(S); it has an abso-
lutely difFerent shape than curve 3 in Fig. 4(a).

From calculations performed in the spherical geometry
one can find the quantities

PL = ) C IM(~h)/) nLM(~h) 4ir ) OLM(~h) ~

M

(42)

The latter sum over M is independent of uh since the
sum of the 6 functions entering (38) is a spherical tensor
of zero rank. Of course, pL —4 pfe in the limit S —+ oo,
k = L/R. For a bare exciton expression (42) may be eas-
ily calculated. In this case the wave function (29) equals

ELM (u lu) oc YLM (t!,Ip) at coincident values of the argu-
ments, u, = uh = u, where YLM is a spherical function.
This expression determines the angular dependence of
CLM(u), and the pL is

(2S+ 1)!(2S)!
O'" L S (2S+L+1)!(2S —L)'

in the limit S ~ oo it becomes p,„(k) [Eq. (37)]. Cal-
culations performed for a symmetric system with N = 4
show that for the states lying under the gap the scale of
deviations of pL from n0(S) does not exceed 1'. The

I

equation pL = no(S) is exact for all the multiplicative
states as straightforward but somewhat cumbersome cal-
culations show.

For the system under consideration any modeling of
quantum states is much more complicated than for the
usual polaron problem since in the latter one electrons
and phonons are independent particles, while in the for-
mer one both excitons and MR's are formed by electrons
belonging to the same Fermi sea. It is worth mentioning
in this connection that a strong screening of a hole in a
symmetrical system, which has been established above,
is in agreement with the model of a bound state of a MR
with a slow exciton (Sec. IV), since the screening in the
exciton is strong only when k is small [Eq. (37)].

VII. OPTICAL SPECTRA

Due to hidden symmetry, Eq. (21), inherent in sym-
metric systems, only multiplicative states are exhibited
in optical spectra, and the energies of these states at
k = 0 depend solely on the energy of a bare exciton [cf.
Eq. (23)]. Therefore, of much more interest are the spec-
tra at h g 0. For calculating the intensities of optical
transitions the equation

ILM (x O'LM(ri, . . . , rX, rhl rh)'i/'LM(ri, . . . , rIej) dri drIIdrh (44)

was used, which provides a correct description of the 2D
properties, but does not include the dependence of the
probability of vertical tunneling on L, M.

In Fig. 5 the basic parameters of the emission spec-
trurn are shown as a function of h. It is seen that the
spectrum changes greatly at h = h„= 0.85. This phe-
nomenon is caused by a change in the energy spectrum
described in Sec. V. When the absolute minimum of the
exciton spectrum E;„(k) is at the point k = 0, the optical
transition from this state to the zero-roton final state is
allowed and the band corresponding to it predominates
in the emission spectrum. Yet for ti ) h„ the zero-roton
transition is forbidden and the shake-up transition to a
single-roton state predominates. Therefore, at h = h„
the position of the emission band V (its first moment)
changes abruptly, and its intensity drops by an order of
magnitude. Its width p, the square root of the second
moment, also changes. Because of a small number of par-
ticles in the final state, N = 4, the accuracy of numerical
results is not high, but the existence of discontinuities
at h = h„ is the general property of emission spectra.
On the contrary, the absorption spectra do not show any
singularities at this point, and the zero-roton transition
to the A: = 0 state predominates in them. An analogous
behavior may also be expected in some extrinsic spectra
as a function of the distance h from the impurity center
to the confinement layer.

The dependence of the position of the emission band
on S, i.e. , on v, is shown in Fig. 6. It shows an ir-
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FIG. 5. Basic parameters of the exciton emission band as
functions of h. (a) The position of the band; (b) the band-
width; (c) the intensity.
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FIG. 6. Exciton emission spectrum vs the inverse filling factor. The left column: the transition frequency; the right column:
the transition intensity. Numbers by the asterisks: L values for the corresponding states. Dressed excitons: asterisks; bare
excitons: squares. (a) h = 0.5; (b) h = 1.0; (c) h = 1.5.

regular behavior for 9 & S ( 12. At the edges of this
interval the incompressible liquid is formed either in the
final (N = 4) or in the initial (N = 5) state. In the same
region the intensity of the emission band also shows a
strong dependence on S, which originates from the S de-
pendence of the quantum number L at which the absolute
minimum of E,*„(L) is reached. The underlying physical
mechanism is a strong v dependence of the screening of
a hole in the vicinity of v = s, and for gaining a deeper
insight into it a systematic study of the bound states of
quasielectrons and quasiholes with an exciton is needed.

VIII. CONCLUSION

The results on the spectroscopy of 2D magnetoexci-
tons obtained in this paper are related to two problems.
The first group of results is based on symmetry argu-
ments and is of quite general nature. It is shown that for
perfect systems satisfying the following three conditions:
(i) they are symmetric, i.e. , all Coulomb interactions are
equal in magnitude, V„= Vhh = ~V,b~; (ii) the sub-
band and cyclotron quantizations in them are so strong
that the conditions of the quantum limit are fulfilled;
and (iii) all charge carriers are at the ground quantum
level, both the frequencies and the matrix elements of all
allowed exciton transitions are universal, i.e., they are
independent of the electron and hole filling factors, the
distribution function of elementary excitations, etc. The
hidden symmetry inherent in such systems and explic-
itly expressed by the commutation rules (21) rules out
the influence of the interaction of k = 0 excitons with
environment on their optical spectra. This statement
somewhat resembles the Kohn theorem, but the latter
holds for monopolar systems and for intraband, and not
interband, transitions. Therefore all nontrivial manifes-
tations of electron interactions may be observed in optical
spectra if the hidden symmetry of the system is violated

by lowering its geometrical symmetry (skewed or double
quantum wells), by taking into account the level mixing,
etc. Some phenomena caused by this hidden symmetry
have been discussed previously as applied to various spe-
cific problems, e.g. , the zero scattering amplitude of two
slow excitonsis zz ss and coincidence of the energy of ex-
citons and deexcitons. ss They have also been observed in
some experiments. s~ I The criterion (21) enables one to
establish in what cases electron correlations will, or will
not, be exhibited in exciton spectra.

In connection with the criterion (21) for intrinsic sys-
tems, it is worth mentioning that in the theoryis of the
trapping of electrons by neutral centers the cusp strength
is zero when h = 0, i.e., when a center resides in the con-
finement plane, and the experimental measurement of the
gaps by cusp strengthsis is based on the investigation of
the h dependence of the emission spectrum. This means
that the necessary condition for the manifestation of elec-
tron correlations in optical spectra, which is common to
a wide class of intrinsic and extrinsic systems, is symme-
try breaking. In such systems a consistent description
of the 3D recombination dynamics may turn out to be
of importance since the probability of vertical tunneling
strongly depends on the particle energy. Hence, if a tun-
neling path is suKciently long shake-up processes may be
suppressed.

The second problem involves the coupling of an exciton
to the electron-hole environment, which is investigated by
computational methods as applied to a Laughlin liquid
with v = 3. This coupling may be treated as the po-
laron effect associated with the dressing of the exciton
by MR's. However, since MR's are elementary excita-
tions of an electron system the restrictions imposed by
the Pauli exclusion principle are also of importance. In
symmetric systems both contributions cancel out exactly
at k = 0, and in nonsymmetric ones the total shift has the
sign opposite to that of the usual polaron shift. The dis-
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tribution of the electron density in the dressed exciton is
strongly changed compared to the bare exciton, and the
screening of a hole is highly enhanced. The dispersion
of the exciton is suppressed and in its energy spectrum
there are MR bound states. When the anisotropy pa-
rameter reaches its critical value the absolute minimum
of the energy spectrum shifts from the point k = 0 to a
circle, and this shift should be accompanied by an abrupt
change in the emission spectrum. Significant changes in
the emission spectra at critical values of certain parame-
ters, the splitting of emission bands and changes in their
intensities have been repeatedly observed by difFerent ex-
perimental groups, but their possible connection with the
mechanism considered here calls for a special investiga-
tion.

After this work was completed two recent related pa-
pers came to our attention. Dzyubenko and I ozovik
have discovered the commutation rule equivalent to (21),
and MacDonald and Rezayi4o proposed the approach to
a hidden symmetry in an electron-hole system in terms of
mapping between it and a two-component electron sys-
tem.
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