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A study of localization effects in random, one-dimensional optical systems is presented, based on cal-
culations in superlattices with random-thickness layers. A numerical treatment of the problem of elec-
tromagnetic wave propagation in these systems is employed with a transfer-matrix formalism. A locali-
zation length [ is determined numerically in each case. In order to ensure that the computation results
have more general validity in as wide a range of wavelengths as possible, there was no restriction im-
posed on the number of layers necessary to obtain the value of / with a given accuracy. Appropriate di-
mensionless variables have been used that greatly simplify the presentation of results. The numerical
calculation gives interesting hints about the dependence of the localization length on the gap structure of
the corresponding regular superlattice, i.e., the one formed by reducing to zero the standard deviation of
layer thickness. This dependence is more intricate than a simple broadening of the regular’s gaps, a

creation of band tails, induced by disorder.

I. INTRODUCTION

The propagation of light in random media is a topic
that has recently received considerable attention.! ™’ The
work presented here is the continuation and generaliza-
tion of calculations we have performed® that have suc-
cessfully accounted for features observed experimentally
on the reflection spectra of amorphous multilayer struc-
tures, consisting of alternating “well” (w) layers of
a-Si:-H and “barrier” (b) layers of a-Si,_,N :H.>!° In
the previously mentioned studies, the well layers had
thicknesses chosen randomly from a Gaussian distribu-
tion. In this case, the randomness parameter is the stan-
dard deviation o4, of the well layer thickness distribu-
tion.

The study mentioned above® and subsequent publica-
tions'! have raised several important questions regarding
the effect of electromagnetic wave localization in random
superlattices. We use the term localization to denote an
exponential attenuation of wave amplitude versus depth
that is not due to absorption. This effect is often referred
to as strong localization. In the first place, it is not clear
when this term can be used to describe phenomena ob-
served in the reflectance and transmittance spectra of
random multilayer structures. In this respect, the num-
ber of layers in the superlattice may not be the only
relevant parameter that sets a border line, even a vague
one, between microscopic and macroscopic systems. In
the former, it is more appropriate to speak about random
interference effects, whereas, in the latter, localization
can be detected unambiguously.

A second group of questions concerns the dependence
of the localization length on the frequency of light. Does
this dependence follow a predictable pattern? What are
the energy regions that are most affected by disorder?
Are there particular energies at which, for a given ran-
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dom sequence, the localization length is much lower or
much higher than that of neighboring energies?

A third question is related to the interplay of three
different effects resulting in exponential attenuation of the
wave in the superlattice, namely, Bragg reflection (optical
band gaps), disorder, and absorption.

II. ASSUMPTIONS AND METHODS
OF CALCULATION

The multilayer structures or superlattices studied con-
sist of alternating layers of lower and higher index ma-
terial termed “barrier” and “well” layers, respectively.
In order to make the numerical calculations more realis-
tic, we have considered a superlattice (SL) deposited on a
dielectric substrate. In each case, we have been interest-
ed in three SL’s related to each other: the regular that
has well and barrier layers with constant thickness d,,
and d,, the random well that has constant thickness d,
for all the barrier layers and well layers with thickness
d, , (k is the layer pair index) chosen randomly from a
Gaussian distribution around d,, and, finally, the all ran-
dom that has random thicknesses, around the values of
the corresponding regular, for both types of layers.

In the absence of absorption, regular superlattices ex-
hibit frequency spectra with regions of free propagation
for the wave interrupted by photonic gaps. Within the
gaps, the mean value of amplitude envelope of the wave
decays exponentially with depth. This is not an exact
statement since the mean envelope in the same layer is
constant. Nevertheless, if we plot it versus the distance
from the free surface of any given position within the su-
perlattice period, we find an exponential variation.

The mean amplitude envelope decays exponentially
with depth at any frequency in all the random superlat-
tices studied. Since we are interested in the effect of ran-
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domness on wave propagation both outside and within
the gaps of the corresponding regular SL, we use the term
localization length to denote the decay constant for both
random and regular SL’s.

All calculations presented assume normal incidence of
light. We start from the “exit” surface: the interface be-
tween the SL and the substrate. This interface is the ori-
gin of an axis z having direction opposite to that of the
incident wave.

We follow the evolution of the electric field inside the
medium using refraction and phase matrices.'> A phase
matrix is defined by

E. E'
g |=Un g | (1)

where m denotes a layer of either well or barrier type, the
E’s are the electric field components at one end of the lay-
er, the one that is closer to the substrate, and the E”s are
the components at the other end. The plus/minus signs
designate waves traveling in opposite directions. The
plus sign labels the wave component traveling in the
direction of incidence.

A refraction matrix at the interface between layers
m —1 and m is defined by

E, E.’,
£ |“Wn-im g @)

In most of the calculations, we have assumed inside the
substrate a zero value for the reflected component (super-
script minus) of the electric field and unity value for the
transmitted. It was verified that neither this assumption
nor the substrate index affect in any significant way the
results obtained for /.

The refraction matrix has the form

1 1+n,_/n, 1—n,_,/n,
W’"“/'"ZE 1—n,_y/n, 1+n, ,/n, 3)
and the phase matrix is
eiw"‘ 0
U,= 0 o |’ 4)

where n,, and ¢,, are, respectively, the refractive index
and phase shift inside layer m.

The electric-field amplitude oscillates with z inside the
SL. In order to determine the localization length, we first
find the positions and values of the extrema of the
electric-field amplitude. Next, we compute the mean en-
velope amplitude E. It is defined as the mean value be-
tween one maximum or minimum and the linear interpo-
lation between its adjacent minima or maxima, respec-
tively. This value is attributed to the z position of the
central extremum. / is obtained from linear regression on
log.(E,) versus z, in a range of 8 orders of magnitude of
E,. This range may, a priori, seem excessively large for
the determination of an average exponential decay
length. It becomes evident in the analysis of the compu-
tation results that follows that it is not.

In the case of random SL’s, the results may depend on
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the particular random sequence (RS) used for the calcula-
tion. Nevertheless, in plotting and comparing results for
different RS’s, convenient combinations of the average
thicknesses (d, ), (d,), the standard deviations 8d,,,
8d,, of the layers and the refractive indices n,, n, can be
used. As can be seen from (3) and (4), it is the phase
shifts and the ratio of indices that enter the calculation.
Based on the above remarks, we have chosen the follow-
ing set of variables: Z, 0, 04, ¢, @, ¢o, Where

Z=z/({d,)+(d,)), (5

o,=8d,/({d,)+{d,)) (6a)
and

0,=8d,/({d,)+{(d,)), (6b)

ie., Z, 0,, and o, are measured in units of the average
SL period

c,=ny,/ny , 7

PRRELAL L (6a)
and

(p,)= M , (8b)
where A is the vacuum wavelength of light.

co=C @, /{@y) . 9
Finally, in order to simplify the notation we take

o=(g,) . (10)

The localization length [/ is also expressed in units of the
average SL period. A value of 2 for ¢, is used in all cal-
culations presented here.

III. COMPUTATION RESULTS
FOR THE LOCALIZATION LENGTH

Figure 1 shows a typical semilogarithmic plot of E(z)
in a case of relatively weak localization. Despite the
large fluctuations observed, the overall exponential varia-
tion with depth is apparent. A linear fit on these data
yields a localization length of 3250 average SL periods.
There are regions in the random-thickness sequence
where the wave propagates more freely than in others.
The size of these regions can be large compared to /. In
the lower left part of Fig. 1, one such region extends over
about 15000 SL periods. The extent of and average wave
attenuation in these regions depend on the particular ran-
dom sequence used.

We have found that the best way to identify, unam-
biguously, an exponential decay and to determine with
confidence / is not to restrict the number of layers that
enter the calculation, but to stop when the ratio of en-
trance to exit amplitudes has reached a given value. We
have chosen 10® as a sensible compromise between accu-
racy and computation length. In the case of large o,
near the gap edges, / is of the order of 10. The number of
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FIG. 1. Mean amplitude envelope E, vs distance from the
substrate-superlattice interface, for a random-well superlattice.
¢ =2, c,=1, ¢=0.057, 0, =10/60 (see text for symbols). The
localization length, calculated by linear regression on this curve,
is 3250 average SL periods. Z is expressed in average SL
periods.

layers that correspond to a ratio of 10% decreases
significantly and / obtained may be strongly dependent on
the particular sequence. We have verified, then, that ra-
tios of 10'® and 108 yield similar values for /.

It is expected that /(hv) or /(@) in the units we have
defined above depends strongly on the proximity of a
photonic gap. In a regular SL with two types of layers,
one can distinguish between tuned and detuned struc-
tures.'> Tuned SL’s have a ratio ¢ o that is the quotient of
two small integers. We have studied the effect of disorder
in random well SL’s with corresponding regulars that be-
long to two representative cases: (i) the simplest tuned
with ¢, =1 and (ii) a detuned SL with ¢,=0.63. In the
following, we refer to the ¢ ranges: O to 7 and 7 to 27 as
the first and second zone, respectively. The tuned SL
with ¢, =1 has the simplest gap structure with one gap
centered in each zone. This holds for higher-order zones
also. On the contrary, the detuned SL does not have the
same gap structure in each zone. A periodicity in this ¢
space may appear for much larger ¢’s if the ratio c,, is a
rational number. For disordered SL’s, the dependence of
[(@) from the proximity of gaps can be illustrated very
well in the first two zones. We restrict the presentation
of results within this range.

Figure 2 shows the computed !/ in the first zone for
three random-well SL’s with standard deviations:
0,=1/60, o,=2/60, and 0, =10/60. The average SL
period is tuned with c,=1. The dashed curve is the plot
of I values calculated for the corresponding regular SL.
The photonic gap has very sharp edges. Outside the gap
[ is infinite. For the random SL’s, / follows a regular pat-
tern despite fluctuations. The strongest localization ap-
pears in the gap and its immediate vicinity with the for-

FIG. 2. Localization length / in units of the average SL
period, vs @ in the first zone (0 <@ <), for three random-well
SL’s with different normalized thickness standard deviation o,
shown with each curve. ¢,=1 and ¢, =2. The dashed curve is
the plot of /() for the corresponding regular SL.

mation of tails on the gap edges. Inside the gap, disorder
induces a small increase of . Between gaps, very small
disorder induces relatively strong localization. [ appears
to reach a plateau (for o, =1/60 and o, =2/60), inter-
rupted by a singularity at ¢=m. The existence of this
plateau is discussed below, along with the presentation of
the results obtained for the detuned SL’s.

At the boundary between zones, where ¢ is an integer
multiple of 7, I goes to infinity. This is a photon energy
at which light propagates freely in a random-well super-
lattice of any number of layers. The explanation of this
singularity is very simple: When the barrier layer thick-
ness is constant and the phase shift inside it is equal to an
integer multiple of , the barrier layer phase matrices be-
come unit matrices times +1. Consequently, in the layer
matrix product, that is, the system transfer matrix, two
consecutive well layer phase matrices are separated by a
unit phase matrix and two refraction matrices which are
inverse to each other. The result is that their product is
equivalent to the phase matrix of one well layer having
thickness equal to the sum of the two-well-layer
thicknesses. One can then consider the medium as con-
sisting entirely of well material. A =1 factor for the
whole is of no importance to the determination of the
electric-field amplitude. For convenience, in the follow-
ing, we refer to the singularity at ¢ =k, where k is an
integer, as an antigap. An interesting observation is that
the width of the antigap broadens significantly with in-
creasing disorder.

As mentioned above, it is expected that / does depend
on the particular sequence used in the calculation. This
is especially true if the number of layers entering a calcu-
lation is necessarily limited, as is the case when / has a
value of the order of 10. We have plotted in Fig. 3 [/
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FIG. 3. Average localization length / in the first zone. Each
data point is obtained by averaging over 20 different random-
well SL’s all having the same o,,. Other parameters are identi-
cal to those of Fig. 2. The normalized standard deviation o, of
the well layer thickness is shown with each curve.

values that are the average of those computed for 20
different random sequences with all other conditions
identical. In comparing the curves of Fig. 3 to those of
Fig. 2, one observes much lower fluctuations in the aver-
age [ plots. On the other hand, all the general features of
I(@) are the same for a single random sequence and for
the average curves.

IV. DISORDER AND PHASE SHIFTS
OF THE WAVE INSIDE THE LAYERS

The behavior of / in the second zone, as can be seen in
Fig. 4, is qualitatively similar to that in the first one. The
effect of a given randomness is stronger. This is expected
if one considers that the important parameter is not o,
but o, the standard deviation of phase shifts ¢,,. One
expects an increasing effect as a wider range of well layer
phases enters the calculation, either by increasing o, or
by increasing @,,. Indeed, the curve for o, =2/60 of Fig.
3 in the upper half of the first zone is almost identical to
that for 0,=1/60 in Fig. 4 in the upper half of the
second zone. In this respect, for a given o, there should
be a saturation in the localization effect at photon ener-
gies large enough to give o, of the order of 7.

There is a more general relationship between / comput-
ed in different zones with different standard-thickness de-
viations. The following derivation is valid even when
both layers have thickness varying randomly. It assumes
that c, is constant. Let us separate the phase shift, e.g.,
inside a barrier layer m, into two parts:

@n={@,,)+Ap,, , (11a)

with mth barrier layer thickness
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FIG. 4. Average localization length I, over 20 different se-
quences, in the second zone for two values of o,,. All other pa-
rameters are identical to those of Figs. 2 and 3. The dashed line
shows /(@) for the corresponding regular SL.

d,={d,)+Ad, . (11b)

We observe that phase matrices remain invariant or
are multiplied by —1 (which has no effect on /) if we
change the average barrier phase by an integer multiple
of m, without affecting the Ag,,’s. It can be easily
verified that the localization length computed for a given
SL for (@, ) is identical to that computed for
(@), )={@,, ) +km in another SL whose barrier layers
have thickness deviations Ad,, given by

A — (pm)/m (d,) Ad
" (@,)/m+k (d,) "’
hence,
sar= | ~Em /™ Adn) (13)
(o) /n+k (a,) |°%”

where 8d’s are the standard deviations of Ad,,’s. Identi-
cal relations hold for the well layers.

Since, as we have pointed out above, the general behav-
ior of / does not depend on the particular sequence, we
expect it to depend only on the distribution parameters.
In conclusion, using the set of dimensionless variables
define by relations (5)-(10), we expect / to be invariant
under the transformations

¢'=p+km, (14)
(15a)
(15b)

o,=Ao, ,
o,=Ao, ,

where
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/m(c,+cy)
A=—2TCn g (16)
(p/m+k)c,+cg)
and
R Vi S 17
$ @/mt+k ®

p/m+k’

k,u are integers.

As we have pointed out above, the curve for o, =2/60
(Fig. 3) at the end of the first zone and the curve for
o, =1/60 (Fig. 4) at the end of the second zone are simi-
lar. This is one example of / invariance under the above
transformations with c,=c,=1and u=k=1.

In the case of all random SL’s with tuned regular, we
have obtained results that are similar to those presented
in Figs. 3 and 4 with the exception of the antigap singu-
larities at ¢ =m,27. When o, is low, one can still observe
small peaks that are the remnants of the antigaps of the
random-well case. These peaks disappear with increasing
o,. If disorder is strong, the variation of / with energy
shows two distinct regimes: the low-frequency end,
characterized by a rapid decrease of / with increasing hv,
followed, at higher frequencies by a region where /(@) de-
pends on the underlying gap structure of the correspond-
ing regular SL but remains close to 10 SL periods. This
value is very close to those found for large disorder, for
two different random SL models, by Sheng.’

Figure 5 shows the results obtained for detuned SL’s.
One can observe a qualitative difference in the behavior
of / when comparing the curve for the random SL in Fig.
5 to those with o, =1/60 in Figs. 3 and 4. The disorder
parameter is almost identical, but the clear plateau and
the very narrow antigap of the tuned case are absent. [
values in the vicinity of @ =7 are much higher for
¢, =0.63 (Fig. 5) than for ¢, =1 (Figs. 3 and 4). At first
sight, one is surprised by the difference in the behavior of
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FIG. 5. Average /, over 20 sequences, vs average barrier layer
phase shift @ in the first two zones, for random-well SL’s with
detuned equivalent regular. 0,=0.019, ¢,=0.63, ¢, =2. The
dashed line is the plot of /(¢) for the regular SL.
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FIG. 6. Density of states, per SL period, of tuned and de-
tuned regular superlattices vs phase shift ¢ of the wave inside
the barrier layer. In all graphs ¢, =2. 4, ¢,=1; B, ¢,=1.05;
C, ¢,=0.63;and D, c,=0.68.

I between two consecutive gaps in these two cases. There
is, nevertheless, a fundamental difference in the gap struc-
ture of the two corresponding regular SL’s in the first two
zones. This difference is illustrated in Fig. 6, with graphs
of the density of states'> versus ¢ for regular SL’s with
¢, =1, graph 4, and c,=1.05, graph B.

We observe that the small deviation from ¢, =1 creates
a third narrow photonic gap just below @== (and
@=2m). A similar gap above ¢ =1 appears for c,, slight-
ly lower than 1. Disorder creates a random detuning
around c,=1 that is responsible for the plateau close to
@=m in Fig. 3. On the contrary, small deviations from
¢,=0.63 do not result in the creation of any gap around
@=, as one can see by comparing graphs C and D of
Fig. 6. The energy dependence of / close to ¢= for
¢, =0.63 (Fig. 5), reflects only the creation of tails on the

edges of the gaps.

V. THE ROLE OF ABSORPTION

The formalism and computational method we have
used are not restricted to real refractive indices. The
combined effect of disorder and absorption can be readily
investigated without simplifying assumptions. We have
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performed a series of calculations with a nonzero imagi-
nary part for n, covering many phases of ¢ outside the
gaps of the corresponding regular. The imaginary part of
n,, in each case, was chosen in such a way that the decay
length inside the corresponding regular in the presence of
absorption (the inelastic / without disorder: [, ;), was not
very different from /, the decay length of the random SL
in the absence of absorption. The inelastic decay con-
stant /; in the random SL, as well as [, ;, was computed in
exactly the same manner as previously described for /. In
order to test the interdependence of disorder and absorp-
tion, we have computed in each case a localization length
I, using the formula

11 1

I—O,i— , (18)

which, applied to I’s that are of the same order of magni-
tude, should yield a value close to the localization length,
if disorder and absorption are independent.

We have considered the random well case with
0,=1/60 and 0,=10/60. The values of decay con-
stants were obtained by averaging over 20 SL’s differing
only in the random-thickness sequence used. Several
values of @ in the first zone were tested. The relative
difference ll—Icl/l we have found in all cases was less
than 15% and, more often, lower than 5%.
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VI. CONCLUSIONS

A series of numerical calculations of the localization
length [ in various, random-thickness, multilayer struc-
tures with two types of layers has been performed. The
picture emerging from these calculations, when disorder
is weak, is that the variation of the localization length
with photon energy closely relates to the gap structure of
the corresponding regular superlattices. A finite localiza-
tion length is found at all nonzero photon energies, with
the exception of multilayers having rigorously constant
thickness for one type of layer and random for the other.
There are frequencies, then, at which the wave propa-
gates freely no matter how strong the thickness fluctua-
tions are. The trends in the frequency dependence of / we
have found for large disorder are in good qualitative
agreement with previous studies of randomly layered sys-
tems with different types of disorder. Finally, it was
shown that absorption and disorder have independent
effects on wave attenuation in the structures studied.
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