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Mean-field solution for random mixtures A4, B;_, of an Ising site model
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An exact solution for random mixtures A, B,;_, of an Ising model is presented. The solution is ob-
tained in the mean-field version of the model and exhibits a spin-glass phase transition. The explicit
dependence of the critical temperature T, on the exchange integrals J 44 >0, Jp5 >0, J 45 <0, and con-
centration x, are found. The results are in good agreement with the previous Monte Carlo simulation.

Various theoretical models and approaches' have been
proposed to explain the qualitative features of spin-glass
transitions observed in experiments,> especially a sharp
cusplike peak in the low-field susceptibility. Of these
efforts, exactly solvable models! with either bond ran-
domness*? or site randomness®’ play an important role.
In this note we will show that a random mixture of an Is-
ing model is exactly soluble in the mean-field theory and
exhibits spin-glass transition. Extensive researches have
been carried out on the model.’~!' In 1977, Tatsumi
found its spin-glass phase with Monte Carlo method. As
we will see later, our mean-field solution is in good agree-
ment with the Monte Carlo simulation.

Random mixtures of an Ising site model can be con-
sidered as a quenched magnetic alloy of the form
A,B,_,, both kinds of atoms being magnetic, with ex-
change integrals J , 4, Jpp, J 4. The Hamiltonian of this
model is of the form,"?

1

}[:-E “J[js,-sj—yOHZs,- (1)
ij i

where p, is the magnetic moment of each spin (we con-

sider both kinds of atoms with the same magnetic mo-
ment for simplicity) and J;; are given by

Ty =J +Jsee; +J5(e +e))
Jo=(J 44 +2T 5 +Tpg)/4

()
J2=(JAA—2JAB+‘]BB)/4 ’
J3y=(J 44 —JIpp)/4,
where €; =1 if the site i is taken by an A4 atom, g;,=—1

otherwise. If we take the mean-field version of the model,
then J;; is given by

Ji=[J,+J,5.6;+J3(g;+€))]/N , 3)

where N is the number of spins, J,, J,, J; are still given
by Eq. (2), and the interaction is chosen for any pair of
spins irrespective of distance.

A and B atoms are randomly distributed under a cer-
tain concentration of A,B,_,. Thus the quenched free
energy with concentration x is given by

—1
F=(F[J]= [—M—'] S F[J] 4)

n,ln e

where the summation is over different distributions of 4
and B atoms under a given concentration x. n, is the
number of 4 atoms with ;=1 and n_ the number of B
atoms with ¢;=—1. We can follow the procedure simi-
lar to Ref. 7.

By using (3), the partition function becomes

Z=3 Wylm,,my)expN[+(k,m}+k,m}

mym,
+2k3m,m2)+hm,]
(5)

where k;=pJ(1=1,2,3), h=BuH, m;=3,;s;/N,
m,=3s;€;/N, and the summation is over all possible
values of m; and m, under a given concentration of x.
Wy(m ,m,) is the number of spin states for a set of given
my,m,.

The number of spin states for given m ,m, is given by

ny! n_!

(NIUNENW (NZUNT)

WN(m11m2)= ’ (6)

where NI is the number of sites with s;=+1 and
g;=+1, N} is the number of sites with s;=-+1 and

g;=—1, NT is the number of sites with s;=—1 and
g;=+1, and N _ is the number of sites with s;=—1 and
g; = — 1. Using these definitions, one finds after a simple
calculation

NI=N(1+m;+m,+1)/4,
Nt=N(—m;—m,+1)/4,
Ni=N(+m,—m,—1)/4, )
N-=N(l—m;+m,—L)/4,

ny=N(1+X)/2, n_=N(1—1)/2,

in which A=73,e;,/N. It is straightforward to relate A
with concentration x, yielding

A=2x—1. (8)
For large N, Eq. (6) becomes
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Wy(m ,m,)=2NexpN | —i[(A+m+m,+ V) In(1+m; +m, +1)+(1—m;—m,+A) In(1—m, —m,+1)
+(1+my—m,—A)In(l+m,—m,—A)+(1—m;+m,—A)In(1—m,+m,—21)]
+L(1+M) In(1+0)+(1=)In(1—2)]} . 9)

Combining Egs. (5) and (9), we obtain the following
form of Z:

Z =3 m,exp[Ng(m,my,1)] (10)

where g, independent of the size of system N, is a func-
tion of m,,m,,A. In order to find InZ, we need only take
the maximum term in the summation.” That is,

InZ=Nmax [g(m,m,,A)] . (11)

ml,mz

The free quenched energy can be written as

Nt

F=|———
nyln_!

3 max [g(m,m,,A)]Py(N),

mym,

(12)
|

|
where Py (1) is the distribution number of spins under a
given concentration x and obviously given by

N!

Py(A)=— .
(A nyln_!

(13)
Therefore the quenched free energy is simply taken to be

F=—2 mnax(gim,,m,0)] . (14)
/3"‘1"’2

Introducing m,=(a,+a,)/2 and m,=(a,—a,)/2, we
can write the free energy per spin f as follows:

f=F/N=min[f (a,,a,,A)] (15)
a,a;

where

flay,a)=HB [(1+a,+M) In(1+a,+A)+(1—a, +A) In(1—a, +A)+(1+a,— 1) In(1+a, —A)

+(1—a,—A)In(1—a,—A)—4In2]—(Jat +Jpa3 +2J ,a,a,)—2ueH (a, +a,)) (16)

The minimum of f(a,,a,) yields

(28) 'In[(1+A+a,)/(1+A—a;)]
=Ja,+Jpa,+uH ,  (18)

2B 'In[(1—A+a,)/(1—A—a,)]
=Ja,+Jpa, tuH . (19)

Equations (18) and (19) are similar to, but physically
different from the Luttinger’s. Of the various solutions of
(18) and (19) (if there are several), the one which makes
fl(a,,a,) smallest must be taken. This solution is denot-
ed by a9,a9, corresponding to m?,m9. Obviously, m§,

which is proportional to the mean magnetic moment of
the system, is the conventional order parameter for mag-
netic problem. m9 is the order parameter of spin-glass
transition.”!!

If the concentration of 4 atoms x =0.5, i.e., A=0,
Eqgs. (18) and (19) turn out to be the Luttinger’s equa-
tions. Thus it is straightforward to show the typical
feature of spin-glass transition, i.e., the cusplike peak in
low-field susceptibility. A complete discussion of the
equations is complicated and will be given elsewhere. We

f

shall limit outselves to the case of no magnetic field. In
order to compare with the Monte Carlo results,!! we are
further specialized in the case of J,,, Jgp>0, and
J 48 <0, which means J, >J, and J, +J, > 0. There is al-
ways exactly one second-order phase transitionat T =T,
which means that both order parameters m{ and m9 van-
ish at the same temperature and is in agreement with the
Monte Carlo results.!! The critical temperature
T.(x)=T,(x) (T, is the spin-glass transition tempera-
ture), dependent on the concentration x or A, is given by

kpT (x)=1(J,+J,)+J1
+1[(J,—J,)*+4J3

+4(J, +J )T A+4T,J,022 (20)

where A=2x —1. For T>T, the only solution is
a,=a,=0. For T just below T,, there is nonzero solu-
tion a, =a9, and a,=a),

Jp(1—2)

0= 21
T T =T —0) 1 @b
a1=[ 31410,
3(1+0)3%(1— A3, T 1 0
kpT.—Jyp(1—2) ¢ ’
o Jp(1=2) .
=1 23
My Mo 0 23




46 MEAN-FIELD SOLUTION FOR RANDOM MIXTURES 4,B,_, ...

Te(z)/Te(1)

0.5 0.6 0.7 0.8 0.9 1

z(concentration)

FIG. 1. Phase diagram. A: case 1 (J,,=Jgg=—J 5=J);
B: case 2 (J 44 =Jpp=J, J 5= —2J). Solid lines represent our
results and black points the Monte Carlo simulation (Ref. 11).

J(1=2)
m?= 2 0 (24)

kpT,—Jp(1—A) a

1
2

In general, there is nonvanishing magnetic order m? and
nonvanishing spin-glass order mJ below T.. We notice
that in the particular case of J , , =Jgp (i.e., J;=0) and
concentration x =0.5, the only spin-glass order exists,
i.e.,, M,70 and m =0 for T <T,. This is the so-called
pure spin-glass state. The derivative of the free energy
(14) with respect to T is discontinuous at T =T, since
that of the order parameters is discontinuous at T =T,.
It means that the derivative of magnetic susceptibility
x(=0?F /3H?) with respect to T, is also discontinuous at
T =T,, which gives rise to cusplike behavior of y as in
Ref. 7.

Now we can compare our results with the Monte Carlo
simulation.!! Some caution must be taken in comparison,
since the meanings of exchange integrals J for Monte
Carlo simulation (nearest-neighbor interaction) and for
ours (infinite-range interaction) are different. Therefore,
we compare the scaled transition temperature as Tatsumi
did, i.e., T.(x)/T,(1), which is independent of exchange
integral J. Actually it is expectable in our result, since
the temperature is always proportional to the exchange
integral J for any concentration x. First one notes from
Eq. (20), T.(x)=T.(1—x)(A=2x —1) for J 4, , =Jpp, i.e.,
J; =?l, which is in excellent agreement with the simula-
tion.
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FIG. 2. Phase diagram. Case 3 (J,,=2J, Jgp=—J ;3=J).
Solid lines represent our results.

Case 1 (J, , =Jgg=—J, p=J): we simply have
kgT.(x)=J, independent of concentration x. We can
trivially rewrite it as T.(x)/T,(1)=1, compared with the
numerical simulation'! which is 0.989 F0.011. .The re-
sult is shown in Fig. 1.

Case 2 (J 4, =Jpg=J,J 45 = —2J): we have

kpT.=J{1+[4—3(2x —1)2]'%} /2,

which has a maximum of x =0.5. It is easy to show that
T.(0.5)/T,(1)=1.5, compared with the numerical simu-
lation!! which is 1.411F0.011. The result is shown in

Fig. 1.
Case3(JAA=2J,J35=—JAB=J):WChaVC
3, 2x—1
kpT, =420
B C(X)/J 2 4
1[5, 32x—1)  sex—12]"
— [+
+2 4 2 + 4

and kzT,.(1)=2J. The result is shown in Fig. 2. No
Monte Carlo result is available for this case.

In summary, the mean-field model can give us the re-
sults such as the spin-glass transition temperatures and
phase diagram, which are in good agreement with the
Monte Carlo simulation.
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