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A cellular-automaton method for solving the Boltzmann equation for semiclassical transport is
presented and applied to nonlinear transport in semiconductors. It is shown that the Boltzmann equa-
tion for semiconductor transport can be transformed into a Boolean master equation, which represents a
cellular automaton with nearest-neighbor interaction in position space. The resulting numerical algo-
rithm is physically equivalent to the ensemble Monte Carlo method and tailored to modern vector or
parallel processing. The algorithm is well suited for carrier systems with pronounced spatial inhomo-
geneities, large density variations, and scattering kernels involving single- and more-particle interactions.
Several tests of the cellular-automaton technique for nonlinear transport in Si and GaAs are presented.
The results agree very well with published Monte Carlo calculations.

I. INTRODUCTION

Recently, an effective simulation strategy has been
developed for the realistic modeling of transport process-
es in a variety of problems. The physical systems are re-
placed by fictitious microworld models obeying discrete
cellular-automaton rules such that the macroscopic dy-
namics is recovered as an ensemble average over the mi-
croworld states.? In hydrodynamics, for example,
Frisch and co-workers>* could show that lattice-gas au-
tomata can provide an effective numerical technique for
solving the Navier-Stokes and many other types of partial
differential equations with complex boundary conditions.
In the study of chemical reactions,>® or nonequilibrium
growth,7 cellular-automaton models have also been found
to provide additional microscopic insights into the com-
plex behavior of nonlinear dynamical systems, particular-
ly concerning the relation between global dynamics and
local physical laws.

The concept of cellular automata (CA) goes back to
von Neumann.! A cellular automaton is a discrete
dynamical system which evolves in discrete time steps. It
is defined at the nodes of a lattice, each site of which is
characterized by a finite number of Boolean states. In the
context of transport theory, these Boolean states are
classified as being occupied or empty, and the former
ones are considered as representing fictitious “particles.”
In each time step, a set of transition rules updates the
state occupancies synchronously on all lattice sites. The
important point is that these rules are local in the sense
that they only act on the occupancies of a given site and
its nearest (and possibly second-nearest) neighbors. It is
precisely for this reason that the CA constitutes one of
the very few algorithms for dynamical systems that can
optimally  utilize  massively parallel processor
hardware. ? In addition, the locality of the dynamical
rules allows an efficient and flexible handling of complex
geometries and lattice topologies. A noticeable recent ex-
ample is a CA simulation of flow through porous media
with a fractal structure.® Furthermore, the exclusive
usage of Boolean variables implies that the state function
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of the physical system can be characterized in a highly
compact way and with numerical precision that can be
optimally adapted to each individual physical observable.
Finally, the reduction to logics causes this technique to
be free of round-off noise.

There are two crucial factors that set cellular automata
apart from standard finite-difference methods for partial-
differential equations. First, Frisch, Hasslacher, and
Pomeau® demonstrated in their fundamental paper on
lattice-gas automata for fluid dynamics that one can con-
struct a set of extremely simple microscopic Boolean evo-
lution rules that asymptotically yield the Euler or
Navier-Stokes equations by macroscopic averaging. This
work, which has subsequently been extended and refined
in various ways,! suggests that it is possible to replace
highly nonlinear partial differential equations—
possessing singular or chaotic solutions—with a large set
of individually trivial problems that involve only logical
and, therefore, numerically stable operations and can be
solved in parallel. This is one reason for the numerical
efficiency of CA.

The second basic property of CA is the reduction of all
physical variables to Boolean values. Microscopic trans-
port equations contain scattering kernels that depend on
many physical parameters. Often, the solution is insensi-
tive to some of these parameters and it is unnecessary to
store them with high precision. In low-speed diffusive
transport regimes, for example, the detailed angular
dependence of a particle-particle collision rate is ir-
relevant. By representing each parameter by only as
many bits as necessary and treating them on an equal
footing, lattice-gas automata can achieve substantial
reductions in storage requirements, as will be elaborated
in later sections of this paper.

The field of CA has not sufficiently matured yet to al-
low a final judgment of this method. The following limi-
tations of CA, however, are generally relevant and are
the focus of much of the ongoing research. > First of all,
CA simulations require choosing a finite precision for all
variables, which is, strictly speaking, possible only a pos-
teriori. In the published applications we are aware of, ac-
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ceptable bounds could be taken a priori for the relevant
variables (e.g., particle velocity or energy) on physical
grounds. Second, the dynamics on a discrete lattice lacks
Galilean invariance and full rotational symmetry. Often,
this fact may not be relevant but it affects CA simulations
of fluid dynamics for high Reynolds numbers very un-
favorably due to the mutual interaction of turbulent pat-
terns of all length scales. Third, most realistic lattice-gas
simulations employ nondeterministic rules. These rules
can lead to artificial dispersion effects that hamper the
simulation of coherent wave motion extending over many
wavelengths or highly ballistic motion which is charac-
teristic of quantum transport. Interesting solutions to
these problems have been proposed recently.!°”!3 Even
if the cellular-automaton method turns out to be less use-
ful for highly turbulent flow or phase-coherent motion,
there is still a wide area of semiclassical transport prob-
lems in plasma physics, astrophysics, and particularly
semiconductor physics where the drift by external forces
and diffusion due to density variations are equally
relevant and turbulence phenomena play no role.

In this paper, we demonstrate that CA simulations
offer some striking advantages in the area of semiclassical
Boltzmann transport for charged or neutral plasmas, i.e.,
for integro-differential equations in situations with pro-
nounced spatial inhomogeneities, large density variations,
and scattering kernels involving single- and more-particle
interactions. As a concrete application, we focus on non-
linear transport in semiconductors.

The central result of this paper is that the nonlocal
Boltzmann equation in (6+ 1)-dimensional (x,k;?) phase
space for carrier transport in solids can be transformed to
a Boolean master equation, which constitutes a lattice-
gas automaton with nearest-neighbor interactions in posi-
tion space and stochastic rules. This transformation
effectively decouples x and k space. The CA rules can be
systematically calculated from the quantum-mechanical
scattering rates and the equations of motion for the Bloch
states. In this way we obtain a simulation technique for
nonlinear semiconductor transport which is comparable
in accuracy to the standard ensemble Monte Carlo simu-
lations, and is tailored to modern vector or parallel com-
puter hardware. The transformation to Boolean vari-
ables and local interactions in real space allows one to
deal efficiently with arbitrarily complex spatial inhomo-
geneities, large variations in carrier density, and carrier-
carrier collisions with only minimal additional costs in
computer time.

The vast majority of semiconductor high-field trans-
port calculations that deal with the full (x,k;?) phase
space for the Boltzmann distribution function are based
on the ensemble Monte Carlo technique'* (for a survey
and discussion of the method, see Refs. 15 and 16). The
presently developed lattice-gas method is an alternative
approach to reaching the same goal, namely to solve the
Boltzmann equation quantitatively. In both methods, the
Boltzmann equation is reduced to stochastic-rate equa-
tions. In the Monte Carlo approach, however, these are
augmented by the semiclassical equations of motion. In
contrast, the CA master equations incorporate the equa-
tions of motion into the collisions processes, which great-

ly simplifies the solution of the CA equations. The actual
CA simulations solely map Boolean arrays onto one
another.

In Sec. 11, the Boltzmann equation for semiconductors
is mapped onto a nearest-neighbor cellular automaton.
In Sec. III, generic numerical algorithms for CA simula-
tions of the Boltzmann equation are discussed. Concrete
tests and comparisons to ensemble Monte Carlo results
are given in Sec. IV. In these examples, the spatial an-
isotropy is confined to two dimensions, whereas the

- momentum space is included three-dimensionally albeit

in a simplified form. Even for this rather crude discreti-
zation of phase space, we find that the presently
developed CA is already comparable in accuracy to stan-
dard Monte Carlo calculations. Finally, in Sec. V we in-
vestigate velocity overshoot in a Si device as an applica-
tion of the CA technique. We note that we have previ-
ously published a short paper about this method with
some additional results. !’

II. THEORY

In this section a cellular automaton is developed that
yields the semiclassical Boltzmann equation in the limit
of an ensemble average over the cellular automaton
states. This automaton has the following general proper-
ties. It is defined on the sites of a lattice in real space x,
and attached to each site x there is a set of momentum
states which we term k cells. These x sites and k cells are
populated by fictitious particles—the lattice-gas
particles—which obey nondeterministic dynamical rules.
These automaton rules consist of (i) transitions between
any of the k cells on the same site x and (ii) transitions
between corresponding k cells on neighboring lattice sites.
The rules themselves, i.e., the probabilities for these tran-
sitions, are determined by the quantum-mechanical
scattering mechanisms and the classical equations of
motion. The physical trajectories and macroscopic ob-
servables are obtained by averaging over many phase-
space automaton cells.

In hydrodynamics, the usual starting point for the de-
velopment of CA models is a set of microscopic rules.
Then, the major task consists in deriving the correspond-
ing macroscopic equations by an appropriate Chapman-
Enskog expansion.'™® In the present work, the inverse
procedure is followed instead. We start from the con-
tinuous semiclassical Boltzmann equation and derive the
rules for a cellular automaton. The central step in this
derivation is the replacement of the kinematic terms in
the Boltzmann equation by effective scattering probabili-
ties that yield the macroscopic equations of motion in the
ensemble average.

The Boltzmann equation for the single-particle distri-
bution function f(x,k;?) can be written in the form

of , of af

- + —L = . .

ot Ot |p Ot |con @D
The collision term contains the total quantum-

mechanical scattering probability per unit time due to
elastic and inelastic processes. To elucidate the basic
principles of the present scheme and keep the equations
transparent, we restrict ourselves to nondegenerate elec-
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trons in a single band in this section. We note, however,
that degeneracy and multiband effects can be included
very efficiently in the lattice-gas method. With these re-
strictions, the collision term has the form

a—f :L ' ’ .
ot coll (277‘)3 fdk {w(x’k ,k)f(x,k )

—w(x,k,k')f(x,k;t)} . (2.2)

In these equations, V is the crystal volume and w(x,k’,k)
the scattering probability per unit time from Bloch state
k' into state k. In the form of Eq. (2.2), the collision term
is sufficiently general to allow the inclusion of all types of
elastic and inelastic one-particle scattering mechanisms
such as phonons, impurities, disorder, and boundaries.
The crucial point is that the collision term Eq. (2.2) is lo-
cal in position space. This locality is a basic assumption
underlying the Boltzmann equation and remains valid
even when two-particle Coulomb scattering is included.
In contrast, the change in the distribution function due to
applied fields,

U v flx k) +kV, flx kD) 2.3)

ot |g
supplemented by the equations of motion for Bloch wave
packets of momentum k, charge —e, and energy disper-
sion e(k),

XZ%Vke(k) :
(2.4)
kz—%E(x) ,

is nonlocal in both position and momentum space. Con-
sequently, one major obstacle in converting the
Boltzmann equation to a local CA is not the collision
term, Eq. (2.2), but the explicit nonlocality of Egs. (2.3)
and (2.4) which link the distribution function f(x,k;?) to
its value in different (x’,k’) locations. An additional obs-
tacle is the different functional forms of Egs. (2.2) and
(2.3). Whereas a discretized version of Eq. (2.2) has the
form of a master equation and can easily be envisaged as
a transition of a lattice-gas particle from one state to
another with probability w, Eq. (2.3) does not suggest a
similar interpretation. In this section we show that Eq.
(2.3) can be transformed to an effective collision term of
the same type as Eq. (2.2), which is also local in x space.

The first step in converting the Boltzmann equation to
an automaton consists in discretizing the Boltzmann
equation with respect to time, position, and Bloch
momentum. The time derivatives in the above equations
are replaced by finite differences with small time steps At.
Additionally, we define lattices in real and momentum
space, with the cells being labeled by indices R and K, re-
spectively, so that

x=R+r,
k=K+q,

(2.5)

where R and K denote the cell centers and r and q vary
within the cells. The cell volumes are denoted by V(R)
and V(K), respectively. Since the total phase space is the
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product of real and momentum space, one has to attach
the complete K lattice to each site in R space. In the
discretization scheme we have adopted, the K lattice at-
tached to site R is constructed in spherical polar coordi-
nates around R. Each K vector points toward one of the
nearest (and, in general, more distant) neighbors in R
space.

By replacing all derivatives in Egs. (2.1)—(2.3) by finite
differences, one obtains

Af
F(x,k;t+At)=f(x,k;t)+ x| At
Ax
. A f af
+ k| Ak At + 3¢ COHAt, (2.6)
A, f(x,k;t)=f(x—Ax,k;t)— f(x,k;1) , 2.7)
A f(x,k;t)=f(x,k—Ak;1)— f(x,k;2) . (2.8)

In these equations, we have defined the difference vectors
Ax=(Ax)x/|x|, and Ak=(Ak)k/|k|. Note that Ax and
Ak are coupled with one another by the equations of
motion, Eq. (2.4). By using Eq. (2.4) and by defining the
time ¢, (v) required for an electron with velocity v=x to
move over a distance Ax,

Ax

tac(0)=—"+, (2.9)
x|
we can write Eq. (2.6) as
ikt +AD=fx ki) +—2E A f(x k1)
ta, (D)
e|E(x)|At ,
+__ﬁAk A f(x,k;t)
+§f' At . (2.10)
9 |con

Next, the distribution function f(x,k;?) is replaced by
a cell-integrated occupancy in the phase-space cell
(R,K),
dk
K) (27)3
We assume that the cells in phase space are sufficiently

small so that f(x,k;?) can be replaced by its cell average
and obtain

N(R,K;t)=

NRK;O=[ dxf fxk;t) . @11

1
(2w}
When the Boltzmann equation is integrated over one
phase-space cell (R,K), it reads

N(R,K;t+At)=N(R,K;t)+AN(R,K;t)
+AN(R,K;t); +AN(R,K;t )y -

(2.13)

The four terms on the right-hand side of Eq. (2.13) exact-
ly correspond to those in Eq. (2.10). The indices T and E
label the translation- and electric-field-induced terms, re-
spectively. By forming cell averages in Eq. (2.2), the col-
lision term can be expressed in terms of the cell-
integrated occupancies,

V(IR)V(K)f(R,K;?) . (2.12)
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dk
vK) (27)} (2m)°

ANRK; )= [ dx )

dk
= 2 fV(R) fV(K) (27)} VfV(K 0 (2m )3
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fdk’{w(x,k',k)f(x,k';t)-—w(x,k,k')f(x,k;t)}At

(w(x, K, K)f(xk';t)—w(xkk)f(x,k1)] At

=3 {P.ou(R,K,K)N(R,K';1)—P (R, K,K')N(R,K;? )} . (2.14)
<
In this equation, we have introduced the integrated transition probabilities between cells K and K’,
vV dk’
P K= d dk k', k)At . (2.15
con(R K K= v fV(R) fo(K) fV(K’) (2m)3 wx ) )
[
In order for Py, to represent a probability, the time step AN(R,K;1)= V( Rz) 2 0, (K", K)f(R,K';1)
At must be chosen sufficiently short so that the equation
zpcoll(R’K,’K)Sl (2.16) —N(R,K;t) . (2.21)
K
. . . Now, we use the geometrical relations
is obeyed for all K'. In the Appendix, the calculation of
this cell-averaged collision rate P, is exemplified for op- 0K K)=V(K)— 3 0,(K',K),
tical phonons. K'#K
. (2.22)
In the next and crucial step, we convert the other con- S 0K, K)= T 04K, K'),
tributions in Eq. (2.13) to a form which is identical to Eq. K'#K K=K
(2.14), with P_, being replaced by some effective transi- d obtai
tion probabilities. To this end, we introduce the quantity and obtain V(R)
IB(R)|A -1 A N(R,K;t)= 2m)? S 04K, K)f(R,K';2)
A(N(R,K;t)= i—ﬁﬂ——’ AN(RK;t)z , (2.17) KK
~VR) 3, OulK KSR K1)
and the local distribution function (2m)
f(R,K;t), xEV(R) and kEV(K) _ OndK',K) ,

)= = ————N(R,K';t
Fre(x,k;1) lO otherwise . (2.18) KE'K V(K') )
With Egs. (2.10) and (2.13), obtains O0n(KK)

qs an ), one obtain _ O NRK:1)
dk V(K)
ANRKD= 5 [ axf ;
V(R) V(K) (217) (2.23)

X fri (X, k—Ak;?)

—N((R,K;t) . (2.19)
Since the shifted k vector in the argument of fg.k- is not
centered in any cell k, i.e., K—Ak##K/’, the integral in
Eq. (2.19) cannot be expressed in terms of the cell-
integrated occupancy N(R',K’;t) immediately. In order
to achieve this, we rigidly shift the whole cell centered at
wave vector K by an amount —Ak. The integral on the
right-hand side of Eq. (2.19) is then proportional to the
geometrical overlap in k space 0, (K',K) of this shifted
cell k—which is now centered at K—Ak—with cell k
centered at K':

OwKK)=[ k[ =~ dks(k—k')

=[ dx[ dk's(k—k'—Ak). (220
V(K) V(K')

The evaluation of these geometrical overlap factors is

also exemplified in the Appendix. Again replacing

f(x,k;t) by its cell average within one phase space cell,

we can carry out the spatial integration in Eq. (2.19) and

obtain

This equation already resembles Eq. (2.14) and suggests a
probabilistic treatment of the acceleration by the external
field E(R) where the normalized overlap factors O, /V
play the role of effective scattering probabilities.

Implicitly, Eq. (2.23) requires an extremely fine discret-
ization of K space in order to guarantee that all particles
in a given momentum space cell are accelerated in accor-
dance with the equations of motion, Eq. (2.4). Actually,
one can easily verify that Eq. (2.23) always yields the
correct mean acceleration in k space for a periodic K lat-
tice in the sense that

1 @Ak( Kly K) Ak
K—K)———="— .
At ( . V(K’) At 224)
but the fluctuations, given by
O\, (K", K)
K—K' —Ak)P———— .
% ( ) VK) (2.25)

vanish identically only when the shift Ak in one time step
moves the cell K exactly on top of another cell K", i.e.,

0, (K", K)=8(K"—K, Ak)
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for all K'. If, in contrast, the equations of motion yield a
change of the wave vector Ak in one time step, which is
much smaller than the grid size AK in K space, Eq.
(2.20) leads to many small and nonzero geometrical over-
laps with the neighboring K-space cells. This leads to
artificially diffuse accelerations into directions other than
the field direction.

Fortunately, Eq. (2.23) can be converted into a form
that allows one to use relatively coarse grids and simul-
taneously suppresses the fluctuations. It follows from
Eqgs. (2.17) and (2.23) that AN(R,K;t); only depends on
the ratios O,,/Ak. In addition, Eq. (2.24) guarantees
that the equality

(k- I g gy QKK
% AkV(K’) % AkV(K')
2.26)

holds for any Ak for a periodic K lattice. These observa-
tions give one the freedom to choose a larger acceleration
per time step than the true acceleration Ak /At but to as-
sign a correspondingly smaller probability to this process.
Importantly, by choosing Ak AK one can guarantee
that the overlap factors @,, /Ak are of the order of unity.
In this way, the equations of motion are still preserved in
the ensemble average while, at the same time, fluctua-
tions are kept small.

A natural choice for Ak is the mean first-order change
in k during the electron’s free flight, which is given by

£
#i

Here, 7. is the mean time of free flight in the phase-
space cell (R,K)

Ak=—2Er (R,K) . (2.27)

_ 1
el FRK) ° (2.28)

I(R,K)=— 3 P,y(R,K,K) .
At ¢

With this modification of Eq. (2.23), the field-induced
change in the cell occupation can finally be written as

ANRK;t);= 3 {P;(R,K,K)N(R,K’t)
K'#K

—P;(RK,K')N(R,K;1)} , (2.29)
_ e|lBR)|Ar 9a K K)

P.(R,K',K)

#Ak V(K')
0,(K',K)
_ At Ak , (2.30)
Treel R, K') V(K')

which has exactly the same form as the collision term Eq.
(2.14). The acceleration by the electric field has now been
converted to the effective scattering probability Pr. We
note that the choice of Ak in Eq. (2.27), together with
Egs. (2.16) and (2.28), is consistent with Py, representing
a properly normalized probability

> P:(RK,K)<1.

K+#K’

(2.31)
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Finally, we turn to the diffusion-related spatial deriva-
tive AN(R,K;¢); in Eq. (2.13). Employing the same pro-
cedure that led to Eq. (2.23), but interchanging the role of
position and momentum space, one obtains

AN(RK;1)=3 {PH(R,R,K)N(R,K;?)
R'#R
—Pr(R,R,K)N(R,K;1)} .
(2.32)

This equation implies that the translation of electrons in
real space can also be represented as a scattering process
on the microscopic scale of the lattice gas, with P play-
ing the role of a hopping probability for the carriers. It is
given by

At Ox(R,R)
15 (K)  V(R)

PR, R,K)= (2.33)

Equation (2.32) is still nonlocal in position space, since
Ax in Eq. (2.33) is determined by Eq. (2.4), and R and R’
will—for any fixed discretization—generally not be
nearest neighbors.

Since, however, the probability Eq. (2.33) depends only
on the ratio O, (R’,R)/Ax, we can use the same argu-
ments that led from Eq. (2.23) to Egs. (2.29) and (2.30)
and choose Ax in Eq. (2.33) in such a way that the equa-
tions of motion are still obeyed in the ensemble average
but transitions from R to R’ can occur only between
nearest neighbors. An appropriate choice for Ax is
|Ax|=d, where d is the local nearest-neighbor distance.
Importantly, this choice gives overlap factors O,,/V
equal to unity for nearest neighbors and zero otherwise,
guaranteeing that the fluctuations vanish:

(R—R'— Ax)? Op(R',R) 2.34)
% x VR .
The hopping probability Eq. (2.33) can now be written in

a physically transparent form

v(K) K
! = —Rd— |, 2.35
Pr(R',R,K) . 6 ‘R R/, K] ] ( )
where Eq. (2.9) has been used and
v(K)=%1Vk£(K)| (2.36)

is the particle’s velocity. Here, ¢ =d /At is the so-called
speed of light of the cellular automaton, i.e., the max-
imum particle velocity. The mesh size in position space
needs to be chosen in such a way that ¢ = v for all physi-
cally relevant velocities.

Equations (2.32) and (2.35) suggest the following physi-
cal interpretation. In each time step, the lattice particles
hop to one of the neighboring lattice sites in one of the K
directions with probability Pr, and therefore move with
the average velocity v(K), in accordance with the equa-
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tions of motion.

It is interesting to note that in the area of magnetohy-
drodynamics, deterministic lattice Boltzmann models
have been developed'>!® recently that lead to equations
that are conceptually similar to Eq. (2.32).

The solution of the discretized Boltzmann equation de-
rived above is the cell occupancy N(R,K;?), which is still
a continuous variable. We now define Boolean phase-
space cell occupancies n(R,K;?) and scattering rates
p=1{0,1} in such a way that the average over an ensem-
ble of CA states—in practice, the average over a large
number of cells—yields the continuous macroscopic
quantities,

|

n(R,K;t+Af)=n(R,K;t)+ 3
R'=Ryy
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(n(R,K;1))ca=N(R,K;?) ,
(Poon(RK,K')) o =Py (R,K,K') ,
(pe(RK,K'))ca=P(RK,K'),
(pr(R,R",K))ca=Pr(R,R",K) .

Note that p(R,R’,K)=0 or p7(R,R’,K)=1 means that
a particle either remains at its site R [with probability
1—v(K)/c] or hops to its nearest neighbor in direction
K /|K| with speed ¢ [with probability v(K)/c] in a single
time step. Collecting all terms, we finally obtain the mas-
ter equation for the discrete lattice gas

(2.37)

{pr(R",R,K)n(R’,K;t)—pr(R,R",K)n(R,K;?)}

+ 3 {[Pe(R, K, K)+p (R, K, K)]n(R,K';2)
<

—[Pe(R,K,K")+peon(R,K,K) n(R,K; 1)} .

The main difference between this result and standard
finite-difference schemes is the effective decoupling of po-
sition and momentum space, which we arrived at by re-
placing the kinematic terms in the Boltzmann equation
by suitably chosen effective scattering rates. The simple
structure of this master equation, which already incorpo-
rates the kinematic terms in the Boltzmann equation, al-
lows its solution in parallel on all lattice sites.

III. THE CELLULAR-AUTOMATON TECHNIQUE
A. Principles of the method

In this section we discuss the general steps one needs to
carry out in order to solve the Boltzmann equation in the
cellular-automaton form, Eq. (2.38). First, we point out
that CA contain two length scales. The fictitious lattice-
gas particles move on a microscale, whereas the
physical-particle trajectories and other observables are
computed on a coarser scale, the macroscale. Criteria for
the choice of lattice-mesh sizes and examples are dis-
cussed in subsequent sections.

A cellular-automaton simulation can be carried out in
two ways, either in a particle representation or in a site
representation. In the first case, one follows the trajecto-
ry of each particle individually in phase space and up-
dates its phase-space location after every time step. In
the second case, one considers the site occupancies in
phase space as primary variables and increases or de-
creases them after each scattering event.

If the occupation of phase space is very sparse, the par-
ticle representation is more efficient, since the computer
time is proportional to the number of particles instead of
being proportional to the number of phase-space cells.
This situation will prevail for low doping concentrations.
We show here schematically the procedure for a CA
simulation in the particle representation.

(2.38)

(1) Choose a time step, mesh size, and lattice size in R
space and K space on the microscale. Define blocks of
lattice points forming the macroscale.

(2) For each initial state (R,K), set up three scattering
tables containing all final states with a frequency propor-
tional to the probabilities P_;(R,K,K’), Ps(R,K,K’),
and Pr(R,R’,K), respectively, utilizing symmetry. In
addition, set up nearest-neighbor tables that reflect the
topology of the lattice in position space.

(3) Initialize the particle distribution and assign (R,K)
to each of the particlesi=1,...,N.

(4) Consider particlei=1,...,N.

(5) Local k-space scattering step at site R: Use the lo-
cal scattering table for quantum-mechanical collisions
(P ) and pick out randomly the final k state; transfer
particle i from state (R,K)—(R,K’); use the local
scattering table for the k-space acceleration due to the lo-
cal electric field E(R) (Pg) and pick out randomly the
final k state; transfer particle i from state
(R,K)—(R,K’).

(6) Translation step for state K': Use the local scatter-
ing table for the motion in real space (P;) and pick out
randomly the final cell R'; transfer particle i from state
(R,K')—(R’,K’), with R’=R or R'=Ryy, where Ryy
denotes the neighbor of cell R in the direction of K'.

(7) Repeat steps (5) and (6) for all particles.

(8) Determine particle number N(R,K) on macroscale
and solve Poisson’s equation for the electric field E(R).

Steps (4)—(7) or (4)—(8) represent one time step.

The cellular-automaton method developed in this pa-
per is most useful for transport properties that are
difficult or very time consuming to predict accurately
with alternative methods, such as the distribution func-
tion for strongly inhomogeneous charge distributions or
for very high carrier concentrations. 13
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In this situation, it is more efficient to invoke the site
representation and loop over phase space-cell occupan-
cies instead of following individual particles. The site
representation is closer to the original concept of CA and
offers the following advantages.

(i) The local distribution function on any given site is
known at all times without the need to scan all particles.
This is particularly efficient for scattering kernels that de-
pend on the local distribution of carriers, such as for de-
generate electron systems, impact ionization of trapped
carriers, and carrier-carrier interactions. Due to the
small number of K states attached to each cell R on the
microscale, complete two-particle scattering tables for
the short-range part of the electron-electron interaction
can be set up and stored as look-up tables. The observa-
tion of Pauli’s principle is also straightforward, since
f(K) is the primary variable in the cellular-automaton
algorithm.

(ii) The distribution functions in spatially separate re-
gions develop in time according to their own local
scattering tables and there is no need to share these tables
globally. This is the key advantage of the method if
several or many parallel processors are available.

(iii) Since the occupancies in single-phase-space cells
are small integers, they can be stored bitwise, allowing
the study of very large dynamical systems with only
moderate storage requirements.

B. Computational details and examples

The examples and applications of the method that are
discussed in this paper primarily serve to demonstrate
that the CA method is a robust scheme that does not de-
pend critically on the chosen discretization on the mi-
croscale of the lattice and easily reaches the accuracy of
the standard ensemble Monte Carlo technique. In fact,
we purposely choose a rather crude discretization here
and only include the standard single-particle scattering
mechanisms in the particle representation of the cellular
automaton in order to be able to compare to published
and reliable Monte Carlo simulations. Additional results
with degenerate carriers and impact ionization will be
presented in a later publication.

Let us consider high-field transport in a bulk semicon-
ductor with acoustic-phonon, optic-phonon, and
ionized-impurity scattering. We assume the carrier dis-
tribution to be inhomogeneous only in two dimensions,
which is appropriate for planar devices. In this situation,
a possible realization of an automaton is a two-
dimensional hexagonal R lattice with a lattice spacing of
the order of 1 nm and a three-dimensional k space associ-
ated with each site R. This k space is divided into six
segments pointing toward the nearest neighbors in the R
lattice. These six directions are then the only possible ve-
locity directions on the microscale. Furthermore, each of
these six segments is subdivided into shells, correspond-
ing to different magnitudes |K| or—equivalently—
carrier energies. A reasonable choice is to set these ener-
gies to multiples of optical-phonon energies nfiw, with n
ranging typically from 1 to 30. This fixes the K lattice,
the energy range, and resolution of the cellular automa-
ton. A schematic picture of a few K cells is shown in
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Fig. 1. In position space, the inclusion of 10* to 10° R-
space cells on the microscale proved sufficient for the re-
sults presented in Sec. IV. The transformation to the ma-
croscale is accomplished by averaging over blocks of typ-
ically 10% R-space cells.

Steps (5) and (6) in Sec. III A are most efficiently car-
ried out with scattering tables that contain all possible
final states with a frequency determined by their respec-
tive probabilities. Making use of symmetry, one type of
table is required for each initial magnitude of the wave
vector in the Brillouin zone |K| and impurity concentra-
tion to represent the total scattering probabilities for the
quantum-mechanical processes. An additional type of
table is required for each magnitude of the electric field
|E| and each K vector. A third set of tables is required
for each |K| to discriminate between the moving and the
stopped particles. Only the impurity-related tables are R
dependent. In a typical simulation, we have used ten
discrete values to represent the different impurity concen-
trations in doping profiles, ten values to represent the
magnitude of the electric field |E|, and 30 values for the
modulus of the wave vector |K| in each band, assuming
either a parabolic or nonparabolic dispersion. Since there
are six different K directions in a two-dimensional hexag-
onal real-space lattice, each of the scattering tables con-
tains 180 final states for electrons in one valley. We
found 5X 103 to 1X 10* entries in each table to adequately
represent the relative probabilities of the final states. The
length of these final-state arrays can be reduced by one
order of magnitude by separating out the self-scattering

(b)

FIG. 1. (a) Top view of a two-dimensional hexagonal cell in
real space. Also shown are the three-dimensional k cells associ-
ated with it. In this figure, only 18 k cells (six k directions and
three k moduli) are shown. Within a time step, each cell moves
by a vector Ak. This is shown schematically for one of the inner
k cells. The shifted cell overlaps with several other k cells. (b)
Three-dimensional side view of the k cells that correspond to
the hatched cells in (a).



46 LATTICE-GAS CELLULAR-AUTOMATON METHOD FOR . ..

events where the initial and final states are identical. In
summary, the storage requirement for all scattering
tables together is approximately 2X10° short integers
(bytes, where 1 byte equals 8 bits). In a simulation that
treats the k space fully three dimensionally it is approxi-
mately twice as much.

In semiclassical transport calculations, the long-range
part of the Coulomb interaction between the charge car-
riers is taken into account by augmenting the Boltzmann
equation by the Poisson equation. In the present work,
the Poisson equation is solved on the macroscale of the
cellular automaton either using direct matrix inversion or
one of the standard relaxation methods.'® These
methods are already well adapted to modern vector or
parallel processing. In this way, the electric field E(R) is
first determined as a continuous quantity on a block of
cells. Subsequently, it is assigned to each individual mi-
crocell by decomposing the field into its components
along the two closest hexagonal |K| directions or simply
by assigning E to the closest hexagonal direction.

The present quasi-two-dimensional treatment of K
space causes the various K cells to differ significantly in
size and shape (see Fig. 1). In particular, this structure of
the K cells causes the electron distribution to acquire a
continuously larger spread along the k, direction when
the electric field accelerates the carriers, which leads ap-
proximately to a 10% underestimate of the free accelera-
tion of particles by the electric field. We found that this
geometrical artifact can be fairly accurately accounted
for by (i) increasing the field-related scattering probabili-
ties P in Eq. (2.30) by a constant factor of 1.1 for a wide
range of fields both for Si and GaAs, and (ii) by a careful
choice of the origin of the wave vectors within the K
cells. This choice enters the calculation of the hopping
probabilities in Eq. (2.33) and the ensemble averages of
the momentum. We put this origin at the cell average
(K ) for the six innermost K cells, and at the minimum k
vector in the x -y plane within a cell K for all other cells.

It is clear from the foregoing discussion that the usage
of a fully three-dimensional cubic or hexagonal close-
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FIG. 2. Comparison of CPU times of the present cellular-
automaton simulation for 300 000 lattice particles and 100 time
steps on a Cray YMP computer. The results have been obtained
either with (VEC) or without (NO-VEC) vectorization and with
either a single (1 CPU) or four concurrent (4 CPU) processors.
This figure illustrates the high degree of parallelization that can
be obtained with the new cellular-automaton method.

1389

packed R lattice is preferable for realistic simulations,
since it avoids the geometrical artifacts of a two-
dimensional lattice. In this case, a nearest-neighbor cel-
lular automaton contains 12 velocity directions, giving a
significantly better resolution of transport effects in x
space as well as in k space, while requiring only twice as
much memory as a two-dimensional cellular automaton.
In principle, higher dimensional hypercubes also could be
chosen.!? Nevertheless, the applications of the method
presented in Sec. IV are based on two-dimensional hexag-
onal R lattices.

C. CA-lattice parameters and limitations

Two basic parameters of a cellular-automaton simula-
tion have not been explicitly specified yet, namely the lat-
tice constant d and the time step Az. The lattice constant
must clearly be small enough to resolve all physically
relevant inhomogeneities and the time step must be short-
er than any scattering time. However, there are two ad-
ditional criteria that need to be observed. First, the max-
imum particle velocity or speed of light ¢ =d /At of the
cellular automaton must be larger than any physically
relevant particle velocity. With the choice of Ar=1 fs
and d =1 nm, this criterion can easily be obeyed in semi-
conductors, since ¢ =10 cm/sec is significantly higher
than the saturation velocities in semiconductors.

The second criterion for d and At is less obvious and
arises from the replacement of the deterministic particle
trajectories by probabilistic hoppings in x space and k
space. As pointed out before, the cellular-automaton
equation (2.38) only guarantees that the particle trajec-
tories follow the equations of motion in the ensemble
average. This leads to a built-in artificial diffusion of the
carriers that depends on the lattice parameters.

For the longitudinal diffusion, the situation is analo-
gous to a one-dimensional random-walk problem. Let us
consider a particle that either hops by a distance d within
a time step At or does not move. When the hopping
probability is y, the particle has an average velocity
v=yd /At. But the probabilistic nature of the motion
also yields a longitudinal diffusion with the diffusion con-
stant D given by

2
D—_—_d_

2AL (1—y).

(3.1)

In addition, an artificial transversal diffusion is intro-
duced by the finite number of nearest-neighbor direc-
tions. Let us assume that the electric-field direction lies
exactly in between two planar hexagonal lattice vectors
and that the particle gets scattered into these directions
with equal probability. This situation leads to a diffusion
transverse to the applied field with a diffusion constant
that turns out to be identical to Eq. (3.1) with ¥y =0.5.
Fortunately, with the lattice parameters Azr=1 fs and
d =1 nm, Eq. (3.1) gives an artificial diffusion constant of
D <1.3 cm?/s, which is small compared with typical
diffusion constants in Si or GaAs at room temperature
(~0.5X10% cm?/s). For very high electric fields, on the
other hand, the physical diffusion constants can become
small and a careful selection of the CA parameters is



1390

necessary to guarantee that built-in diffusions remain
small.

IV. TESTS AND COMPARISONS

Figure 2 illustrates the efficiency of the present CA
method by depicting the computer time required for the
solution of the CA equations (without the Poisson equa-
tion) with 300 000 particles as a function of the number of
processors. Even on a moderately parallel system such as
a Cray YMP computer with four processors, one gains a
factor of 25 in computer time when running the cellular-
automaton code concurrently on four processors and
switching on the automatic vectorization capabilities of
this computer. The computer time scales strictly linearly
with the number of processors. We have obtained similar
results on several other parallel computer architectures.
In order to test the accuracy and usefulness of the present
method in realistic applications, we now discuss several
comparisons of CA simulations with Monte Carlo and
drift-diffusion calculations for n-type Si and GaAs.

A. Homogeneous transport

In Fig. 3, we show the drift velocity in bulk n-type Si as
a function of the electric field (along the [111] direction)
as calculated with the CA technique and incorporating
ionized-impurity and phonon scattering. The phonon
scattering rates for Si together with the band-structure
parameters are specified in Table I. For comparison, the
results of previous ensemble Monte Carlo simulations!®
are also shown. The results demonstrate the capability of
the present cellular-automaton model to correctly repro-
duce both the Ohmic low-field mobility and the high-field
transport regime. The agreement with the Monte Carlo
results'® is excellent for the whole range of electric fields.

TABLE 1. Material parameters for Si used in the cellular-
automata simulations. The values are taken from Ref. 15.

Si

Longitudinal effective

mass m;*/m 0.98

Transverse effective

mass m*/m 0.19

Nonparabolicity factor a 0.5

Dielectric constant 11.8

Intervalley phonons:

TA modes: g, coupling (eV/cm) 0.5Xx 108
energy (eV) 0.012

TA modes: f, coupling (eV/cm) 0.3x108
energy (eV) 0.018

LA modes: g, coupling (eV/cm) 0.8Xx 108
energy (eV) 0.0185

LA modes: f, coupling (eV/cm) 2.0X 108
energy (eV) 0.047

LO mode: g3 coupling (eV/cm) 11.0X 108
energy (eV) 0.062

TO mode: f; coupling (eV/cm) 2.0X 108
energy (eV) 0.059

Acoustic-deformation

potential (eV) 9.0
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FIG. 3. Theoretical drift velocity in bulk n-type Si as a func-
tion of the electric field along the [111] direction. The circles
are the Monte Carlo results of Ref. 19 and are interconnected
by lines to guide the eye. The squares represent the cellular-
automaton results.

The slightly lower drift velocity near electric fields of
about 10 kV/cm predicted by the CA model has two
causes. First, the scattering rates in Ref. 19 differ some-
what from the ones given in Table I, which contains more
recent values. Second, the restricted k-space discretiza-
tion used in this paper leads to a slight overestimation of
the diffusive motion as discussed in Sec. III C. This effect
can also be noticed in the calculated carrier energy and
the longitudinal-diffusion coefficient, shown in Figs. 4 and
5, and accounts for approximately half of the discrepancy
between the present calculations and the Monte Carlo re-
sults for high fields. Still, the overall agreement between
the two methods is very satisfactory and could be further
improved by employing fully three-dimensional x and k
lattices.

The velocity overshoot of electrons in GaAs provides
another stringent test for any microscopic transport cal-
culation. In Figs. 6 and 7, we compare the CA results
with previous Monte Carlo calculations?®?! for n-type
GaAs. The CA simulations use a two-valley model (", L)
with parabolic bands and take into account phonon and

0.4 T ~T
n-type Si
< | T=300K |
E 0.3 o
>
O o.2f s
% CA O
01} MCO .
10° 10* 10°
electric field (V/cm)

FIG. 4. Kinetic energy of electrons in n-type Si at room tem-
perature as a function of the electric field acting along the [111]
direction. The circles are the Monte Carlo results of Ref. 19
and are interconnected by lines to guide the eye. The squares
represent the cellular-automaton results.
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FIG. 5. Field-dependent longitudinal-diffusion coefficient in
n-type Si at room temperature. The circles are the Monte Carlo
results of Ref. 19 and are interconnected by lines to guide the
eye. The squares represent the cellular-automaton results. The
thermal diffusivity is indicated by an arrow (Ref. 23).

ionized-impurity scattering. The relevant coupling pa-
rameters employed in the calculation are summarized in
Table II. The Monte Carlo results, on the other hand,
are based on a more accurate three-valley model and non-
parabolic bands.?®?! Nevertheless, the overall agreement
between the two methods is again very satisfactory.

These results show that a very crude discretization of
momentum space on the microscale of the cellular au-
tomaton can already capture the physical transport prop-
erties on the macroscale quantitatively. However, these
examples do not test the adequacy of the present model
for spatially inhomogeneous distribution functions. This
is the subject of Sec. IV B.

B. Inhomogeneous transport

In order to test the cellular-automaton method for in-
homogeneous systems, simulations for a planar Si metal-
semiconductor field-effect transistor (MESFET) have
been carried out. The MESFET is characterized by the
following data. The source, gate, and drain contacts, as
well as the distance between the contacts, are 0.5 pm.

’g 25 T T
GaAs

O 20 o} =
“c T=300K
= 15| 1
F
§ 10 s
g
Sef Mmoo
©

0 1 1

0 5 10 15

field (kV/cm)

FIG. 6. Theoretical drift velocity in bulk n-type GaAs as a
function of the electric field. The full curve has been obtained
with the present cellular-automaton method, whereas the circles
mark the Monte Carlo results of Ref. 21.
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TABLE II. Material parameters for GaAs used in the
cellular-automata simulations. The values are taken from Refs.
22 and 23.

GaAs

I'-L energy separation (eV) 0.33
Effective mass (m™*/m)r ey 0.0665
Effective mass (m™*/m)y yaney 0.222
Static dielectric constant €, 12.9
Optical dielectric constant €, 10.9
LO phonon energy (eV) 0.036
I'-L intervalley coupling (¢V/cm) 1.0X10°
L-L intervalley coupling (€V/cm) 1.0Xx10°

The width of the n-doped active layer (N, =10 cm ™)
and of the weakly n-doped substrate (N, =10" cm ™) is
0.21 pm. The Schottky barrier at the gate is assumed to
be 0.8 V. For the cellular automaton, the x grid consists
of 400 X 80 lattice sites with a lattice constant of d =6.25
nm. 180 K cells are attached to each lattice site and the
time step is given by At =4.5 fs, corresponding to a max-
imum velocity of ¢ =1.8 X 10® cm/s.

Figure 8 compares our results for the drain charac-
teristics of the MESFET with realistic drift-diffusion
model calculations (Cornell University Program for IC
devices, abbreviated as CUPID) of Ref. 24. The drain
currents agree very well with one another. The larger
drain conductance predicted by the CA simulations, how-
ever, is in much better agreement with the experimental®
value of 74.6 mS/cm than the value obtained by CUPID.
The present technique gives approximately 100 mS/cm,
whereas CUPID predicts only 16.2 mS/cm. This
difference originates in the neglect of the substrate in the
CUPID calculation,?* thereby cutting off the substrate
current.

In Fig. 9(a) we compare the average drift velocity v,
and in Fig. 9(b) the electric field parallel to the gate just
beneath the gate of the Si MESFET, as obtained by the
CA simulation and the CUPID model of Ref. 24, respec-
tively. Both types of calculations predict the calculated
electric fields to reach their highest values near the drain
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FIG. 7. Time dependence of predicted drift velocity in n-type
GaAs with electron concentration n=10'" cm™? and electric
field E=10 kV/cm. The full and dashed curves represent
cellular-automaton simulations and ensemble Monte Carlo re-
sults from Ref. 20, respectively.
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MESFET with 0.5-um gate length, calculated with the cellular-
automaton technique (rectangles, connected by lines to guide
the eye) and with the device simulator CUPID (Cornell Univer-
sity program for integrated devices, Ref. 24).

end of the gate region (right-hand side in Fig. 9) and are
in excellent agreement with one another. However, the
drift-diffusion calculations fail to reproduce the velocity
overshoot at the source end of the gate region predicted
both by Monte Carlo?*® methods and the cellular-
automaton technique. This velocity overshoot can be
seen in Fig. 9(a) and, in effect, decouples the maximum in
v, and in the field. We study this effect in more detail in
the next section. We conclude that the present cellular-
automaton method faithfully reproduces known high-
field solutions of the Boltzmann equation in inhomogene-
ous situations as well as in homogeneous cases.

V. APPLICATIONS

Velocity overshoot in Si MESFET’s

Velocity overshoot is a well-studied phenomenon in
GaAs, whereas it can become significant in Si only for
very small devices. As a simple application of the
cellular-automaton method, we study the onset of
overshoot effects in the drift velocity of a Si MESFET.
The device geometries are the same as in Sec. IV B, ex-
cept that the contact dimensions are reduced to 0.3 um.

In Fig. 10(b), we show the calculated longitudinal elec-
tric field E(x ) and in Fig. 10(a) the longitudinal drift ve-
locity (vd(xH )) beneath the gate. We have averaged the
drift velocity over the active region according to the
equation

active layer
f dx v (x,x Inlx,x,)

fdxln(x”,xl)

(og(x))) = (5.1)

The results in Fig. 10 are shown for three different drain
voltages, namely 1, 3, and 5 V. Only for the lowest volt-
age, v; and E are proportional to each other in the whole
gate region, as one expects from a drift-diffusion picture.

FIG. 9. (a) The longitudinal-drift velocity and (b) the electric
field, at 0.175 um beneath the gate, in a planar Si MESFET with
0.5-um gate length. The full lines are obtained with the present
cellular-automaton technique, whereas the dashed lines have
been calculated with the device simulator CUPID (Ref. 24)
which is based on the drift-diffusion approximation.

The electric field increases along the gate region, peaks
near the end of the gate, and drops rapidly toward the
drain contact (right-hand side of Fig. 10). One can see
that the peak of the electric field shifts towards the drain
for higher voltages due to the higher depletion of carriers
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FIG. 10. (a) The longitudinal-drift velocity and (b) the elec-
tric field under the gate for a Si MESFET, obtained with the
present CA method. The full, dashed, and dotted lines corre-
spond to drain voltages of 1, 3, and 5 V, respectively. The gate
voltage is O V. The symbols in the upper curve indicate bulk
saturation drift velocities for the same electric fields, whereas
the circle, square, and triangle correspond to the drain voltages
of 1, 3, and 5 V, respectively.
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at the drain end of the gate (pinch-off). Even for the
smallest voltage of 1 V, v; becomes slightly higher than
the homogeneous bulk-drift velocity near the source end
of the gate [left-hand side of Fig. 10(a)], indicating a small
overshoot. The circle, square, and triangle in Fig. 10(a)
correspond to 1, 3, and 5 V, respectively, and show the
stationary-drift velocity in bulk Si for an electric field
equal to the field shown in Fig. 10(b) at 0.7 um. For 3
and 5 V, the overshoot is more pronounced. In Si, this
quasiballistic transport can occur only in a small portion
of the gate region near the source end, since the satura-
tion value of the velocity is reached in about 0.5 ps,
which corresponds to 0.05 um for v, =10 cm/s.!® As a
consequence, the drift velocity reaches saturation velocity
at the drain end of the gate for both 3 and 5 V drain volt-
age (see Fig. 10).

VI. CONCLUSIONS

In this paper we have developed a method of solving
the semiclassical Boltzmann transport equation for the
distribution function f(x,k;¢). It was shown that the
Boltzmann equation can be transformed to a Boolean
master equation, which constitutes a nearest-neighbor
cellular automaton in real space. This effectively decou-
ples x and k space. In Sec. III, a concrete cellular-
automaton algorithm was developed which is highly suit-
ed for modern computer hardware and allows an efficient
treatment of complex scattering kernels and geometries.
The applications and examples have shown that this tech-
nique is robust and works well even for coarse discretiza-
tions. We believe that this technique can be useful for

- dk’ '
w(k,K )—mec Wwph_em(k,k )

(D /3
o 0 [0 )
(D,K)m ——
=———(N,, +DVk*—k?
121'rpa)0pﬁ2 op v P

Here, k; and k,, are the lower and upper bounds of the
wave vector k' in polar coordinates; k'=(¢',0",k')EK’
and a parabolic electron mass m* was used for
k3, =(2m*w,,)/#. We can now integrate over the
initial-state cell and obtain

( )Zt

(K, K=k
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X fk, dk k*Vk2—k2,

For the calculation of the field scattering rates, let the
k vector in the initial cell K be k=(¢,0,k). The shift
Ak in k space due to the electric field is given by Eq.

+1)V(K)

(A3)
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transport phenomena in different areas of physics, partic-
ularly for strongly inhomogeneous and anisotropic sys-
tems that are determined by an interplay of external driv-
ing forces and diffusion.
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APPENDIX: CALCULATION OF
CELL-AVERAGED SCATTERING PROBABILITIES

In this Appendix, we exemplify the calculation of the
cellular-automaton scattering rules for the case of emis-
sion of nonpolar optical phonons. In this case, the
quantum-mechanical scattering rate is independent of the
position R and is given by
w(D,K)? )
V—(N0p+1)6(e(k )—e(k)+iwg,) ,

wPh-em(kyk )= Oop

(A1)

where N, is the occupation number, fiw,, is the optical-
phonon energy, D,K is the deformation-potential cou-
pling constant, and p is the mass density. First, we in-
tegrate this expression over the final-state cell K’ and
define

k'?d¢'sin@'d©'dk’'5(e(k’)—e(k) +Hiw,,)

(2.27) and gives a final k vector k'=(¢’,0',k’), where
k'=Vk*—Ak>—2k sin©(Ak,cosp+ Ak,sing) ,

= arct k sing sin©@ — Ak,
¢’=arctan k cos¢ sin©@ — Ak, (A4
©’=arccos k_cz)'s_e

The overlap functions O, (K,K'’) are then calculated by
dividing the cell K into many small cells, shifting these
small cells by Ak and determining the final cell K'. All
contributions that lie within the cell K’ are then added.
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(b)

FIG. 1. (a) Top view of a two-dimensional hexagonal cell in
real space. Also shown are the three-dimensional k cells associ-
ated with it. In this figure, only 18 k cells (six k directions and
three k moduli) are shown. Within a time step, each cell moves
by a vector Ak. This is shown schematically for one of the inner
k cells. The shifted cell overlaps with several other k cells. (b)
Three-dimensional side view of the k cells that correspond to
the hatched cells in (a).
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FIG. 2. Comparison of CPU times of the present cellular-
automaton simulation for 300000 lattice particles and 100 time
steps on a Cray YMP computer. The results have been obtained
either with (VEC) or without (NO-VEC) vectorization and with
either a single (1 CPU) or four concurrent (4 CPU) processors.
This figure illustrates the high degree of parallelization that can
be obtained with the new cellular-automaton method.



