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The creation and the detection of short polariton pulses by use of the nonlocal time-resolved coherent
anti-Stokes Raman scattering (CARS) technique is analyzed using a classical model. The spatiotemporal
evolution of the CARS signal is calculated and the relations between the measured parameters and the
material characteristics governing the polariton dynamics are explicitly derived. The results are applied
to the investigation of the ordinary polariton in LilO; on both sides of a forbidden band. The disper-
sions of the polariton group velocity and dephasing time are directly measured in the time domain and
the results are compared to static investigations. The frequency and temperature dependences of the
measured polariton dephasing rates are interpreted in terms of anharmonic coupling with phonons on
the basis of a theoretical model including both electrical and mechanical anharmonicity.

I. INTRODUCTION

Among the collective excitations of a crystal a particu-
lar role is played by the hybrid electromagnetic-material
excitations: the polaritons. These composite excitations
which in their simplest form arise from the coherent
linear interaction of a polar material mode (exciton, pho-
non, magnon, . . .) with the electromagnetic field, moni-
tor the electromagnetic signal propagation in a material
close to its dipole allowed transitions.! Information
about the underlying dynamics of these quasiparticles
and in particular on the processes that condition their re-
laxation and coherence is thus of both fundamental and
technological relevance. Furthermore the concept of po-
lariton relaxation and dephasing is in itself of particular
interest because of the composite nature of the excitation.
In fact polariton interaction with its environment cannot
be a priori located on its electromagnetic or material part
but, in the most general situation, occurs through both of
them.?

As a consequence of their partly photon nature, pho-
non polaritons are characterized by a strong dispersion
and consequently a large group velocity. In noncen-
trosymmetric crystals polariton dispersion has been ex-
tensively studied using near forward spontaneous Raman
scattering, allowing a precise mapping of polariton static
properties under various conditions.®> Polariton dynamics
is, however, much more difficult to access by such a spec-
tral technique and only a few experiments have addressed
this problem.* The intrinsic difficulty lies in the fast
change of polariton frequency with its wave vector partly
masking the polariton linewidth and necessitating the use
of deconvolution techniques.

In the time domain, relaxation and dephasing of
nonpropagating modes of crystals were extensively stud-
ied using local coherent techniques based on a local exci-
tation and time-delayed probing of a wave packet. These
can be used as long as the wave-packed propagation dur-
ing its relaxation time can be neglected. This hypothesis
holds for most of the pure material excitations but gen-
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erally fails for polaritons which can propagate over mac-
roscopic distances during the time scale of their decay.
Relaxation thus takes place concurrently with escape
from the excitation zone requiring the use of adapted
techniques. New investigation methods were recently de-
vised allowing the study in real time and space of fast
propagating excitations, both in the visible and far-
infrared domain and for surface and bulk modes.’~°

In the far-infrared domain two main techniques based
on second-order processes allow us to address the
phonon-polariton pulse dynamics in noncentrosymmetric
crystals. These are the electro-optics Cherenkov effect’
and the nonlocal picosecond time-resolved CARS
(coherent anti-Stokes Raman scattering).® The former
exploits the large frequency width of a femtosecond pulse
to excite a low-frequency polariton wave packet through
optical rectification. Its spatial and temporal behavior is
subsequent followed using a second spatially displaced
femtosecond pulse probing the concomitant induced
birefringence. The short duration of the pulses compared
to the polariton period allows the resolution of the indivi-
dual polariton oscillations but results in a large frequency
content of the wave packet. A careful analysis of the
data is thus necessary to extract information on the po-
lariton dynamics and its frequency dependence.” More
importantly, the method is limited to low-frequency po-
lariton with an upper limit given by the pulse bandwidth
(typically 200 cm™!). The picosecond technique we used
in this investigation gives only access to the wave-packet
envelope but has the advantage of being frequency selec-
tive and is particularly suited to high-frequency polari-
tons (typically =100 cm™!). This technique is in essence
a “time-of-flight” experiment and consists in separating
in space the coherent excitation and probing stages of the
time-resolved CARS.® As outlined in Fig. 1, the coherent
excitation of a polariton wave packet is realized at time
t =0 and position y =0 by coherent scattering of two pi-
cosecond pulses with frequencies w; and wg and with
wave vectors k; and kg. The frequencies and the experi-
mental geometry are chosen to resonantly excite a polari-
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FIG. 1. Principle of the nonlocal time-resolved CARS tech-
nique: (a) coherent polariton excitation, (b) coherent polariton
detection. The angle a between the excitation beams has been
exaggerated for clarity.

ton wave packet with central frequency w, and wave vec-
tor k

Wy — W, =0, kL(wL)_ks(ws)':k#(wﬂ-) . (1.1)

Although a linear excitation could also be used, the non-
linear method allows a polariton creation in the bulk of
the crystal together with a better control of the initial
wave packet through frequency and wave-vector selection
(1.1). When the excitation process has terminated, the
wave packet freely propagates inside the crystal along a
direction fixed by its wave vector k, and with its group
velocity V,(k,). Its temporal and spatial evolution is
monitored directly in the bulk of the crystal by phase-
matched coherent anti-Stokes Raman scattering at
® 4 =wp+o, of a third picosecond pulse of frequency wp
displaced with respect to the excitation in time by 7, and
in space by y, (Fig. 1). The nonlocal probing allows a
separation of the temporal and spatial polariton features
and gives a direct and independent access to its dephasing
time and group velocity. Measurement of the polariton
parameters by this technique is analyzed in Sec. II.

The first demonstration of the nonlocal CARS was per-
formed in the ammonium chloride crystal.® In such a cu-
bic system, the wave-vector selection associated with Ra-
man techniques limits the measurements to the lower po-
lariton branch.> The optical birefringence of anisotropic
media permits us to circumvent this limitation, allowing
the entire polariton dispersion curve to be accessed.'”
We have used the nonlocal time-resolved CARS tech-
nique to investigate the upper and lower ordinary polari-
ton in the vicinity of the highest-frequency reststrahlen
band of the uniaxial lithium iodate (LilO;) crystal. The
results are presented in Sec. III and are compared to the
analysis of Sec. II. Interpretation of the frequency and
temperature dependences of the measured dephasing time
is given in Sec. IV together with a model for the anhar-
monic decay of phonon polaritons.

II. NONLOCAL TIME-RESOLVED CARS

The nonlinear creation and detection of a polariton
wave packet by nonresonant electromagnetic fields is ana-
lyzed on the basis of the classical Lorentzian model of the
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polariton. This description is particularly simple in iso-
tropic crystals and in order to avoid any unnecessary
complications we limit our analysis to this case. Never-
theless the results are directly applicable to the experi-
mental investigation considered in Sec. III of an ordinary
polariton propagating in the ordinary plane of a uniaxial
crystal. Here the evolution of the polariton pulse is not
influenced by the crystal anisotropy which only plays a
role in the propagation of the excitation and probing
pulses. Generalization to any more complicated
geometry can be easily performed.

Following the Lorentzian model, the polar material ex-
citation is represented by an assembly of noninteracting
isotropic harmonic oscillators with frequency w, and dis-
placement amplitude Q.. As they oscillate they radiate
an electric field E, which interacts with the oscillators.
The actual transverse excitation is thus a mixed photon-
phonon mode obeying the following set of equations:

azQ aQ e*
T 4+T—+wiQ,=—E,, 2.1
¥ Y 03Q, 7 B (2.1a)
6b azEfr e*N aerr
VE_—— = (2.1
T ¢% ot? T ¢t o )

e* and u are the effective charge and mass of the oscilla-
tors and N their number density. I' is a frequency-
dependent mechanical coefficient modeling the polariton
damping. A unique polar mode is explicitly considered
assuming that all other resonances are at much higher or
lower frequencies so that their contribution can be
lumped in a real frequency-independent dielectric con-
stant €,. By Fourier transforming equations (2.1) the po-
lariton dispersion in a cubic crystal is obtained:!

kic? QIZ,
T =€lw,)=¢€, |[It—5—F—— |, (2.2)
w5 wy—w;—iTw,
where (), is the plasma frequency:
Q) =47Ne**/ue, . 2.3)

Apart from the transverse excitation a longitudinal
mode is also formed with frequency w; o:

wio=w%o+ﬂg . 2.4)
No mode can propagate in the w; o —wg frequency re-
gion (reststrahlen or forbidden band). In the following
we will assume a weak polariton damping (I' <<w,—w,)
which corresponds to the experimental conditions of Sec.
III. The real and imaginary parts k. and k. of the v,
polariton wave vector can thus be written
2 172

€ |1+ —2— , (2.5a)

302
k ;7' = —,E[‘);)—ﬁ?—p% . (2.5b)
2k cw5—ws)
These parameters govern the polariton dispersion and ab-
sorption and are accessed in spectral experiments. In the
time domain their counterparts are polariton propagation
and relaxation measured by the polariton group velocity
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V, and by the polariton dephasing time T,:

3
y,=—r (2.62)
ok,
T,=(V k)70, (2.6b)

which are the parameters of interest here.

As indicated above the creation of a short polariton
wave packet is realized by coherent scattering of two syn-
chronized picosecond pulses, E; and Eg, whose frequen-
cies, w; and wg, lie in the transparency region of the
sample. Polariton interaction with the incident fields
occurs through both of its components and can be de-
scribed by a phenomenological energy density:!!

U=—dzE, E$E:—Nd,E, E3Q% +cc, 2.7)

where dg and d, are third-order coupling tensors which
vary only slowly with frequency. They account for, re-
spectively, the nonresonant optical coupling and the reso-
nant interaction with the material excitation. The actual
polariton-optical pulse interaction is thus a coherent su-
perposition of parametric amplification and coherent Ra-
man scattering.!> Selection rules are identical for these
two mechanisms and can be deduced from the symmetry
of the second-order susceptibility in the investigated ma-
terial. In particular, both of the coupling parameters
vanish in centrosymmetric media, limiting the applicabil-
ity of the technique to noncentrosymmetric materials.

In such a medium the nonlinear polarization Py; and
force Fyp acting, respectively, on the electrical and
mechanical parts of the polariton are obtained by suitable
derivation of the energy density. For undepleted incident
pulses the polariton excitation is governed by the follow-
ing set of equations:

3%Q ag e* 1
T+ —+wiQ,=—E_+—Fy , (2.8a)
a2 3 @@ p TN a
€, O'E N 3’0 9P
VE — b T_, e'N ™, 47 NL 2.8b
Tt At ¢ a2 cr A (2.80)

In order to fix the experimental geometry, we assume
that a polariton wave packet with central frequency w,,
and wave vector k. is resonantly excited [i.e., conditions
(1.1) are satisfied]. Provided that the refractive indexes at
o; and o, are known, wave-vector conservation imposes
the angle a between the incident pulses and consequently
the propagation direction of the polariton [typically
6~45° (Fig. 1)]. The incident plane is identified with the
(x,y) plane and the spatial origin is fixed at the crossing
point of the excitation beams. Noting that a is small
(~2°) and that the confocal parameters of the focusing
lenses are large compared to the interaction length, the
incident fields may be written in the form

EL,S(r,t)='é\L’S AL’S(ff’S,t —x/u)expi(kL,S-r-—a)L,St) ,
(2.9)

where 2 5 is the direction of polarization of the E; g
fields. The dispersion of the light group velocity u has
been neglected and the amplitude variation over the
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transverse coordinate (rf+%) accounts for the spatial shape
of the incident beams. A Gaussian transverse profile is
assumed for the field amplitudes 4; g, in agreement with
the experimental geometry of Sec. III. The variation of
the beam overlap over the interaction region can thus be
lumped in a crossing function H (x):

_ 2x%sin(a/2)

ag

H(x)=exp , (2.10)

where a, is the beam waist radius. For a polariton along

2., Py and Fy; are thus proportional to

Ey (r,t)=A;(p,z,t —x/u)AZ(y,z,t —x /u)H (x)
Xexpi[(kL-‘ks)'r—(wL—ws)t] . (2.11)

The mechanical and electrical parts of the polariton can
be calculated using their Fourier components:

E (r,t )=é‘,f_+°° A (r,v)expi[k(0,)r—w,t]ldv (2.12)

with o, =w_+v. A similar expression is used for Q,.
Using Egs. (2.8), (2.11), and (2.12) and assuming a weak
focalization of the incident beams in a crystal long com-
pared to the interaction length, the Fourier components
of the electric part of the polariton are given by

A (x,y,2,0,)=pBexp(—k.,z/cosb)

sz exp(kw /cosb)
XAgly —(x —w)tgb,0,]H (w)
Xexplidk,w)dw , (2.13)
where the following abbreviations were used:
_ 2im 2
o O (2.14a)
k'=k"(,), k.,=k'(0,), (2.14b)
Ak, =vu~'—(k,—ko)~[u"'"=V;'cosT'0]v, (2.14c)
Ne*dpe;ege,
d(w,)=dgze, 858, + gL ST (2.14d)

woi—o?—io,I)
ANL(y,a),,)=d(a)v)f_+wAL(y,z,v’)A[(y,z,v’—v)dv’ .
(2.14¢)

Here 4;(w) and Ag(w) are the Fourier components of
the excitation field amplitudes. The wave packet is fully
determined by expressions (2.12) and (2.13) together with
(2.14). The result can be simplified by introduction of the
polariton group velocity V, provided that the group ve-
locity dispersion over the spectral width 8v of the polari-
ton wave packet is small, i.e.,

v <<|wy—w,l . (2.15)
ov is limited both by wave-vector selection and by the fre-
quency content of the excitation (2.13). The former selec-
tion process is particularly efficient for a small polariton
group velocity (2.14c), i.e., in the vicinity of w,, strongly
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limiting the polariton extension in the w space. As the
group velocity increases the k selection weakens and may
become ineffective if group velocity matching is realized
(u =Vgcos9), i.e., if the dispersion of |kL—kS| exactly
matches the polariton dispersion.!> k-selection weaken-
ing is compensated by frequency selection whose
efficiency (in the k space) increases with increasing group
velocity. In fact the combination of k- and w-space selec-
tion allows condition (2.15) to be always met in our ex-
periment.

The above analysis holds only if the dispersion of the
coupling term d(w,) can be disregarded over &v. This
approximation may generally be performed except in the
region of strong destructive interferences between the
electrical and mechanical coupling of the polariton with

A,,(x,y,t')=Bexp(—t’/Ta)fﬂ exp(7/T,) A, [y +(r— ")V, sinb,71H[x +(r—1t')V, cosO)e 2k *d T .

t' is the retarded time (z'=t—x /u) and Anp(y,7) is a
temporal excitation function defined as

A (V)= [ 77 Ag (Y0,)e " dy . 2.17)

The apparent polariton dephasing time T, and apparent
velocity ¥V, are related to the real dephasing time and
group velocity by

T,=(1—V,u 'cos8)/V kg , (2.18a)

V,=V,/(1—V,u 'cos) . (2.18b)

Expression (2.16) for the electrical amplitude of the po-
lariton shows that the excitation buildup results from ac-
cumulation of the elementary excitations created at
different time and place inside the crystal reaching the
point r at time ¢ after propagation with the group veloci-
ty V,. This spatiotemporal accumulation over the tem-
poral duration of the excitation process results in both a
spatial and temporal displacement of the maximum am-
plitude of the wave packet as compared to the spatial and
temporal overlap of the incident pulses.

For long time ¢’ (i.e., t'>>t, where ¢, is the duration of
the pulses) the electric field amplitude can be written in a
closed form:

—t'/T,

A (nt)=e B(r—V,t') . (2.19)

ch
S 4s(ypstp)= |B7’|28_;SLiﬁexp( —2t,/T,)
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the incident fields which occur either below or above
wro, depending on the relative sign of dz;é;és¢, and
dpé,ese, (2.14d). Close to the minimum of d(w,), a
strong spectral broadening of the excited polariton wave
packet occurs due to the compensation of the k and w
selection by the simultaneous d (w,) variation, rendering
the applicability of the group velocity concept question-
able. Such a broadening was first pointed out by Benson
and Mills in near forward spontaneous Raman scatter-
ing.!> As this occurs close to a very particular polariton
frequency this case will not be considered in the follow-
ing.

Introducing the group velocity and neglecting the
dispersion of B, and k! on the wave-packet width one ob-
tains

(2.16)

This expression indicates a free propagation of the polari-
ton wave packet in a direction determined by the angle 6
and with the apparent velocity V,(w,). As the polariton
propagates its amplitude is exponentially damped with a
characteristic time T,.

The temporal and spatial features of the polariton can
be directly accessed in the real space by coherent anti-
Stokes Raman scattering of a third picosecond probe
pulse Ep with frequency wp (Fig. 1). The incident direc-
tion of the probe is imposed by overall phase matching
condition: k ,s=k; —kg+kp fixing the experimental
geometry. As the phase matching angle for the probe
beam is small (~1°) the probe field can be written in the
same form as the excitation ones (2.9). The generation of
the anti-Stokes signal is described by the usual nonlinear
propagation equation:

nis OEs _Am 3’PyL
¢t ar? ¢t ar?
where the source term Py is calculated from an energy
density similar to (2.8):

VZE s — , (2.20)

PNL:_dEEPEﬂ’—NdQEPQﬂ+CC . (2.21)

The spatial and temporal behavior of the intensity of the
coherent signal is readily calculated using (2.13):

x [t [ "7dy [ " "dz| dp(y,z,0%exp(—2t/T,)

I'FZD
x| [ P drexplr/T,) A Valr—t —1p) 4y 435,271 |

2
(2.22)
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where
2177(0%45 Ne ‘dQ’e\Asé\Pé\”
=— e sbpe, +—————— (2.23)
Y kAScz E®AS“PCn #(mg_wi)

and L is the effective interaction length.

The spatial and temporal dependences of the signal in-
tensity directly reflect the wave-packet evolution. For
long time delay (¢, >>tp) the excitation process has ter-
minated and hence the last integral in (2.22) is constant.
The signal intensity can thus be written as the product of
a damping function with the propagation function of the
envelope of the polariton pulse:

SAs(yD,tD):'exp(_ZtD/Ta )C(yD_VatD) . (2.24)

The polariton propagation and relaxation features are
thus separated and probed by independent parameters.
For a fixed probe delay the determination of the spatial
maximum y,(¢p) of the signal gives access to the ap-
parent velocity ¥V, =y, (tp)/ty. Using the value of &
determined from wave-vector conservation (1.1) and
u =c /n one thus directly measures the polariton group
velocity:

V,=(V, 'sin0+nc "'cosh) " . (2.25)

The polariton damping can be measured by simultane-
ously altering the probing time and probing point in or-
der to follow the polariton propagation in the transverse
direction. With the polariton model used above an ex-
ponential decay of the signal is expected with the ap-
parent dephasing time T, from which the real polariton
dephasing time T, can be obtained:

T,=T,/(1—Vyu~'cosh) . (2.26)

The apparent polariton parameters are measured in our
experiment because of the polariton propagation along
the longitudinal direction. The probe pulse needs a
significant time to catch up the polariton modifying the
actual probe time delay and thus the measured time-
dependent features. For long delay the previous relation
connecting the measured and real polariton parameters
can be established using simple geometrical considera-
tions.®

In order to obtain a more detailed description of the
polariton evolution we have performed a numerical eval-
uation of the coherent signal for an arbitrary time delay.
The temporal and spatial shape of the incoming pulses
are taken as Gaussian with widths relevant to our experi-
mental system (see Sec. III). Typical material parameters
were used: V,=c/8, ¢ =45°, u=2c and T, =20 ps. The
spatial dependence of the signal calculated for three
different probe delays is shown in Fig. 2. For small delay
the signal quickly grows up and broadens to reach its
maximum around 7, =% ¢, (~2 ps). This broadening is a
consequence of polariton propagation during the finite
duration of the excitation process, leading to a polariton
spatial shape slightly larger than the superposition of the
focal spots. For larger delay the signal amplitude de-
creases but its spatial shape remains unchanged. As
pointed out earlier, the maximum of the signal is dis-
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FIG. 2. Calculated CARS signal on a logarithmic scale as a
function of probing position (YY) for four different probe de-
lays: —3 (dashed line), O (full line), 9 (dash-dotted line), and 18
ps (dotted line).

placed with respect to the spatial origin y, =0, emphasiz-
ing the accumulation nature of the excitation process.
This is similar to the temporal accumulation observed in
the usual local CARS technique.!*

The temporal dependence of the spatial position
Yu(tp) of the signal maximum is plotted in Fig. 3 for
three different values of T',. As expected a linear varia-
tion is predicted for long time delay corresponding to a
free propagation of the polariton with its apparent veloci-
ty. A strong deviation from the linear dependence is ob-
served for delay shorter than the pulse duration. This re-
sults from the competition between the polariton escape
from the excitation zone and its local excitation at the
crossing point of the incident pulses. As T, decreases the
influence of the polaritons produced by the leading edge
of the excitation pulses decreases and the initial regime
dominated by polariton generation is observed for a
longer time. We emphasize that this apparent polariton
slowing down is masked whenever the instantaneous non-

PROBE DELAY (ps)

0 200 400
Y™ (um)

FIG. 3. Calculated dependence between the position (Y™) of
the maximum of the signal and the probe delay for four different
values of the polariton dephasing rate: T,/2=12, 3, 1, and 0.5
ps (from bottom to top).
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resonant nonlinear contribution of the crystal dominates
the small delay signal. In this case the maximum of the
signal coincides with the spatial and temporal origin so
that for sufficiently long dephasing times the measure-
ments can be described by a straight line passing through
the origin.® The temporal evolution of the peak coherent
signal is very similar to the one observed in local time-
resolved CARS (Ref. 14) except that the exponential de-
cay for long time delays of the probe measures the ap-
parent dephasing time T ,.

It is interesting to compare the results of the time- and
space-resolved CARS to those obtained by use of local
techniques such as near forward spontaneous Raman
scattering. In this technique the polariton characteristics
are accessed in the (k,w) space by measuring the Stokes
shift of an incident pulse of frequency w; as a function of
the scattering direction. The polariton relaxation can be
addressed by performing linewidth measurement for a
fixed scattering direction. With the hypothesis of a small
damping the spectral profile of the Stokes line is given by>

y/2
[os—wog(a)P+(y/2)?

A (wg)~ (2.27)

wg(a) is the Stokes frequency in the a direction as given
by the conservation rules (1.1). For an angle a defined
with an infinite precision one obtains a Lorentzian line
with a full width at half maximum (FWHM) y.

w €’

= . (2.28)
4 ce''? ne " lcosO— Vg_ll

The group velocity dependence of y reflects the change in
the scattering conditions with the polariton frequency
(i.e., the relative slope of the dispersion of k_ and
|k, —kg|) and is the counterpart of the longitudinal po-
lariton propagation in the time domain. y is thus direct-
ly connected to the apparent dephasing time: ¥y =2/T,.
As expected, the spectral and temporal Raman tech-
niques measure related parameters and in particular the
modification of the apparent dephasing time due to polar-
iton propagation in the time and space domain has a
direct correspondence in the wave-vector and frequency
domain as it is associated to an intrinsic polariton
broadening induced by its dispersion.

Spontaneous Raman scattering was only scarcely ap-
plied to the measurements of polariton linewidth because
of the intrinsic difficulty of the experiments.* Any finite
width of the investigated polariton in the k space adds an
instrumental width to the measured signal necessitating a
deconvolution procedure to extract the real linewidth
since the dispersion and the frequency broadening of the
polariton are measured by the same experimental observ-
able. Measurements are easier for a large polariton
broadening, rendering spontaneous Raman and nonlocal
time-resolved CARS very complementary techniques, the
latter being particularly suited to long living polaritons
(T,>1ps).

III. RESULTS IN LilO;

In cubic crystals the energy and wave-vector conserva-
tions (2.1) limit the Raman techniques to the lower polar-
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iton branch (w,<wyp) with a minimum polariton wave
vector:®.

(€)'

kﬂ:(nLa)L_n:(l)s)~ @D . (31)

(4

In anisotropic media this limitation can be overcome by
use of the birefringence. Using suitable orientation of the
crystal and polarizations of the laser and Stokes beams no
minimum value of k_ is imposed, allowing the investiga-
tion of both the upper and lower branch polariton.!® We
have taken advantage of this to investigate the ordinary
polariton in lithium iodate in the vicinity of its highest-
frequency polar mode by use of the nonlocal CARS tech-
nique.

The a phase of LiIO; belongs to the C$ group with two
molecules per unit cell allowing A4, E,, E,, and B symme-
try modes. A and E,; modes are both infrared and Rar-
man active, E, modes are only Raman active,'>~!” while
B modes are both infrared and Raman silent but can be
observed in hyper-Raman scattering.!® All these modes
were extensively investigated and their frequencies are
known with a good accuracy. The 4 and E, polar modes
permit the observation of phonon polaritons whose
dispersion curves were investigated by near forward Ra-
man scattering and are very well described by theoretical
formula.!® Ordinary polaritons are associated with the
E, phonons (polarization in the x-y plane) with a
highest-frequency mode identified as an internal vibration
of the iodate ions (E 1o =768 cm !, E;; =843 cm ™ ).1¢

The three independent picosecond pulses for the
CARS-type experiment are created from a single 5-ps
pulse delivered by a passively mode-locked cavity
dumped Nd/glass oscillator. After amplification to 2
GW the infrared pulse at 1.054 um is doubled in frequen-
cy in a potassium dihydrogen phosphate (KDP) crystal.
The green and infrared beams are separated using a di-
chroic mirror, the remaining infrared being doubled in a
second KDP crystal to pump a dye amplifier. The visible
pulse is divided into three parts. The first two are fre-
quency shifted by stimulated Raman scattering in, re-
spectively, deuterated methanol and ethanol to create the
o; and wp beams. The last part is tightly focused into a
methanol cell to generate a picosecond quasicontinuum
from which a narrow frequency band is selected by a
grating and amplified in a dye amplifier. This creates the
second excitation beam g which is tunable. The three
pulses are shifted from the initial frequency to facilitate
phase matching and to enable polariton excitation over a
larger part of its dispersion curve with the same crystal
orientation. The three pulses have Gaussian temporal
shapes with a width of 3 ps for w; and wp and 5 ps for
wg. The use of different frequencies for the three input
pulses allows a very good signal over noise ratio and a
very high sensitivity. The temporal resolution of the sys-
tem is routinely of 0.4 ps and the spectral bandwidth of
the pulses is of the order of 10 cm™'. After polarization
adjustment the beams are focused with 20-cm lenses into
the LilO; sample with a calculated noncollinear
geometry. The anti-Stokes signal is detected by a pho-
tomultiplier after spectral and polarization selections al-
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lowing a very high signal over noise discrimination.

The LilO; sample is an x-ray oriented 7-mm-thick
crystal. It was placed in a liquid-nitrogen- or helium-
cooled cryostat with its optic axis perpendicular to the
plane of incidence of the pulses. The geometry of the ex-
periment was chosen to impose polariton wave vector
and polarization in the (x,y) plane which obviates any
influence of the extraordinary polariton. Most of the
measurements were performed with an ordinary polar-
ized w; beam and with an extraordinary polarized wg
beam permitting a large portion of the polariton disper-
sion curve to be accessed. In such a negative uniaxial
crystal this corresponds to kg > k; and hence the polari-
ton is counterpropagating inside the crystal (1.1). To in-
vestigate large wave-vector polaritons around wrg all the
polarizations were rotated by 90° allowing the creation
and detection of the 760-cm ! polariton with small an-
gles between the input beams.

The measured spatial and temporal dependence of the
680 cm ~! polariton wave packet is shown in Fig. 4 where
the intensity of the anti-Stokes signal has been plotted on
a logarithmic scale as a function of probing position y,
for the three probe time delays At, =0, 6.5, and 13 ps
(where the delay is measured from the temporal max-
imum of the signal). The position of the spatial max-
imum clearly shifts with ¢;, demonstrating the polariton
propagation. The transverse shape of the excitation im-
ages the initial almost Gaussian shape and can be repro-
duced by the theoretical curves calculated from (2.22)
(full lines). This good agreement suggests that spatial
broadening of the initial wave packet during its propaga-
tion is small. The spatial response of the system has
been measured in a glass ensuring near phase matching
with the same geometry. As expected, the nonresonant

units)

COHERENT SIGNAL (arb.

DISPLACEMENT (um )

FIG. 4. Spatial dependence of the CARS signal from the
680-cm ™! polariton in LilO;. The probe delay At, measured
from the temporal maximum of the signal is O (points), 6.5 (tri-
angles), and 13 ps (squares). The full lines are calculated (see
text). The dashed lines show the system response function mea-
sured in glass for a probe delay of 0 and 5 ps (from top to bot-
tom).

13 805

signal is spatially peaked at the excitation point whatever
the probe delay and its intensity decreases faster follow-
ing the system response function.

The observation of the signal over several orders of
magnitude allows a very good spatial resolution of the or-
der of 20 um for a focal spot diameter of 100 um
(FWHM). Therefore we can precisely determine the cen-
tral position of the wave packet for various probe delay
and the results are shown in Fig. 5. As expected, a linear
dependence is observed for long time delay (¢, > 3 ps) the
slope of which gives access to the apparent polariton ve-
locity and thus to its group velocity: V, (680
cm™')=(0.13£0.15)c, using 6(680 cm ~!)=135",

In lithium iodate the nonresonant third-order suscepti-
bility gives a negligible contribution to the small delay
signal so that the initial resonant regime can be observed
(tp <3 ps). The results were fitted using expression (2.22)
where the spatial and temporal origins are chosen such
that the theoretical and experimental maximum of the
signal coincides (second point in Fig. 5). The experimen-
tal data are correctly reproduced using the previous value
of the group velocity and a dephasing time of 3.3 ps at 80
K. In fact the dephasing time only influences the small
delay part of the curve and is independently determined
(see below).

Measurements were performed for various polariton
frequencies on both sides of the reststrahlen band. For
polariton above the longitudinal mode we have observed
an important decrease of the coherent signal with polari-
ton frequency. This was already observed in Raman ex-
periments'® and results from the decrease of the coupling
coefficient due to destructive interferences between the
mechanical and electrical coupling of the polariton with
the excitation pulses [|8y| term in (2.22)]. As this effect
has been investigated in earlier experiments and does not
play an important role in the polariton dynamics for po-
laritons far from the coupling minimum, it will not be de-

20 +
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FIG. 5. Measured position of the signal maximum as a func-
tion of probe delay for the 680-cm™! polariton in LilOQ;. The
full line is calculated and allows the determination of the polari-
ton group velocity: V,(680 cm™!)=(0.13£0.15)c.
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scribed in detail here. The results of the group velocity
measurements are shown in Fig. 6. Polariton slowing
down in the vicinity of the transverse and longitudinal
frequency is clearly observed and reflects the increasing
phonon character of the excitation as the reststrahlen
branch is approached. The polariton group velocity can
be independently estimated by differentiating the disper-
sion curve measured in spontaneous Raman scattering.
This leads to the full line of Fig. 6 which closely describes
the experimental points over the whole frequency range
studied. Note that the agreement between the static and
dynamic measurements is obtained without any parame-
ter.

The temporal evolution of the amplitude of the wave
packet is monitored by the temporal dependence of the
intensity of the coherent signal, giving access to the po-
lariton relaxation. The variation of the signal maximum
with probe delay is depicted in Fig. 7 for the 720-cm ™!
polariton. Here the probe delay and probing point are
simultaneously changed in order to follow the polariton
as it propagates in the crystal. After a rapid rise, an ex-
ponential decay of the peak signal is observed over five
orders of magnitude indicating a homogeneous broaden-
ing of the polariton. The real dephasing time can thus be
measured from the long time decay:
T,(720 cm~!)=3.8+0.4 ps at a crystal temperature of
80 K. A detailed description of the data is obtained using
(2.22) (full line of Fig. 7).

The polariton relaxation can be measured both as a
function of polariton frequency and crystal temperature.
The frequency dependence of the dephasing rate
I' ,=2/T, is shown in Fig. 8 for a crystal temperature of
80 K. I', decreases in the vicinity of the reststrahlen
band with a minimum value around the wy frequency.
The 760-cm ~! polariton dephasing rate measured at 80 K
and at room temperature is slightly smaller than the one
estimated for the transverse phonon from spontaneous
Raman data assuming a Lorentzian line shape (w1o=768
cm™!).17 As the photon part of the 760-cm ! polariton
is small (~1% as measured by the phonon strength fac-

Vo /C

800
FREQUENCY (cm-!)

FIG. 6. Dispersion of the polariton group velocity in LilO;
in the vicinity of the highest-frequency reststrahlen band. The
full line is derived from the polariton dispersion curve measured
in spontaneous Raman scattering experiments.
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FIG. 7. CARS signal from the “followed” 720-cm ™! polari-
ton plotted on a logarithmic scale as a function of probe delay.
The temperature of the LilO; crystal is 80 K. The exponential
decay of the signal measures the polariton dephasing time
T,/2=1.9£0.2 ps.

tor!) this variation cannot be ascribed to a change in the
polariton nature and suggests that the minimum of the
dephasing rate occurs in the vicinity of 760 cm~'. Also
shown in Fig. 8 is the measured dephasing rate of the lon-
gitudinal nonpropagating mode at 843 cm™!, in good
agreement with spontaneous Raman data.!” The shape of
the frequency dependence of the dephasing rate remains
almost unchanged as crystal temperature is increased or
lowered but with a large variation of the absolute value of
the decay rates. The measured temperature dependence
is displayed in Figs. 9 and 10 for two particular polariton
frequencies, 680 and 880 cm™!, respectively, below and
above the reststrahlen band. For these two polaritons a
finite dephasing rate is extrapolated at O K and a strong
increase of I' _is observed with temperature.

The measured wave-packet decay is determined by
both the intrinsic properties of the crystal and external
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FIG. 8. Measured dispersion of the polariton dephasing rate
'=2/T, on both sides of the highest-frequency reststrahlen
band (shaded region) in LilO; at 80 K. Also shown is the mea-
sured oo dephasing rate. The small lines at the bottom (top) of
the figure indicate the allowed down- (up-) conversion processes.
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FIG. 9. Temperature dependence of the dephasing rate of the
680-cm ! polariton in LiIO;. The full line is calculated using a
down- and up-conversion channel (4.22a).

mechanisms due to the experimental geometry. Under
certain experimental conditions external contributions
can play a major role in the observed decay. In particu-
lar, the polariton wave packet can be temporally and spa-
tially spread by group velocity dispersion and by polari-
ton distribution in the k space. The importance of these
effects can be easily estimated using the known experi-
mental geometry and the results show that they give a
small contribution (a few percent) for polaritons propaga-
ting over short distances (typically less than 1 mm). This
is the case in our experiment where the signal decays by a
much larger amount (three to four orders of magnitude)
over such a distance. A second mechanism is polariton
escape from the crystal during its propagation as ob-
served in real space and time in previous experiments.?’
The efficiency of this process strongly depends on the ex-
perimental geometry and can be rendered ineffective us-
ing a crystal long compared to the length of the excited
zone and to the longitudinal propagation distance of the
excitation. The intersection of the excitation beams in
the crystal results in a short excitation zone with a typi-
cal length of 1 mm. We have used a 7-mm-thick crystal
and focalized the excitation beams close to the exit sur-
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FIG. 10. Temperature dependence of the dephasing rate of
the 880-cm ™! polariton in LilO;. The full line is calculated us-
ing only a down-conversion channel (4.22b).
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face of the sample (the polariton is counterpropagating)
in order to obviate any influence of polariton escape on
the measured decay. In our experiment, the measured
polariton decay can thus be ascribed to the intrinsic
properties of the media and will be interpreted in terms of
polariton anharmonic coupling with its environment in
Sec. IV.

IV. POLARITON RELAXATION

In Sec. II polariton relaxation was introduced in a phe-
nomenological way by adding a friction term to the har-
monic oscillator describing its mechanical part. This
constitutes an important simplification of the problem
particularly when damping is investigated over a large
frequency range. A more meaningful treatment must
start with the polariton as the initial entity and intro-
duces the relaxation as a consequence of its anharmonic
interactions with other elementary excitations of the
crystal. Scattering by defects or impurities can also play
an important role but will not be considered here assum-
ing that the crystal is perfect.® The relaxation can thus
be analyzed similarly to phonon relaxation in perfect
crystals except that the hybrid nature of the initial state
introduces some new features. As for phonons,21 the
modifications of the polariton properties by the anhar-
monic interactions is most precisely described using
quantization of the interacting modes and we will use this
approach.

As in Sec. II, we assume that in the frequency region of
interest the polarizaton effect is dominated by a unique
polar mode labeled i,. In the harmonic approximation
the Hamiltonian H, describing the linear interaction of
the photons with the polar phonon mode can be diago-
nalized by introduction of the creation and annihilation
operators of a polariton with wave vector k and polariza-
tion A, a;’ k), and a,, ; (k), respectively,??

Hy= 3 fio, (k)a) \(K)a, (k) .
p. kA

(4.1)

p=1,2 labels, respectively, the lower and upper polariton
branch and hw,,(k) is the energy of the p polariton with
wave vector k and polarization A. In the following we
will only consider a particular polariton polarization and
hence the polarization index will be dropped. The polari-
ton operators are simple linear combinations of the bare
photon and phonon creation and annihilation operators
(a,z,ak ) and (b;rok’biok ), respectively,

b =2 [upk i +v;——kal—~k] ) (4.2a)
P

a, =3 (U +ot,al ;] (4.2b)
P

Upks Upks> U pk> and vy, are the coefficients of the linear

transformation diagonalizing the initial linear Hamiltoni-

22 .
an.

Anharmonic interactions of the polariton with other
excitations of the crystal renormalize the polariton ener-
gy introducing a polariton damping. Here we will limit
our investigation to three-particle interactions which are
the lowest-order processes. Two mechanisms are possible
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corresponding either to polariton down conversion where
the initial polariton dissociates into two lower-energy
phonons or to polariton up conversion where the polari-
ton is scattered by a thermal phonon into a higher-energy
phonon. Other third-order interaction processes involv-
ing zone center final states (i.e., polariton or photons) are
allowed but are very unlikely because of the low density
of final states compared to zone edge mechanisms and
will not be considered here.?

In the most general approach one must also include the
renormalization of the final phonon states due to their
eventual interaction with photons. However, this only
influences a very small part of the phonon dispersion
curve in the center of the Brillouin zone and can thus be
neglected.” The harmonic phonon Hamiltonian can thus
be written

Hy, =3 oy bi';c by »
ik

(4.3)

where the summation extends over all the i phonon
branches except the i, one. #iw; denotes the energy of
the i phonon with wave vector k. Interaction of the po-
lariton with a two-phonon band can occur through both
the third-order mechanical anharmonicity (for its
mechanical part) and through the second-order dipole
moment (for its electrical part). For the former process
the interaction Hamiltonian can be written®!

HM —2 WP kg, =k —q) A, Aig 4

kq

L, @44

A;g=(by +b,—7\wq) is the vibration amplitude of the i pho-
non. The summation here extends over all the phonon
modes and we have explicitly taken into account wave-
vector conservation. Using the second-order dipole mo-
ment

A, 4

h
k—q) 172 i—k—gq

2 k)= M, ;(k,q,—
Awiq@j +4

ij,q
4.5)
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with B, =(a; —a v x ) and a similar definition for the pho-
non operator B,. ®, is the photon frequency

w,=ck /(€,)"”? and the coupling constant D ? is defined
as
" 2mho; k 172
Dij (k,q,—‘k“q)—_- —ebl/_ Mlj(k)q’—k_q) .
4.7)

The interaction Hamiltonian can be rewritten in terms of
polariton operators using the canonical transformations
(4.2):

Hint= 2
ij,k.p,q
X[SYR)' 2 App Aig Aj g

[ ( )]1/2

172
(@ ,oka)pk)

(=1 VP k,q,—k —q)

+DP(k,q,—k —qay,

XB, Bz A (4.8)

j—k—q>

where S 2’ (k) and S f (k) are, respectively, the phonon
and photon strength factor of the p polariton with wave
vector k.! They measure, respectively, the mechanical
and electromagnetic energy content of the polariton and
thus characterize its nature. The total Hamiltonian of

the interacting system is given by

H=Hy+H, +H,, 4.9)

from which the renormalized properties of the polariton
can be calculated. The interacting polariton is described
by the polariton propagator:13

G = =10 ([, (1), (0)]))

ok (4.10)

where ©(1) is the step function and ({ ) ) means statisti-
cal average. Using the standard procedure’® with the
Hamiltonian (4.9) one obtains a Dyson equation for the
Fourier component of the polariton propagator:

the Hamiltonian of interaction of the photon part of the G =[(G% ) '—M., 1" @.11)
polarization takes a similar form:%* ok @) =[(Gpr) k] ’
where ng is the bare polariton propagator,
mt EIDU (kq’ k_q) A B Aj*k q 1 _
li’]q ( 1 kwk G‘gk:;(w“ﬂ)pk) ! ) (4.12)
(4.6)  and Il is the polariton self-energy:
J
2 l6(—1PF 1V k,q, —k —q)[SM(K))'?—(w,, + oy D (k,q, —k —q)[SF (k) )/, w12
o i%q Ao =wig =@jk +4)
. [6(— 1P V3 (k,q, —k —@)[SY(K)]'*+(w;, +oj 0D (kg —k —q)[SE( k) /@ k@pk 1172|?
Ao+, oy ,)
X[1+n(w;,)+n(oy,)]
. l6(—= 1P VP kg, —k —q)SY(K)]' (@ —wu + Dk g, —k —q)[SF(K) /@ g, 1"
(0t @i —wj+q)
X[n(o ) —nlwy )] . (4.13)
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In optical experiments one accesses the polariton density of states d () which is proportional to the imaginary part of

the polariton propagator:

-1 (27) " 'ImIl (o)

(4.14)

dpl@)=——ImG (@)=~

21? [0—wp —(217')_chHPk(a))]z-i-[(271')_IImek(co)]2 ’

The anharmonic interactions renormalize the polariton
dispersion which is given by the maximum of the density
of states?® and introduce a polariton lifetime through the
imaginary part of the self-energy. Assuming a weak per-
turbation the dispersion curve renormalization can be
neglected and a Lorentzian broadening of the polariton is
predicted with a linewidth directly proportional to the
imaginary part of the self-energy:

r,”(wpk ): 2 Fl:;qk[1+n(a)iq)+n(a)jk+q )]
L9

X8(@ph =@ =i +4)

+Fi_}—qk[n(wiq )—n(wjk +q)]

X8(wpk+a),-q—wjk+q) ’ (4.15)
where n (w) is the Bose factor for the phonon of frequen-
cy o. Taking into account the expression for the photon
and phonon strength factor! the coupling coefficients are
given by

_ 36w

th 7

2 [Vi200,q, —@)*{[1+n (0,)+n(w0;)]8(w
ijq

This approximation has been frequently used in previous
experiments but, except close to the transverse mode,
there is no clear reason to a priori neglect electrical
anharmonicity. The relative contribution of these two
terms depends on the investigated crystal and can lead to
important modifications of the damping in the vicinity of
a two-phonon band. In particular, for comparable
mechanical and electrical anharmonicity destructive in-
terferences can occur, strongly reducing the polariton
damping rate. Cancellation of the coupling can be ob-
served on either side of the forbidden band depending on
the relative sign of V'3 and D'?). This interference effect
is comparable to the one observed in the Raman intensity
of the polariton (Sec. II). The Raman excitation of a po-
lariton can be formally described as a particular three-
particle interaction where two photons (or more exactly
two polaritons in the medium) of high-energy interact to
create a low-energy polariton. Although highly improb-
able the reverse process is a relaxation channel for a
nonequilibrium polariton realizing energy, wave vector
and symmetry conservation. Such an up conversion is
formally equivalent to the three-particle interaction de-
scribed above.

The frequency dependence of the polariton damping

ok — @i — @ ) H2[n(@ ) —n(@;) 8w, T, —w,)} .

ok = 52 SY(k) |6V P (k,q,—k —q)

2 2

2
o™ W

—D{?(k,g, —k —g)——L%

J QPCL)O

(4.16)
The first term in (4.15) describes a down-conversion pro-
cess where the initial polariton with wave vector k decays
into two lower-energy phonons with wave vector g and
k —gq, respectively. The second term describes polariton
down conversion where the initial excitation is scattered
by a thermal phonon (i,q) into a phonon of higher energy
(j,k +q). The preceeding expression ensures wave-vector
and energy conservation while symmetry conservation is
included in the coupling factors. In their general form
the coupling terms depend on two independent parame-
ters describing, respectively, mechanical and electrical
anharmonicity. If a dominant mechanical anharmonicity
is assumed one obtains a polariton damping proportional
to the parent phonon damping:

(4.17)

where, noting that k ~0, the phonon damping takes its
usual form but is calculated at the polariton energy:*'

T,=SNTmwu),

(4.18)

f

due to its change in nature is, however, not easy to identi-
fy because of the simultaneous variation of the density of
accessible final states. If we assume wave-vector-
independent anharmonic coefficients and a small disper-
sion of the final phonons, so that average phonon fre-
quencies can be used, the polariton damping rate can be
written

r,=3 T (@, +n () +n(0,)1d, 4, (@)
L]

+ i@y )[n(w,-)—n(a)j)]dwj_wi(a)pk) , (4.19)

where d,, ., (@) is the density of states of the w;tw;
J i

two-phonon band at the frequency w and at k =0. I“j-ij"‘
are average coupling coefficients. Discrimination be-
tween the frequency variation of the anharmonic
coefficients and the frequency variation of the density of
states is not straightforward and can be realized only if
the two-phonon density of states is known from indepen-
dent experiments.2®

In infrared experiment this interference effect has al-
ready been pointed out in the frequency dependence of
the absorption coefficient in the vicinity of a two-phonon
band.?” The results are best described in terms of the
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imaginary part of the dielectric function which can be
directly calculated from the photon Green’s function.
However, the correspondence between the temporal and
spatial evolution of the polariton wave packet allows
€'"(w) to be readily obtained from the polariton lifetime
T,=T,/2, using (2.5) and (2.6).® The result is formally
identical to the expression deduced by Szigeti using a
different approach.?’

Because of the lack of theoretical and experimental in-
formation on phonon dispersion in LilO; a quantitative
interpretation of the frequency-dependent measurement
of Sec. IIl including the variation of the coupling
coefficient is not possible. We have thus interpreted our
data in terms of global polariton relaxation as defined by
(4.19). The shape of the frequency dependence of the de-
phasing rate can be approximated by estimating the num-
ber of accessible channels for the two third-order mecha-
nisms using the known frequencies of the phonon at
k =0. The results are plotted at the bottom and at the
top of Fig. 8 for, respectively, the down- and up-
conversion processes. Below the reststrahlen band both
of the mechanisms are possible. The former corresponds
mainly to polariton splitting into two phonons of compa-
rable energy and the latter to scattering into one of the
A4, B, E |, or E, symmetry stretching modes of the 105~
ion in the wtg—w; o frequency region with simultaneous
absorption of a thermal lattice phonon (~100 cm ™ '). As
the reststrahlen band under investigation is the highest
one-phonon frequency region in LilO; up conversion is
not possible for polaritons above the longitudinal mode
so that their dominant relaxation channel is down con-
version into the wpo—wy o region with emission of a lat-
tice phonon (~100 cm™!). Although the physical pro-
cesses are different it is interesting to note that the
w1 — W Tregion plays a role similar to the two-photon
band in the case of polariton Fermi resonance, acting as a
reservoir of accessible states for phonon-assisted up or
down conversion of the polariton.”® A good correlation
between the number of relaxation channels and the mea-
sured dephasing rate is observed particularly if one con-
sidered that the main contributions come from the
down-conversion processes at low temperatures. Al-
though we have used a rough estimation of the density of
accessible states this indicates that, as expected, third-
order mechanisms dominate the relaxation.

The temperature dependence of the polariton decay
rate is imposed by this interpretation which can thus be
tested by performing temperature-dependent measure-
ments. The temperature dependence of the polariton de-
phasing rate is included in the occupation numbers of the
phonons involved in the processes. As the Bose factors
are slowly varying functions of the phonon frequency and
as the energies of the involved phonons are relatively
close for the investigated polaritons a mean value @; of
the phonon frequencies can be used in (4.9). Below wtg
the damping rate takes the form

I (0,T=y o) 1+n(@,T)+n(@,T)]
+y“w,)[n(@g, T)—n(@g,T)] (4.20)

for the down conversion . (k, ~0)—w,(q)+tw,(—q)
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and for the up conversion w_ (k, ~0)+wg(q)—wp(q).
Above w o we obtain

I (0, T)=y% 0 )[1+n(@g, T)+n(@y,T)] (4.21)

for the down-conversion mechanism
o (k,~0)—wg(q)+wz(—q). y?and y* are frequency-
dependent effective coupling parameters summing up all
the contributions from, respectively, the down- and up-
conversion processes.

Using these expressions we have fitted the measured
temperature dependence of the polariton damping rate.
This is exemplified in Figs. 9 and 10 for the 680- and 880-
cm ! polariton, respectively, below and above the forbid-
den band. For these particular frequencies the damping
rate can be explicitly written

I'_(680)=7%680)[1+2n(340)]
+94(680)[n (100)—n (780)] ,
I,(880)=79880)[1+n(100)+n(780)] ,

(4.22a)
(4.22b)

where the polariton frequency and the average phonon
frequencies are given in wave numbers. The phonon oc-
cupation numbers are negligible at low temperature
(T <10 K) so that the y¢ factors are fixed by the low-
temperature data. For the 880-cm ™! polariton there is
thus no real fitting parameter. Nevertheless a very good
agreement is obtained between the measured and theoret-
ical temperature variation (full line in Fig. 10). A similar
agreement is obtained for the 680-cm ™! polariton using
y" as a fitting parameter.

With the same procedure we have fitted the tempera-
ture dependence of the dephasing rates over the whole
frequency and temperature range investigated (from 10 K
to room temperature). A similar agreement is obtained
and the frequency variations of the up- and down-
conversion coupling parameters are shown in Fig. 11. A
good correlation with the number of allowed relaxation
channels is observed with a smaller variation for y* than
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FIG. 11. Measured dispersion of the anharmonic coefficients,
y* and 79 [(4.20) and (4.21)], describing polariton up and down
conversion (squares and points respectively) in LilO;. The full
and dashed lines are guides to the eye. The small lines at the
bottom (top) of the figure indicate the allowed down- (up-) con-
version processes.
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for ¥ in the vicinity of wyo and no contribution of y*
above wyo. This agreement and the close description of
the temperature-dependent measurements provide an ob-
vious confirmation of the interpretation of polariton re-
laxation given above.

V. CONCLUSION

The application of the nonlocal time-resolved CARS
technique to the investigation of a phonon polariton has
been described using a classical model. The results show
that for a sufficient frequency selectivity the group veloci-
ty concept can be applied. For wave-packet propagation
over short distances extrinsic decay processes can be
neglected and the temporal and spatial evolution of the
polariton is dominated by its intrinsic dephasing. Both of
these parameters governing the excitation dynamics are
independently accessed in the time domain allowing in
particular a direct measurement of the dispersion of the
polariton dephasing time.

The possibility of measuring both the temperature and
frequency signatures of the polariton dephasing rate al-
lows a precise analysis of the anharmonic interactions in
the crystal.?® This point is of particular interest since in
usual experiments on phonons one only accesses the tem-
perature signature of the relaxation channel. This infor-
mation is frequently insufficient for a precise determina-
tion of the actual decay channel leading sometimes to
ambiguous interpretation of the data.”’ The ability of
discriminating the contribution of the different interac-
tion processes between quasiparticles using the polariton
concept has also been illustrated in recent time-resolved
experiments on the exciton polariton.*
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The model has been used to analyze the measurements
performed on the ordinary polarization in lithium iodate.
The results of the direct measurements of the polariton
group velocity are in very good agreement with the es-
timations from the static investigations. The polariton
relaxation has been described using a theoretical analysis
including both the mechanical and electrical anharmoni-
city. The model predicts a Lorentzian broadening of the
excitation, in agreement with the experimental results,
and that destructive interferences between these two in-
teraction processes can be observed. Provided that the
phonon dispersion curves are known, the mechanical and
electrical anharmonic contributions can be separated us-
ing polariton relaxation. The lack of such information in
lithium iodate has prevented a quantitative interpretation
of the measurements, and only a qualitative interpreta-
tion of the frequency dependence of the dephasing rate
has been given. The relaxation is here dominated by pop-
ulation relaxation processes induced by three-particle in-
teractions. As expected in good-quality crystals pure de-
phasing which involves higher-order anharmonic pro-
cesses can be neglected. Interpretation of the data is
confirmed by the temperature-dependent measurements.

The nonlocal time-resolved CARS allows the tracking
of the excited polariton wave packet at any point inside
the crystal and in that sense constitutes a powerful tool
for the investigation of polariton evolution in the real
time and space under various conditions, including
scattering by impurities or interactions with boundaries.
In particular, one can locally probe polariton reflection
and transmission at an interface.’! Similar methods
could be applied to the investigation of other propagating
modes of solids and in particular to surface excitations.
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