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Franz-Keldysh and band-filling effects in the electroreflectance of highly doped p-type GaAs
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The electroreflectance of highly doped semiconductors has been modeled in terms of the Franz-
Keldysh effect and the band-filling (Moss-Burstein) effect, including the spatial variation of the modula-
tion. Calculations are compared to experimental electrolyte electroreflectance results obtained from
2X 10" cm™? p-type GaAs electrodes in a dilute sulfuric-acid electrolyte. The form of the experimental
line-shape variation with applied potential is successfully predicted, although it appears that only about
a third of any change in dc potential applied to the electrode is actually dropped across the semiconduc-
tor space-charge region in samples of this dopant density. The relative significance of the Franz-Keldysh
and Moss-Burstein effects is discussed in light of the possibility of band-gap narrowing.

INTRODUCTION

Electroreflectance’? (ER) and photoreflectance>* have
become popular as means to studying space-charge volt-
ages and electric fields in semiconductors. Results are in-
terpreted in terms of the Franz-Keldysh effect,>® using
the theory developed by Aspnes,”® which describes the
increasing width of the spectral line shape and higher en-
ergy oscillations as the electric field is increased. This
analysis, when properly used, allows the determination of
the dc field distribution in semiconductor depletion re-
gions from experimental electroreflectance results, and
has been applied to a variety of materials over the last
twenty years.

For very low-doped samples, where the internal elec-
tric field is small the theory reduces under certain condi-
tions to a simple third-derivative form,® but it has recent-
ly been shown for moderate-to-highly doped semiconduc-
tors"? that the analysis of ER must take field inhomo-
geneity in the narrow depletion layer into account if ac-
curate results are to be obtained. As a result of the field
variation within the semiconductor the spectra take on
features strongly dependent on the potential distribution,
and it is these which give the technique much of its diag-
nostic value in elucidating the electric-field properties of
the sample in question.

Electroreflectance has proved to be particularly useful
as a means of determining space-charge voltages at the
semiconductor-electrolyte interface. Analogy with the
classical Schottky barrier would suggest that any change
in the potential applied to a reverse-biased semiconductor
electrode should be dropped across the semiconductors
depletion region. In practice, depending on the electro-
lyte and applied potential used, it is possible that only a
proportion of any change in applied potential will be
dropped across the depletion layer, due to surface-state
pinning of the Fermi level, and electroreflectance may
then provide a valuable route to determining the degree
of such pinning.

Despite the success which has been achieved in the
modeling of spectra from moderately doped GaAs, we
have found that results from more highly doped ( > 10'3
cm~3) samples cannot be so readily interpreted using
Franz-Keldysh theory.? There are several reasons why
difficulties might be encountered in understanding spec-
tra from highly doped substrates, but in particular the
effect of charge carriers occupying band minima and
maxima and influencing optical absorption is likely to be
important. This is known as the Moss-Burstein
effect,'®!! and when doping is sufficiently high to bring
Fermi level into the majority carrier band it leads to a
shift of the absorption onset to higher energies. Cardona,
Pollak, and Shaklee!? observed the Moss-Burstein effect
in GaAs electroreflectance, and it was subsequently stud-
ied in more detail in the electroreflectance of InSb by
Glosser and co-workers!>!* as a means of distinguishing
between critical points.

The effects of high carrier densities on the optical and
electronic properties of GaAs have been the subject of
considerable study over recent years, and in the present
paper the implications of the Moss-Burstein effect for
electroreflectance are considered and comparisons of cal-
culations with experimental data are made. The magni-
tude of the band-filling effect will vary greatly with the
potential within the space-charge layer, and the inclusion
of this spatial variation will be essential if a quantitative
treatment is to be developed. Spectra have been modeled
for low reverse biases, and it has been necessary to use
the Boltzmann approximation to model the potential dis-
tribution, as opposed to the simple Mott-Schottky de-
pletion approximation.

THEORY

The theory underlying the optical properties of semi-
conductors has been well documented.!> The contribu-
tion of stimulated absorption to the imaginary part of the
dielectric function e=¢,+i€, at an M critical point be-
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tween two bands can be written as
e)(w)=8(re/mw)*|ayp;|*,, , (1)

where |ao-p,-j| is the corresponding matrix element, w is
the angular optical frequency, e and m are electronic
charge and mass, respectively, and J, is the joint density
of states. If parabolic bands are assumed close to the
band gap and the matrix element is assumed to vary slow-
ly, then above the band-gap energy fiw,(=E,)

g
e)(@)=Bflo—w,)"*/o* , )

where B, is a constant taking the interband matrix ele-
ment and all other physical constants into account.

When an electric field E is applied across the material,
Aspnes showed that the dielectric function is distorted
through the Franz-Keldysh effect by an additional
amourlt,7’8

Afkez(a))=(Bf|®|1/2/a)2)Re{H(Z)} 5 (3)
Apei()=(B;|®'?/*)Im{H(2)} , (4)

where the real part of this distortion is obtained by a
Kramers-Kronig transformation. Here, z is a complex
number equal to x +iI'/®, where x =(w, —®)/® and
®@=(E%?/2u#)'3, where #T is the collision broadening
parameter and u is the interband joint effective mass.

H (z) is defined as

H(z)=m{ Ai Yz)—z Ai*(2)
+i[ Ai'(z)Bi'(z)—z Ai(2)Bi(2)]} +iz'*, (5)

the real and imaginary parts of which were calculated by
means of numerical routines reported elsewhere.!® The
prime superscript (') indicates differentiation with respect
to the argument z.

In GaAs, transitions from both the light- and heavy-
hole valence bands contribute to absorption, and by
fitting Eq. (2) to experimental absorption spectra a com-
bined value of B, of 3.5%X10?* s7%/2 can be obtained.
Following our previous work in fitting GaAs
electroreflectance,” we have taken a ratio of 1:2 for the
ratio of light-hole to heavy-hole absorption, consistent
with the findings of other researchers.>!” In subsequent
calculations the individual contributions of the light- and
heavy-hole transitions to the Franz-Keldysh and Moss-
Burstein effects have been calculated separately and then
added together to give the total dielectric function modu-
lation.

The presence of charge carriers in the conduction or
valence bands decreases the density of states which can
be excited by near-band-gap energy radiation and also
leads to the possibility of stimulated emission occurring.
These factors reduce €, and for the simple two-band mod-
el the change in €, due to band filling will be given by

~

Ape(@)=Blo—aw, )12

><[Fv(a))—Fc(co)—l]u(w-—a)g)/co2 , (6)

where u (x) is the unit step function. The subscript refers
to the Moss-Burstein effect and F, .(w) refer to the Fermi
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occupation factors in the valence and conduction bands,
respectively. In low-doped p-type semiconductor materi-
als, these are usually very close to 1 and 0, corresponding
to a full valence band and an empty conduction band.
However, in a sample of sufficient doping the Fermi level
will approach one of the band edges and change the occu-
pation factors significantly.

The values of F,(w) and F,.(w) are calculated for a
large negative bias as shown in Fig. 1. The substrate Fer-
mi level Ep is assumed to split in the depletion region
into two quasi-Fermi levels, the majority quasi-Fermi lev-
el Eg, staying approximately level, and the minority
quasi-Fermi level Ep, following the curvature of the
valence- and conduction-band edges, in a similar manner
to a solid-state p-n junction.!® This simple assumption is
based on the nonconfinement of conduction-band elec-
trons at the interface, and on the low rate of carrier
generation/recombination for a wide-gap material such
as GaAs at 300 K,' and prevents miscalculation of
minority occupation for biases beyond —E, /e, which
would occur using the assumption of a single constant
Fermi level.

The occupation functions can now be written as

F,(0)=1/(1+ exp{[eV,(y)—Ej

+(E —Ey)u/mg)/kT}) , N
F.(0)=1/(1+ exp{[(E —E,)(u/m5—1)
—Ep—E,]/kT}), (8)

where V,(»)=|V(y)— V¥ s | is the absolute value of the
electric potential step at distance y into the substrate
from the substrate potential ¥, (here equal to the sub-
strate valence-band potential E,) due to space-charge de-
pletion, m . is the effective mass in the majority band,
and Ej is defined for the bulk as positive inside the ma-
jority band, negative in the band gap. Similar expressions
were obtained by Lukes and Humlicek,?® although these
appear to contain small algebraic errors, specifically use
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FIG. 1. Band-edge profile of reverse-biased GaAs-electrolyte
interface. The majority quasi-Fermi level (Eg,) stays constant
in the semiconductor, while the minority quasi-Fermi level
(Eg, ) follows the band-edge curvature.
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of a term [u/(2m,)] in Egs. (6) and (7) in their paper,
where the use of (u/m,) would have been correct.

The change A,,,&,(w) will be associated with a corre-
sponding change in the real part of the dielectric func-
tion, which can be calculated by a Kramers-Kronig
transformation

Ambsl(w)=(2/7r)ﬁfomw’Ambez(w')dw’/[(w')2—w2] ,
)

where £ denotes the principal value of the integral.

The above theory has been well documented else-
where, 22! but in order to calculate the electroreflectance
spectra quantitatively the distribution of electric field and
potential near the semiconductor surface must be con-
sidered.?? For a semiconductor electrode held at reverse
bias, the carrier density near the surface will be very low,
while the electric field will be large. As a result, the
Franz-Keldysh effect will tend not to be strongly
influenced by band filling, because the contribution of the
Franz-Keldysh effect to the electroreflectance will arise
predominantly from regions near the surface, where the
field modulation is large. On moving into the semicon-
ductor the carrier concentration will increase, and near
the back of the depletion layer the Moss-Burstein effect
will increase rapidly. If spectra are measured with a
small ac modulation superimposed on a dc reverse bias,
then the depletion layer width will oscillate slightly and
the ac Moss-Burstein optical modulation will be concen-
trated at the back of the depletion layer, in a similar
manner to the modulation observed in exciton
electroreflectance.?® The sensitivity of the Moss-Burstein
effect to small variations in potential at the back of the
depletion layer makes it important to model the potential
distribution carefully, and our approach is described in
the next section.

COMPUTATIONAL METHOD

The interface was modeled numerically for light imp-
inging on, and being reflected from, the GaAs surface in
aqueous electrolytes. A finite-difference scheme was used
to model the band-edge profile (see Fig. 1). The potential
at the interface was fixed at the space-charge potential
V., and the variation of the potential V along y was cal-
culated using the equations

d*V/dy*=—p/e, =V =2V +Vi_)/dy)?,
(10)

where the first part of (10) refers to Poisson’s equation
(where p is charge density and g, is the electrostatic
dielectric constant), and the second is the three-point
finite-difference approximation to the second derivative
of V. Each successive point is calculated by manipulating
(10), to give

V(i+l)=2V(i)_V(i-l)_(P/ES)(dy)z . (11)

The value of p was taken using the Boltzmann approxi-
mation, which can be shown to be
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p=eN,(1— exp{—e[|V(y— Vi 1/KT})  (12)

for acceptor density N, and Boltzmann thermal energy
kT. The correct profile was found by trial-and-error
iteration of the second potential point, such that the po-
tential close to the substrate approached the correct
value, along with a zero-field substrate condition. Some
120 discrete films were used over a distance of
10A 4, + Wep, Where the former term is 10 times the De-
bye length [A, =(e,kT/N,)'/?/e and is the characteris-
tic exponential decay length for potential variations in
semiconductors'®], and the latter is the depletion-layer
width for a given space-charge potential V.. The addi-
tion of the former allowed the Moss-Burstein effect to be
accurately calculated, and comparisons were made with
the simpler depletion-layer approximation, the results of
which confirmed the necessity of the extra width for
correct modeling of this phenomenon.

The reflectivity was calculated using an implicit
multifilm light reflection routine as was reported earlier,
taking the dielectric properties at each point to be the
sum of the zero-field properties and the distortions due to
the Franz-Keldysh and Moss-Burstein effects. It should
be noted that no cross term between the latter two effects
was required, due to the former principally resulting from
the high fields near the surface, where depletion of car-
riers is most efficient, while the latter arises mainly close
to the substrate, where the bands are nearly flat. An en-
ergy scale of 180 points between 1.2-2.6 eV was taken,
allowing for accurate integrating of the Kramers-Kronig
expressions. The reflection spectra for two values of V
differing by V (the effective oscillatory term in the
space-charge region) were subtracted, to give the value of
AR /R. The technique has been described previously in
greater detail.> The collision broadening parameter for
the E, (=E,) light- and heavy-hole transitions was taken
as #il(=12 meV, while that for the E;,+ A, spin-orbit
split-off transition used #I';=15 meV, similar to values
used for lower doped samples.

In common with our earlier work, the Franz-Keldysh
collision broadening 1is allowed to increase ex-
ponentially with energy above the band gap, with
=T exp[d(0—w,)] and 6=4 eV~! for this sample.
This is to account for the increasing rapidity of collision-
assisted electron-hole recombinations at higher energy
separations (and hence greater carrier velocities). The
Moss-Burstein modulation is comparatively broad and
featureless, so no further broadening was applied to it,
because broadening produces no significant improvement
in the fit to experimental data. The value of the spin-
orbit split-off energy E, +A, was taken to be 1.765 eV,
while the value of E, was 1.405 eV, about 20 meV smaller
than the normal literature values?* for 300 K. A similar
shift has been observed in other GaAs electrodes,? and
may be related to the phenomenon of band-gap narrow-
ing, % which is discussed later in this paper.

EXPERIMENTAL METHOD

Results were obtained from electrolyte electro-
reflectance (EER) experiments at 300 K on the exposed
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(100) face of an electrode from a Zn-doped GaAs wafer
with a donor density estimated (by Hall effect) at 2 X 10!8
cm 3. A 0.5-M H,SO, electrolyte (pH =0) was used and
applied potentials were measured with respect to a
Hg/Hg,S0, reference electrode. A 15-mV sinusoidal
modulation was superimposed on dc biases of between
—0.5 and —1.2 V, and phase-sensitive detection was used
to examine the reflectance of s-polarized light. The ac
signal frequency used for the results included here was
440 Hz, and no frequency dependence was observed for
spectra taken at other frequencies between 40 and 1000
Hz. The sinusoidal wave form avoids the problems asso-
ciated with higher harmonics found in other wave forms
(e.g., square, sawtooth, etc.). The use of a small modula-
tion of a larger applied voltage permits analysis of the po-
tential and field profiles, along with surface processes, at
the dc bias in question, since the small size of the modula-
tion used here enables us to assume a linear relationship
between ac and spectrum amplitudes.? This would be
less easily facilitated with results taken over a larger volt-
age range (e.g., between the applied voltage in question
and a reference at flatband), as the significant features of
the spectrum become smoothed out, hindering interpreta-
tion.

Further details are included in an earlier paper,? in
which it was reported that this sample, unlike similar
samples of lower dopant density, resisted all attempts at
accurate modeling if the assumption was made that the
15-mV applied oscillatory voltage V.4 was entirely ac-
commodated across the semiconductor depletion layer.
Results for applied voltages of V,,,,=—0.5, —0.9, and
—1.2 V versus Hg/Hg,SO, are given in Fig. 2, and the
best available theoretical fits corresponding to these data
sets are given in Fig. 3. Both the experimental and
theoretical plots show the normalized reflectance modu-
lation for modulation toward decreasing reverse bias.
When Figs. 2 and 3 are compared, the main features of
the calculated spectra can be seen to follow those ob-
served experimentally, and this is described in greater de-
tail below.
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AR/R
o

-4 LI B B I e e
600 650 700 750 800 850 900 950
A (nm)

FIG. 2. EER results for a 2X 10'® p-type GaAs sample. The
applied potential V,,, varies between —0.5, —0.9, and —1.2V
vs Hg/Hg,SO,, for full, dashed, and dotted lines, respectively.
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FIG. 3. Best available theoretical fits to compare with Fig. 2.
V. varies between 0.28, 0.39, and 0.52 V, for full, long-dashed,
and short-dashed lines respectively, and oscillatory potentials of
Vos=5,5.25, and 5.75 mV, respectively, give the closest fits.

The Hall-effect-measured dopant density of 2X10'®
cm ™3 was confirmed by capacitance voltage measure-
ments obtained at 10 kHz by sweeping the reverse bias to
increasing values. At lower modulation frequencies sub-
stantial frequency dispersion of the electrode capacitance
was observed, and the measured capacitance rose quite

rapidly as the frequency dropped below 2000 Hz.

DISCUSSION

Theoretical spectra were fitted to experiment and the
best fit to the result at —0.5 V versus Hg/Hg,SO, was
obtained by using a space-charge voltage of V,,=0.28 V,
Fig. 4. As can be seen, the calculated spectrum combin-
ing both the Franz-Keldysh and the band-filling effects
follows the main features of the experimental results
faithfully. However, in order to match the spectrum
sizes, it has been necessary to assume that a modulation
of only V,,=5.75 mV is dropped across the space-charge
layer, rather than the 15-mV modulation which was ap-
plied to the electrode. The calculations for the Franz-
Keldysh effect alone and for the Moss-Burstein effect
alone are also given and the inclusion of the latter im-
proves the ratio of the peak height at 860 nm to the val-
ley depth at 785 nm. The individual contributions add
approximately linearly to give the combined result for the
two effects.

It has prove difficult to match the exact position of
features at lower wavelengths, which appear slightly dis-
placed vertically from the experimental results, and there
also appear to be slight discrepancies between the ob-
served and calculated valley depths at wavelengths above
900 nm. The width of the main peak around 800-900
nm, together with the horizontal displacement of the
trough feature near 775 nm, may be due to nonparaboli-
city effects, concerning which we have performed prelim-
inary calculations based on available theory and data,?”2®
and which appear to give results consistent with the ob-
served shift.
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FIG. 4. Comparison between calculated (full line), and exper-
imental (dotted line) results, including the individual Franz-
Keldysh (long-dashed line) and Moss-Burstein (short-dashed
line) contributions. The applied voltage V,,, is —0.5 V vs
Hg/Hg,S0, and the semiconductor space-charge potential V,
is0.28 V.

The best fit to the —0.9-V versus Hg/Hg,SO, result is
given in Fig. 5. When comparisons are made with Fig.
2-4, it can be seen that the motion of the Franz-Keldysh
oscillation at 740 nm in Fig. 4 to higher energies with in-
creasing reverse bias and its eventual merging into the
spin-orbit split feature at 680 nm are clearly followed in
the calculated results. Similarly, the movement of the
peak near 850 nm and the valley near 780 nm are
modeled. Again, the separate contributions for the
Franz-Keldysh and Moss-Burstein effects are shown, as
they are for V,,,;=—1.2 V versus Hg/Hg,SO, in Fig. 6.
At the latter applied potential it becomes significantly
more difficult to model accurately the shape of low-
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FIG. 5. Comparison between calculated (full line), and exper-
imental (dotted line) results, including the individual Franz-
Keldysh (long-dashed line) and Moss-Burstein (short-dashed
line) contributions. The applied voltage V,,, is —0.9 V vs
Hg/Hg,SO, and the semiconductor space-charge potential V,
is0.39 V.
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FIG. 6. Comparison between calculated (full line), and exper-
imental (dotted line) results, including the individual Franz-
Keldysh (long-dashed line) and Moss-Burstein (short-dashed
line) contributions. The applied voltage V,,, is —1.2 V vs
Hg/Hg,SO, and the semiconductor space-charge potential V,
is0.52 V.

wavelength features, and the experimental peak near 875
nm is observed to take a value higher than that for the
—0.9-V value of V,,;, in contrast with the observed and
calculated decrease of the corresponding peak for lower
applied potentials. A number of comments may be made
concerning these results.

First, to fit to these curves, several assumptions were
necessary. Although the experimental modulation volt-
age V.4 was 15 mV, the modeled values of V , were
5.75, 5.25, and 5.00 mV for the V,,,;=—0.5, —0.9, and
—1.2 V versus Hg/Hg,SO, cases, respectively. The op-
timal theoretical space-charge voltages for the three sets
of results were V. =0.28, 0.39, and 0.52 V, respectively,
although the accuracy of the last is debatable owing to
the failure of the modeled spectra to follow closely the ex-
perimental features at the lower wavelengths. Hence, an
increase in reverse bias for the electrode of 0.7 V appears
to correspond to a change in the semiconductor space-
charge voltage of just 0.24 V, suggesting that about 65%
of any change in applied voltage is accommodated out-
side the depletion layer. This degree of Fermi-level pin-
ning is larger than that deduced in our earlier interpreta-
tion? because of the use of a measured dopant density in
the present calculations, instead of our previous use of a
lower dopant density in order to facilitate fitting.

Similarly, only about 35% of the modulation voltage
seems to be accommodated within the space-charge layer.
Thus only about 35% of any ac modulation and 35% of
any change in applied dc potential appears to be dropped
across the space-charge layer for the results reported
here. In contrast, previous work on less highly doped
samples®?® was able to predict the magnitude of
electroreflectance spectra by assuming that all the applied
ac modulation was dropped across the space-charge lay-
er. The anomalous behavior of 2 X 10'® cm ~3-doped sam-
ples correlates with their nonideal capacitance voltage
response, which shows a considerable increase in inter-
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face capacitance for modulations of frequencies below 2
kHz. The increase in capacitance indicates the presence
of rapid surface processes, such as surface-state charging,
which may contribute to part of the applied potential os-
cillation being dropped at the electrode surface, rather
than across the depletion layer. The electrode impedance
can be observed to drift over a time scale of minutes,
while some variability in electroreflectance spectra taken
at identical applied potentials was also noted. The
changes which occur at the surface of a p-type GaAs
electrode in dilute sulfuric acid with applied potential are
therefore of some complexity and it is interesting to note
that a similar degree of Fermi-level pinning appears to
operate for both 440-Hz ac and dc applied potential
changes.

Fermi-level pinning effects of this magnitude were not
commonly seen on samples of lower dopant density, and
results coincide with the decreasing electrochemical sta-
bility of more highly doped samples. This is likely to be
connected to the decreasing widths of and larger electric
fields in the space-charge regions of more highly doped
samples, which will allow the more rapid communication
of charge carriers between surface states and the bulk.
Transfer would be further enhanced in the presence of in-
tragap hopping states within the space-charge layer. It
may be worth noting that the dopant density is approach-
ing the approximate level required to permit interband
tunneling processes (i.e., ~3X10'"® cm™? for efficient
Esaki diode operation).? In the case of tunneling to an
intragap surface state rather smaller voltages should be
needed, because of the smaller energy gap between the
surface state and the band edge. For more highly doped
semiconductor electrodes, changes in applied potential
are therefore likely to lead to the transfer of carriers
across the depletion layer, which will allow changes in
surface-state population or surface chemistry and hence
significant Fermi-level pinning. In common with elec-
trodes of lower dopant density, such effects will be sensi-
tive to electrode etching and pretreatment procedures.

The fitting of theory to experiment was performed by
varying each parameter over a decreasing range, until
best fits for each spectrum were found. The evolution of
spectral features around a smaller voltage range
(0.23-0.33 V) is illustrated in Fig. 7 for the V,,,=—0.5
V case, and it is clear that the motion of the relative posi-
tions of the peaks and troughs in the longer wavelength
range, along with that of the Franz-Keldysh oscillation
around 740 nm, can be followed and the space-charge
voltage estimated by fitting. A similar process was used
to estimate the position of the Fermi level, as is shown in
Fig. 8 for the spectrum taken for V,,,;=—0.9 V. The
line shapes calculated for bulk Fermi levels 55, 75, and 95
meV into the band gap are shown, and the iteration pro-
cess may again be seen to give a best fit for Ep=E, +75
meV.

The position of the bulk Fermi level is of great impor-
tance in determining the strength of the modulation re-
sulting from band filling. A simple calculation based on
the assumption of parabolic bands suggests that
Ep=E,+24 meV for N,=2X10"® cm™3, and the in-
clusion of band nonparabolicity leads to Ep=FE,+39
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FIG. 7. Evolution of the calculated spectra with space-
charge voltage, compared with experimental results at
Vappr= —0.5 V vs Hg/Hg,80,. V,=0.23, 0.28, and 0.33 V
(long-dashed, full, and short-dashed lines, respectively).

meV.?* Theoretical spectra obtained using different bulk
Fermi levels for the calculation of the band-filling modu-
lation, one example of which was given in Fig. 8, have
shown that the expected bulk majority-carrier Fermi lev-
el leads us to considerably overestimate the influence of
band filling on the spectra. Instead, the slightly arbitrary
use of Ep=E,+75 meV gives more satisfactory agree-
ment with experimental spectra and implies that the
Moss-Burstein effect in p-type GaAs electroreflectance
spectra is smaller than would be expected.

Band filling has been found to shift the absorption on-
set in n-type GaAs to higher energy, but the shift is usu-
ally less than would be expected on the basis of the
theory we have presented and p-type doping shifts the ab-
sorption edge to lower energies.’® The apparent shrink-
age of the band gap, which is responsible for this effect,
can be attributed to dopant-induced band tailing?®*' and

4,107°
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FIG. 8. Variation of the calculated spectra with the Fermi-
level position for V,,,;=—0.9 V vs Hg/Hg,SO, and V. =0.39
V. Er=55,75, and 95 meV into the band gap (for long-dashed,
full, and short-dashed lines, respectively).
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to many-body interactions such as exchange and correla-
tion effects.’? The band-gap shrinkage tends to compen-
sate the Moss-Burstein effect and it is therefore un-
surprising that the approach presented above will tend to
overestimate the influence of band filling on
electroreflectance spectra. While an estimate can be
made of the degree of band-gap shrinkage, any useful in-
clusion of the effect into the calculation of
electroreflectance would require us to be able to calculate
the modulation of the absorption over a wide wavelength
range, in order to obtain the changes in both the real and
imaginary parts of the dielectric function. Furthermore,
previous theoretical work has concentrated on the
differences between the optical properties of doped and
undoped semiconductors, whereas electroreflectance in-
volves the changing of majority-carrier density in the
presence of a constant dopant atom concentration. The
formulation of a practical approach to this problem
therefore involves some difficulty, and for the work
presented here we have used the empirical method of
choosing a value for E to fit experimental data.

POSSIBLE SOURCES OF DISCREPANCIES
BETWEEN THEORY AND EXPERIMENT

Two more points must be taken into consideration as
possible explanations for the unaccountable but con-
sistent differences between the theoretical and observed
spectra (such as poor fitting at lower wavelengths and the
anomalously low valley depth at higher wavelengths).
First, excitonic transitions} could conceivably be respon-
sible for features just beneath the energy gap E,, such as
the valley discrepancy around 910-940 nm in Figs. 2-4.
However, the relatively high fields in a sample as highly
doped as this (with E_, /E; ~50, where E_, is the average
electric field over the depletion region and E; is the ion-
ization field*}), combined with temperatures correspond-
ing to thermal energies much higher than the binding
(and, hence, ionization) energy of the exciton (kT ~25
meV, R ~5 meV, where R is the effective exciton Ryd-
berg energy>?), suggest that the broadening of any exci-
tonic absorption will be so great as to render the effect
unobservable given the size of the other contributions.

As for excitonic transitions in the low-field depletion-
layer-substrate interface region, the high temperature,
combined with the fact that most of the potential (and
therefore field) modulation within the semiconductor is
accommodated in the depletion region close to the inter-
face, would still seem to imply that any excitonic signal
would be minimal in effect. In our earlier results for
lower-doped samples,? the observed spectra could be ac-
curately described without invoking the excitonic effect,
despite the greater probability of observing such transi-
tions due to lower field in such samples. More recently, it
has been possible to model n-type GaAs samples of dop-
ing density ~1X10'® cm~3,3* again neglecting excitons,
with a much higher degree of accuracy than in the case
given here. Because the electric field will be higher in the
2X 10" cm™3 case, it would therefore seem that such
effects are unlikely to be responsible for the deviations be-
tween theory and experiment, and it is by no means clear
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if differences in doping polarity, or even sample quality,
may account for the comparative ease of fitting for n-type
samples.

Another mechanism which may distort EER spectra is
that of the change in the matrix element due to the ex-
treme inhomogeneity of the electric field, which drops
from a maximum at the interface to a decaying form
within the substrate within a distance much smaller than
that corresponding to an optical decay length. The as-
sumption we have used of a localized Airy function form
for field-dependent absorption requires reassessment, par-
ticularly for energies much higher than the band gap, al-
though the better fits achievable with n-type samples of
only slightly lower dopant density>* suggest this not to be
a major factor, as the matrix elements should not change
so rapidly over such a small range of doping density (and,
hence, electric field). When we compare with Del Sole
and Aspnes”’® condition for negligible effects from nonun-
iformity of field, which can be written (in our form of no-
tation) as

#O|dE/dy|(eE*) 1«1, (13)

we find the left-hand term to be about 0.16 for typical
values of field and space-charge potential. It is likely that
this effect will require proper treatment at much higher
dopant densities, but the above result suggests we may be
confident with the results for the case in question here.

CONCLUSIONS

Electrolyte electroreflectance from 2X 10" cm™3 p-
type GaAs was modeled in terms of the Franz-Keldysh
and the Moss-Burstein effects. Accuracy was increased by
using a Boltzmann approximation rather than a simple
depletion-layer model to calculate the potential and car-
rier distributions near the surface of a semiconductor
electrode held in depletion. The results of the models ap-
pear to follow the experimentally observed features with
reasonable accuracy, although several problems remain
to be fully resolved.

Band filling is found to be less important in determin-
ing the spectral line shape than would be predicted from
a simple Moss-Burstein calculation, and the deviation
was attributed to the effects responsible for band-gap nar-
rowing. Direct comparison of the changes in optical
properties with dopant density are, however, only likely
to provide qualitatively insight into this problem, because
in electroreflectance it is the optical response from the
modulation of carrier density in the presence of constant
dopant atom concentration which is of interest. The
doping-induced changes in the optical properties of the
semiconductor under zero modulation will have very lit-
tle influence on the electroreflectance spectra.

The electroreflectance spectral line shape was observed
to change more slowly with the applied potential than
predicted, and the spectrum amplitudes were smaller
than predicted, despite the fact that both these charac-
teristics are successfully modeled in samples of lower
dopant density. The quite considerable deviation of the
2X10"™® cm™3 p-type GaAs electroreflectance from an
otherwise successful model suggests that only about 35%
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of any change in dc or 440-Hz ac applied potential is
dropped across the semiconductor space-charge layer, be-
cause of partial Fermi-level pinning by surface states.
While the possibility remains of a breakdown of the
Franz-Keldysh theory at this dopant density, our inter-
pretation is supported by the nonideal electrochemistry
of the present samples and their rapid increase in inter-
face capacitance below 2 kHz. More detailed study of
the influence of surface states on Fermi-level pinning pro-
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cesses should therefore be possible by studying
electroreflectance over a wide range of modulation fre-
quencies.
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