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Calculations have been performed using “soft-core” ab initio pseudopotentials constructed within the
local-density approximation, and a plane-wave basis for the structural and electronic properties of titani-
um dioxide in the rutile structure. The ground-state structural and cohesive properties were obtained by
self-consistently minimizing the total energy with respect to the structural parameters a, ¢, and u. Our
calculated cohesive and structural properties at ambient pressure agree to within 5% and 1% of experi-
mental values, respectively. The structural and elastic properties under pressure are also in good agree-
ment with experiment. The interplay between ionic and covalent bonding between Ti and O is investi-
gated through the valence-charge density and compared to experimental charge-deformation maps. The
electronic band structure is found to be in good agreement with experimental results. We analyze the
optical spectrum of rutile and obtain agreement with experiment away from the fundamental absorption
edge. Our study suggests material properties for early-transition-metal oxides are well reproduced

within the local-density approximation.

I. INTRODUCTION

Transition-metal oxides remain one of the most
difficult classes of solids to perform material property
predictions via “first-principles” or ab initio calculations.
Oxides of interest often have complex structures contain-
ing many atoms per unit cell, as in the case of high-
temperature superconductors such as YBa,Cu;0,_,.
Transition-metal oxides exhibit a wide range of behavior
ranging from high-temperature superconductivity to in-
sulators such as NiO, as well as wide- and narrow-band-
gap semiconductors such as TiO, and Ti,0;. Experimen-
tally, considerable work has been performed on
transition-metal oxides. Reviews of the field include
those by Gray,! Goodenough,? and Henrich.® However,
little work has been performed theoretically owing to the
intense computational requirements needed for self-
consistent calculations for these complex materials. To
perform realistic calculations, efficient computational
schemes must be implemented to understand transition-
metal oxides on a fundamental level.

Various approaches have been attempted for predicting
the electronic and structural properties of condensed-
matter systems from first principles. Most of these ap-
proaches use the local-density approximation (LDA) of
Hohenberg, Kohn, and Sham* (HKS). This approach has
experienced a considerable amount of success in predict-
ing ground-state structural and cohesive properties of
condensed-matter systems.””’ The LDA provides
structural and elastic data in good agreement with experi-
ment; lattice constants, bulk moduli, elastic constants,
and phonon frequencies are usually predicted within
1-5 % of experimental values.® For binding energies, the
LDA consistently overestimates experimental values by
approximately 15-20%. This discrepancy may be attri-
buted to an incomplete cancellation of errors within the
LDA.>° In the case of optical properties, band gaps,
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conductivities, and other properties involving excited
states, the LDA is not expected to agree well with experi-
ment as it is a ground-state formalism. Nonetheless, we
find the LDA performs reasonably well in describing cer-
tain aspects of these excited-state properties for titania.

A simple approach in calculating the properties of
crystalline materials is the incorporation of a plane-wave
basis!® to describe the electronic wave functions. This
approach offers an attractive means for calculating the
electronic and structural properties of solids,!®!!
quantum-mechanical forces and stresses,*! ab initio
molecular dynamics,'”> and quasiparticle excitations.'?
Another advantage in using a plane-wave basis is it forms
a complete set. It is relatively simple to improve sys-
tematically the basis set by increasing the number of
plane waves. Since plane waves form an orthogonal set,
no explicit orthogonalization is required as in the case of
a Gaussian or other localized basis set. Probably most
important, plane waves are “shape preserving,” i.e., all
possible symmetries s,p,d, f,. . . are included in the basis
set.

Until recently, it has been impractical to perform ab
initio total-energy calculations for transition metals, or
their oxides, using simple approaches such as combining
a plane-wave basis and pseudopotentials. The strong lo-
calization of the valence d wave functions results in poor
convergence when a modest number of plane waves is
used in conjunction with traditional pseudopotential
methods.!! For transition-metal oxides, the calculations
are also complicated by the fact that the O 2p valence
wave function has no corresponding core states of the
same angular momentum. Since the 2p state need not be
orthogonal to the core, such states are localized in con-
trast to second-row elements such as sulfur. The recent
development of methodologies for generating ‘‘soft”
transferable pseudopotentials’* ™! as well as more
efficient computational techniques'’!>!” have resolved
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such issues and have made the plane-wave basis set an at-
tractive means of solving the HKS equations.*

Our study of titania is motivated by a number of fac-
tors. The practical importance of titanium dioxide is il-
lustrated by its use as a substrate in catalytic'® and elec-
trochemical processes,'® and as a pigmentation for paints
and polymers. The optical and electronic properties of
TiO, have applications in gas-sensing devices,
antireflection coatings for solar cells, a dielectric material
for integrated electrons, as well as applications in photo-
chemical energy-conversion processes.”’ Titanium diox-
ide has also attracted attention owing to its structural
and chemical analogy with stishovite (SiO,). As stisho-
vite occurs in the rutile structure, it is believed that its
high-pressure polymorphs, important for understanding
the velocity of propagating waves through the earth’s
mantle, will have similar high-pressure polymorphs as
TiO,. Several issues’""?? remain outstanding concerning
the structure of the high-pressure phases of TiO,. An un-
derstanding of the pressure-induced structural
modifications prior to phase transition will provide infor-
mation concerning the driving force behind these
structural modifications.

Here, we present calculations performed for the
structural, cohesive, electronic, and optical properties of
TiO, in the rutile structure. These calculations were per-
formed using ab initio pseudopotentials constructed
within the LDA and a plane-wave basis in conjunction
with newly developed diagonalization techniques.'!!?
These techniques make the plane-wave method an
efficient alternative to current methods and are briefly re-
viewed in Sec. II. In Sec. III, we discuss the ground-state
properties of the rutile structure as obtained by self-
consistently minimizing the total energy with respect to
the structural parameters a, ¢, and u. Variation of these
parameters under pressure as well as the elastic proper-
ties are also discussed in this section. The electronic
properties are discussed in Sec. IV. We examine the band
structure, density of states, and valence-charge density,
and compare our ab initio results to experiment. In Sec.
V, we present calculations for the reflectivity and dielec-
tric functions. We discuss in detail the structural features
of the imaginary part of the dielectric function resulting
from specific electronic excitations within the first Bril-
louin zone. Finally, the paper concludes with the key
points being summarized in Sec. VI.

II. METHODS OF CALCULATION

The electronic and structural properties of TiO, were
calculated within the framework of LDA for which the
HKS equations are solved self-consistently. The
exchange-correlation potential of Ceperley and Adler? as
parametrized by Perdew and Zunger24 has been used.
Previous studies'"?>~?° have shown this methodology to
yield accurate structural parameters, cohesive energies,
bulk moduli, phase-transition pressures, and elastic con-
stants for solid-state materials as well as for molecules
and surfaces.*

The pseudopotentials used in our work were generated
self-consistently by the method of Troullier and Martins'*
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and were transformed using the separation technique pro-
posed by Kleinman and Bylander.’! The above metho-
dology produces ‘soft-core” pseudopotentials which
greatly reduce the number of plane waves needed to
achieve convergence in the calculated properties. The O
pseudopotential, shown in Fig. 1(a), was generated from
the atomic ground-state configuration (2s?2p*) with radi-
al cutoffs of 1.45 a.u. for both s and p components. The
O 2p potential was chosen as the local component of the
pseudopotential, and the nonlocal d component was
neglected owing to its high energy relative to the atomic
2s and 2p valence states. The Ti pseudopotential, shown
in Fig. 1(b), was generated from the ground-state
configuration (4s?3d%4p°) with radial cutoffs of 2.54,
2.96, and 2.25 a.u. for the s, p, and d components, respec-
tively. The Ti 4s potential was chosen as the local com-
ponent of the pseudopotential. Also, inherent in separat-
ing the pseudopotential via the Kleinman-Bylander trans-
form is the possibility of generating “ghost” states.>> We
have verified that our choice of local components and
core radii did not introduce any “ghost” states as well as
providing good transferability over a wide energy range.
The transferability of our pseudopotentials is illustrated
in Fig. 2, where we show the corresponding logarithmic
derivatives of the radial component of the wave function.
As seen in this figure, we obtain good transferability over
a wide energy range as well as an absence of any ghost
states.

The HKS equations* were solved self-consistently using
a fast iterative diagonalization technique.!"!” One of the

r (au)

FIG. 1. Norm-conserving ionic pseudopotentials for (a) O
(25%2p*) and (b) Ti (4523d%4p°) generated using the recently
developed method of Troullier and Martins (Ref. 14).
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FIG. 2. Logarithmic derivatives of the radial wave functions
R (r) for the (a) O and (b) Ti wave functions for the all-electron
(solid line) and pseudopotential results (dashed line) generated
by the method of Troullier and Martins (Ref. 14) and a
Kleinmann-Bylander (Ref. 31) transformation. The radial
derivatives were generated at a radius of 1.8 a.u. for O and 2.81
a.u. for Ti.

major advantages of this method is that one does not
need to calculate the full Hamiltonian matrix. Rather,
only Hy needs to be calculated, leading to a drastic
reduction in storage and increase in speed of computa-
tion. Plane waves up to an energy cutoff of E_,, =64 Ry
were included in the basis set, corresponding to ~ 3700
plane waves at the equilibrium geometry. Increasing this
cutoff to E_ =140 Ry decreased the total energy per
unit cell by only 20 mRy or 0.05 eV/atom. We have used
one special k point in calculating the structural and elec-
tronic properties. To determine the sensitivity of the to-
tal energy on the k point sampling, we have increased the
number of special k points to six, and find a total energy
increase of only 0.05 eV/atom. Self-consistency was typi-
cally reached in nine iterations, where the Fourier com-
ponents of the potential differed by less than 0.01 mRy
from the previous iteration. At self-consistency, the total
energy was stable to within 1077 eV/atom or better be-
tween iteration cycles.

III. STRUCTURAL, COHESIVE,
AND ELASTIC PROPERTIES

Titanium dioxide admits several polymorphic forms of
which the rutile structure is the most common. Other
naturally occurring polymorphs are the anatase, brookite,

KEITH M. GLASSFORD AND JAMES R. CHELIKOWSKY 46

ite, and the newly discovered TiO,(B) phase, which pre-
viously has only been synthesized using wet chemistry.>>
The tetragonal rutile structure belongs to the space group
P4,/mnm (D}}) and contains two TiO, molecules per
primitive cell. The two Ti atoms are located at the
Wycoff 2a sites: (0,0,0;1,1,1) with site symmetry D,,;,
while the four O atoms are located at the 4f sites:
+(u,u,0;u +4,L—u,l) with site symmetry C,,. The
primitive unit cell is illustrated in Fig. 3(a), where the
large and small spheres represent the O and Ti atoms, re-
spectively. Each Ti atom is surrounded by a slightly dis-
torted octahedron of O atoms, as shown by the dashed
lines in the case of the central Ti atom. The octahedra
centered at (0,0,0) and (1,1,1) differ in orientation by a
90° rotation about the ¢ axis with the oxygen atoms form-
ing a hexagonal close-packed sublattice with half of the
octahedral sites being filled by Ti atoms. For the various
polymorphic forms of TiO,, these TiOg octahedra form
the basic structural unit. The major structural
differences between TiO, polymorphs are the number of
edge-shared octahedra, e.g., two in rutile, three in brook-
ite, and four in anatase.’* Consequently, in the case of
rutile, one may visualize the structure as ribbons of these
edge-shared octahedral aligned parallel to the principal
axis, and joined at the corners by rotating each ribbon 90°
about the ¢ axis followed by a translation of +1(a,a,c).
This can be seen in Fig. 3(b), where we illustrate a projec-
tion of these ribbons onto the (110) plane, where the Ti

(a) 2[001]

y[010]

x [100]

(b)

FIG. 3. Primitive unit cell for TiO, in the rutile structure (a);
larger spheres represent the O atoms and the smaller Ti. In (b),
we illustrate the connectivity of the oxygen octahedra projected
onto the (110) plane; the Ti atoms have been omitted for clarity.
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atoms have been removed for clarity.

The structural parameters for rutile have been deter-
mined to a high degree of accuracy from single-crystal x-
ray-diffraction experiments performed by Abrahams and
Bernstein.3> Various other powder and single-crystal in-
vestigations have been performed using x-ray and neu-
tron techniques to determine whether a shift in the oxy-
gen positional parameter is present between these two
techniques due to the polarizability of the oxygen atom.3¢
Only a small difference in the oxygen positional parame-
ter has been found between x-ray and neutron experi-
ments.3¢

The distortion of the oxygen octahedra surrounding
each Ti atom is governed by the internal parameter u, the
axial ratio ¢/a, and a. Taking the principle axis of the
octahedron, shown in Fig. 3(a), along the [110] direction,
one may designate the two inequivalent Ti-O bonds, i.e.,
two apical bonds of length auV'2, and four equatorial
bonds of length a[2(2u —1)*+(c /a)?]'/2/2. The apical
and equitorial bonds are equal when u takes the special
value of u*=1[1+1(c/a)*]. For u>u*, the two apical
bonds are larger than the corresponding equitorial bonds,
and when u <u*, the opposite is true. Perfect octahedral
symmetry, however, would require lattice parameters of
(¢/a)igea=2—V2~ 0.586 and an internal parameter of
Uigeal = +(€ /@)ige0=0.293, giving all twelve O-O bonds
equal lengths. The experimental®® values of u and c¢/a
for TiO, indicate a slight elongation of the octahedra
along its principle axis. This minimal distortion of the
octahedra away from a regular structure results in the
two apical bonds being slightly longer than the four equi-
torial bonds by ~2%. In fact, the values of u and c/a
are very close to those which maximize the volume of the
unit cell for equivalent Ti-O bonds where
c/a=Vv2/5=~0.632 and u=3 as determined by
O’Keeffe.”’

The ground state of the system is obtained by minimiz-
ing the total energy of the P4,/mnm structure with
respect to the lattice parameters a, ¢, and u. We have
performed this minimization by a two-step procedure.
Specifying a unit cell volume, ¥V =ca?, we minimize the
total energy with respect to ¢ /a and , using the calculat-
ed forces and stresses as a guide. This step is then repeat-
ed for other volumes near the proposed equilibrium
structure. In Table I, we list the respective structural pa-
rameters and cohesive energies obtained in this fashion.
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FIG. 4. Theoretical structural parameters (a), a, (b) ¢, and (c)
u for the rutile structure based on ab initio total-energy minimi-
zation for various reduced volumes. The values of ay, ¢j, and
Vo correspond to the minimum in the total energy, and are
given in Table II. Closed circles refer to calculated values and
the lines are a guide to the eye.

In Fig. 4, we illustrate the structural parameters as a
function of the reduced volume V/V,, where ¥V, is the
theoretical unit-cell volume at equilibrium. The corre-
sponding energy-volume relationship is illustrated in Fig.
5, with the cohesive energy E_,, and the unit-cell volume
given per TiO, molecule. The cohesive energy is defined
as the difference between the total energy of the solid and
the isolated pseudoatoms at zero temperature. The ener-
gies of the isolated pseudoatoms were found to be
—429.59 and —89.88 eV for O and Ti, respectively.

TABLE 1. Theoretical structural parameters and cohesive energy obtained by volume-constrained
total-energy minimization. Volumes and cohesive energies are per TiO, molecular unit.

vV (A3%)

¢ (A) a (A) u c/a E_ . (eV)
20.375 2.733 3.862 0.30573 0.7076 13.326
23.206 2.757 4.103 0.301 87 0.6701 17.611
25.932 2.820 4.289 0.301 68 0.6575 19.637
28.007 2.871 4417 0.30200 0.6500 20.533
31.225 2.946 4.604 0.304 12 0.6400 21.107
32.417 2971 4.671 0.305 27 0.6362 21.143
34.305 3.004 4.779 0.307 83 0.6285 21.076
39.046 3.034 5.073 0.31785 0.5980 20.453
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FIG. 5. Theoretical equation of state for the TiO, rutile
structure based on a Vinet et al. (Ref. 41) fit (solid line) and the
corresponding theoretically calculated values (closed circles).
Cohesive energies and volume are per TiO, molecular unit.

These values include a spin-polarization correction®® of
1.41 and 0.68 eV for O and Ti using the corresponding
spin-polarized exchange-correlation potentials.??* The
ground-state structure is obtained by minimizing the to-
tal energy of the system with respect to volume. Com-
monly, this is performed by fitting the theoretical values
of energy and volume to an integrated equation of state
(EOS), the most common being the Murnaghan39 and the
Birch-Murhaghan*® forms, which are based on the elastic
properties of the solid. Recently, another form has been
proposed by Vinet et al.*! which is based upon the
cohesive properties of the solid.

In Table I, we compare the calculated structural, elas-
tic, and cohesive properties as obtained by the Vinet
et al.*! EOS to the experimental values. The structural
properties are in good agreement, being within 1% of the
room-temperature experimental results of Abrahams and
Bernstein.>> This is expected, as structural properties are
typically insensitive to errors within the LDA: the can-
cellation of errors between solid phases is usually quite
good. However, for cohesive energies which do not in-
volve differences between solid phases, incomplete cancel-
lations associated with the LDA become more important:

TABLE II. Comparison of the experimentally determined
structural (Ref. 35), cohesive (Ref. 42), and elastic parameters
(Ref. 45) for TiO, in the rutile structure with the present theory.
See text for definition of symbols.

Property This work Experiment
E.,, (eV/TiO,) 21.1 19.9
V, (A3/TiO,) 32.42 31.217
a (A) 4.653 4.5936
c (A) 2.965 2.9587
c/a 0.637 0.6441
u 0.305 0.3048
B, (GPa) 240 216
B) 4.63 6.76
B, (1073 GPa™!) 1.918 1.936
B, (1073 GPa™') 0.903 0.870
© 0.281 0.278
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cohesive energies are frequently ~ 15% larger than exper-
iment.’ In the present calculations, we find a cohesive en-
ergy which is approximately 5% larger than the experi-
mental value. The experimental cohesive energy reported
in Table II was calculated using the heat of formation for
TiO, of —228.4 kcal/mole, a cohesive energy for Ti of
111.8 kcal/mole, and a dissociation energy for O, of
119.1 kcal/mole.*>* We have not considered thermal or
vibrational contributions, e.g., zero-point motion, to the
structural and cohesive properties, since these are expect-
ed to be much less than the inherent errors from the
LDA. Further, experimental results* have shown the
structural properties to be relatively insensitive to tem-
perature. We note that the structural and cohesive prop-
erties obtained by the Murnaghan® and Birch-
Murhaghan*® EOS’s are virtually identical to those ob-
tained from the Vinet et al.*! EOS reported in Table II.

In addition to the ground-state volume and cohesive
energy, one may obtain elastic properties from the in-
tegrated EOS; specifically, the zero-pressure isothermal
bulk modulus B, and its pressure derivative B;,. We find
an isothermal bulk modulus of 240 GPa, which, as in the
case of the structural properties, is nearly independent of
the chosen EOS. This value may be compared to single-
crystal ultrasonic experiments** which find a value of 216
GPa at ambient conditions. To estimate the effects of
temperature on B, we have taken the low-temperature
elastic constant measurements*® from 80 to 180 K and
quadratically  extrapolated B, ie., By=1i[c3y;
+4c,3+2(cy, +cy,)] for D,;, symmetry, to absolute zero.
The extrapolated value of 239 GPa is in excellent agree-
ment with our ground-state calculations of 240 GPa,
which are subsequently valid only at 0 K. While all three
mentioned EOS’s yield virtually the same bulk modulus,
cohesive energy, and structural properties, we find
differences between the calculated values of B. For the
Murnaghan,®® Birch-Murnaghan,** and Vinet et al.*!
EOS’s, we find B values of 3.82, 4.32, and 4.63, respec-
tively. Compared to the experimental value of 6.84, ob-
tained by single-crystal ultrasonic experiments,* our
EOS fits yield values of B, which are too small. The
disparity between the pressure derivatives is not unex-
pected, owing to the experimental difficulty in obtaining
accurate values, as well as differences in the fitting pro-
cedure used.

The experimental*’ %’ P-¥ results are shown in Fig. 6,
and are compared to our theoretical EOS. We note that
shock-wave experiments®®>! find a strong variation in the
transition pressure with the direction of the propagating
shock wave; we only show experimental values prior to
the transition pressure of ~30 GPa for the [001] direc-
tion.*”3%31 A shown in Fig. 6, the theoretical EOS gen-
erally predicts larger unit-cell volumes than those found
experimentally. However, if one takes the experimental
data*’~* shown in Fig. 6, and fits the P-V data to the Vi-
net et al.*' EOS, one finds values of B, and B corre-
sponding to 212 GPa and 4.34, respectively. In Fig. 6 we
show the corresponding EOS by the dashed line. While
this bulk modulus is in good agreement with the experi-
mental results given in Table II, the resulting value of B
is in disagreement with the experimental results.*> The
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FIG. 6. Comparison between the theoretical P-¥ relationship
and experiment: open circles (Ref. 48), squares (Ref. 49), and tri-
angles (Ref. 47). The solid line corresponds to the Vinet et al.
(Ref. 41) EOS fit to the present results, and the dotted line is
the best fit to the combined experimental (Refs. 47—49) results.

discrepancy between experiment and theory may thus be
due to the low pressures used in previous experiments, as
the combined low- and high-pressure experiments yield a
value of B in good agreement with the present results.
Another important elastic property, along with B, and
By, is the Poisson ratio for uniaxial stress applied along
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FIG. 7. Comparison of pressure-induced variations in the
structural parameters a and ¢ compared to experimental results.
Closed circles represent our present results, while the open cir-
cles (Ref. 48), squares (Ref. 49), and triangles (Ref. 47) pertain
to experimental values. The solid line is included as a guide to
the eye and corresponds to that illustrated in Fig. 4.
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the c axis, u, and is given by u= —d Ina /d Inc. Near the
equilibrium structure, we have calculated the value of a
and u as a function of ¢ by minimizing the total energy.
Our theoretical value of the Poisson ratio is ~1% larger
than the experimental value given in Table II.

In Fig. 7, we compare our theoretical lattice parame-
ters a and c as given in Table I to the experimental results
of TiO, under pressure.*’ % As seen from this figure,
our results are in good agreement with the experimental
values for a. In the case of ¢, however, a significant de-
gree of uncertainty exists in the experimental results.
Nonetheless, our theoretical predictions are within the
experimental scatter. From the volume derivatives of a
and ¢ from Fig. 7, and our theoretical EOS, we have
determined the zero-temperature bulk linear compressi-
bilities perpendicular, B,=—d Ina/dP, and parallel,
B,=—dInc/dP, to the c axis. The resulting linear
compressibilities are given in Table II and are in good
agreement with the room-temperature single-crystal ul-
trasonic experiments.*> We attribute the small discrepan-
cy of our calculated B to experimental difficulties in the
x-ray experiments, evident in Fig. 7, as well as tempera-
ture effects. From these values a large anisotropy is ob-
served, with B, /B, X 2. The anisotropy has been attribut-
ed to the cation-cation repulsion along the ribbons paral-
lel to the ¢ axis.’>>* For the oxygen positional parameter
we are aware of only one experimental study in which the
oxygen positional parameter u has been determined un-
der pressure.5 However, as in the case of ¢, a significant
amount of scatter in the experiment is present.

IV. ELECTRONIC STRUCTURE

The electronic structure of titania has been experimen-
tally probed by x-ray photoemission spectroscopy’*~>¢
(XPS), x-ray-induced Auger-electron spectroscopy,’
Auger-electron spectroscopy,’’ x-ray emission®®* (XES)
and absorption spectroscopy®®~®* (XAS), electron-
energy-loss spectroscopy’*%~% (EELS), ultraviolet pho-
toelectron spectroscopy®®®’ (UPS), and resonant photo-
electron  spectroscopy®® (RUPS).  Accurate, self-
consistent ab initio electronic structure calculations for
TiO, have only recently become available. Self-consistent
total-energy calculations have been performed within the
LDA using a pseudopotential plane-wave formalism®-7°
as well as the more recent Hartree-Fock pseudopotential
calculation.” Self-consistent calculations using the linear
muffin-tin orbital (LMTO) method’>~"* have also recent-
ly been performed in an attempt to understand the near-
edge structure in core-level spectroscopies. Prior to these
studies, theoretical calculations have largely centered
around more empirical methods, e.g., Xa cluster calcula-
tions,” tight-binding’®~7° (TB) calculations, and the ex-
tended Hiickel molecular-orbital method.%

4

A. Band structure

Using the theoretical lattice parameters given in Table
I1, we have calculated the self-consistent band structure,
shown in Fig. 8, along the high-symmetry directions of
the irreducible Brillouin zone (BZ) (see Fig. 9). The ener-
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FIG. 8. Band structure for TiO, along high-symmetry direc-
tions of the irreducible Brillouin zone. The valence-band max-
imum is taken as the energy zero.

gy zero has been taken as the valence-band maximum.
The bands shown in the lower panel results from predom-
inantly O 2s character with a width of ~1.8 eV. The
upper valence bands are composed mainly of O 2p states
hybridized with Ti 3d character. The resulting band-
width of 5.7 eV is in good agreement with experimental
XPS,>7%6 UPS,% "% and XES (Ref. 58) measurements,
which are in the range of 5-6 eV. The separation be-
tween the O 2s valence states and the minimum of the
conduction band occurring at I' was found to be approxi-

z
f[om]
1 :ZS
R T A
I
we ool
a1y
Xk oo & [010]
X ¥ K
[100] N _ 110

FIG. 9. Symmetry labels for the irreducible Brillouin zone of
the tetragonal Bravais lattice.
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mately 17 eV and is consistent with Auger®’ and x-ray-
photoemission®®> spectroscopies, which place the sepa-
ration at about 16—18 eV. The present calculations pre-
dict a direct-forbidden gap at I" of 2.0 eV, i.e., the direct
gap at I is dipole forbidden. As expected, the LDA gap
is ~33% lower than the experimental value®®®! of 3.0
ev.

A considerable discrepancy exists both theoretically
and experimentally concerning the conduction-band
minimum. Early experimental investigations were based
upon transport properties, which, owing to the low-
carrier mobilities, were usually performed with reduced
or doped samples. Becker and Hosler®? proposed a mul-
tivalley conduction-band minimum based upon Hall-
effect measurements. In their model, the lowest conduc-
tion band occurs at I, and the second band, located away
from the zone center, occurs ~50 meV higher in energy.
Acket and Volger,3 on the other hand, have proposed a
one-band multivalley conduction-band minimum to ex-
plain the anisotropy of the Hall and Seeback coefficients,
initially assigning the minimum along the A direction.
Piezoresistivity measurements by Bir et al.®* have in-
ferred a nondegenerate conduction-band minima located
along A in support of the single-band multivalley inter-
pretation of Ackert and Volger.®> These experiments,
however, are strongly dependent upon sample prepara-
tion, temperature, and defect concentration. Perhaps the
most direct way to determine the lowest conduction-band
minimum is via optical experiments which measure the
excitations across the optical gap. Accurate absorp-
tion®>®* and wavelength-modulated transmission®® spec-
troscopic studies have determined that TiO, is a direct-
forbidden-gap semiconductor, i.e., the direct transition is
dipole forbidden, in agreement with our calculations.
The indirect-allowed transition which is dipole allowed
was found to be nearly degenerate with the direct-
forbidden transition with a corresponding separation of
~ 15 meV (Refs. 80 and 86), and is in agreement with the
original interpretation proposed by Becker and Hosler.%?

Early theoretical work based on TB (Ref. 77) and
LMTO (Ref. 87) calculations has predicted an indirect
gap from I'—>M. Likewise, recent Hartree-Fock calcula-
tions’! also predict an indirect transition from I'—M,
with an almost-degenerate conduction-band minimum
occurring at ['; however, the resulting band gap of ~ 10
eV is larger than experiment by a factor of 3. Recent
LMTO calculations"* yield conflicting results. The cal-
culations performed by Khan, Kotani, and Parlebas’
find an indirect transition from I to a point near R, while
those of Poumellec, Durham, and Guo’® find results
which are in good agreement with our present calcula-
tions, the major difference being the ordering of the
upper valence bands at I resulting in a doubly degenerate
valence-band maximum. We also find a conduction-band
state located at M which is approximately 10 meV above
the conduction-band minimum at I'. This difference is in
good agreement with the experimentallygo'86 observed
separation of 15 meV between the direct and indirect
gaps, although such a small energy difference is probably
beyond the accuracy of the present calculations. The
LMTO calculations by Poumellec, Durham, and Guo’™
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find a similar separation of ~30 meV. Hartree-Fock cal-
culations’! also find a small energy difference between the
conduction-band minima at I' and M, the minima being
reversed from the LDA calculations.

The lower conduction bands, composed primarily of
unoccupied Ti 3d states, have a full width of 5.6 eV and
may be divided into two distinct groups. These two
groups are reminiscent of the crystal-field splitting of the
Ti 3d states of the TiO® ™ ion into the triply degenerate
t,, and doubly degenerate e, states. In the case of TiO,,
the perfect O, symmetry of the Ti site is lowered to D,,,
which further splits these states into the singly degen-
erate {bs,,a,,by,} and {b,,a,} states, respectively.®
The lower group of states has a bandwidth of 2.9 eV with
an average energy of 3.5 eV and may be associated with
states of #,, symmetry. The upper conduction bands as-
sociated with states of e, symmetry have a width of 3.3
eV with an average energy of 6.0 eV. Other than a small
overlap between these two groups at ~4.6 eV, the ¢,,
and e, bands remain reasonably well separated over the
entire BZ. The separation between the centers of these
two groups was found to be 2.5 eV. This separation is
only a rough estimate, as further splitting is observed due
to the distortion of the O, crystal field to D,, as previ-
ously mentioned. Nonetheless, the splitting is comparable
to experimental XAS (Refs. 58, 60, 62, 63, and 59) and
EELS (Refs. 63 and 65) measurements which place the
separation between 2.1 and 3.0 eV. Similar features be-
tween these two complexes have also been observed in the
LMTO calculations of Poumellec, Durham, and Guo’™
and by Medvedeva et al.”> However, the calculations of
Khan, Kotani, and Parlebas’ find a forbidden t,,-e, gap
of ~3 eV, which is inconsistent with the above calcula-
tions as well as with experiment. We note that the results
obtained in the present study are consistent with both ex-
perimental XAS results® and self-consistent LMTO cal-
culations of other transition-metal oxides crystallizing in
the rutile structure.

B. Density of states

In Fig. 10, we show the density of states (DOS) for
TiO, in the rutile structure. The DOS was calculated us-
ing the linear analytic tetrahedron method® to evaluate
the integrals over the constant-energy surfaces. We have
performed self-consistent calculations at 126 k points in
the irreducible BZ and have taken the valence-band max-
imum as the energy zero. The theoretical DOS has been
convoluted with a Gaussian with a half-width at half
maximum of 0.15 eV to account for the finite sampling
grid and experimental resolution.

Valence-band spectra have been experimentally deter-
mined using XPS,3* %6 XES,%®% and UPS (Refs. 66—68)
measurements. In Fig. 10, we show the valence-band
density of states obtained from RUPS (Ref. 68) on the
TiO,(110) surface at a photon energy of 46 eV. Similar
features have been previously obtained by XPS (Ref. 56)
and UPS (Ref. 66) with splittings between the two major
peaks ranging from 1.7 to 2.0 eV. The center-to-center
separation of our theoretical peaks of 2.4 €V is in good
agreement with the experimental®® results. We note that
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FIG. 10. Density of states for TiO, given in states per eV, per
spin, and per unit cell (solid line) compared to experimental
UPS (Ref. 68) for the TiO, (110) surface at a photon energy of
46 eV and the TiO, XAS (Ref. 61) spectra of the O 1s edge. The
valence-band maximum has been taken as the energy zero for
the theoretical results, which have been convoluted with a
Gaussian of half-width at half maximum of 0.15 eV to account
for finite sampling grid and experimental resolution.

the major features of the valence band have been found to
be relatively insensitive to surface effects.® This has been
theoretically shown in the tight-binding calculations’® in
which differences between the bulk and surface DOS’s
were found to be negligible.

Recent experimental investigations probing the unoc-
cupied conduction-band states in transition-metal oxides
have centered around XAS (Refs. 60-62) and EELS
(Refs. 54 and 63-65) measurements. At low momentum
transfer, the resulting spectra may be approximated as
images of the local conduction-band character based on
selection rules between initial and final states, e.g.,
Al==1. The O 1s XAS spectra may be approximated as
the oxygen p-projected density of states of the conduction
band. In Fig. 10, we compare our theoretical DOS to the
O 1s XAS results of van der Laan®' (dashed line). While
the intensities of various structural details may change
due to matrix element effects, our theoretical results are
in good agreement with experiment. The first two peaks
are a result of the crystal-field splitting of the Ti 3d wave
functions into states with ¢,, and e, symmetries. These
states represent, respectively, the = and o Ti d orbitals
hybridized with O 2p states, the o-e, orbitals being
higher in energy. The DOS between 9 and 24 eV is pri-
marily of Ti 4sp character®”®! and is well reproduced by
the present calculations. Owing to our smaller band gap
from the LDA, we have aligned the experimental and
theoretical curves with the center of the first major peak
at ~3.2 eV. Similar features have also been observed in
the Ti L, 3 edge from EELS (Ref. 63) and XAS (Ref. 61)
experiments which represent the conduction-band Ti 3d
character.

C. Electron density

Simple oxides, such as MgO, are predominantly ionic
insulators with spherically symmetric charge densities
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about each ion. The participation of d orbitals in the
electronic properties of transition-metal oxides results in
a significant degree of covalent character and a distortion
of the atomiclike charge density surrounding the
transition-metal ion. In order to characterize the degree
of covalent bonding in TiO,, we have calculated the de-
formation electron density based on the independent-
atom model. In this model, one defines Ap(r) as the
difference between the total valence electron density and
linear superposition of radially symmetric atomic charge
densities. In regions of positive deformation, charge
buildup occurs and corresponds to “bonding” electrons,
while regions of negative deformation corresponds to
“antibonding” states. The relative displacement of the
maximum in Ap towards the more electronegative atom
indicates the degree of ionic bonding, or, more loosely,
the charge transfer from the cation to the anion. Paul-
ing** has proposed that edge-shared polyhedra decrease
the stability of an ionic crystal. One therefore expects a
significant degree of covalent character between the Ti-O
bonds in order to compensate for a reduced stability ac-
companying the shared edges of the oxygen octahedra.'
This would result in regions of positive charge deforma-
tion along and perpendicular to the Ti-O bonds.

In Figs. 11(a) and 11(b), we show contour plots of the
valence, or ‘“pseudo-charge,” deformation maps for the
(110) and (110) planes of the tetragonal unit cell. Positive
and negative deformation densities are indicated by the
solid and dashed contours, respectively. The (110) plane
contains the two apical bonds, while the (110) plane con-
tains the four equitorial bonds. Spherical pseudoatomic

FIG. 11. Pseudoatom valence density difference maps for the
(a) (110) and (b) (T10) lattice planes. Contours of constant
charge density are separated by 3e/¥V,. In (c) we show the ex-
perimental (Ref. 92) electron density map in the (110) plane.
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charge densities, taken from atomic calculations using
the same ion core ab initio pseudopotentials as for the
solid state, were used in constructing Ap. For the (110)
plane, one can identify threefold-coordinated oxygen
atoms with site symmetry C,,, while the D, site symme-
try of the Ti atom is evident from the distortion of the
lobes of negative deformation along the [001] direction.
The most prominent feature of these figures is the consid-
erable degree of covalent character present in the Ti-O
bonds. For the ionic model, one usually characterizes the
Ti ions as 3d° with complete charge transfer to the O
atoms. The failure of the ionic model to predict ade-
quately the structural properties of TiO, indicates that
covalent bonding must be taken into account.” We can
approximate the degree of covalent character of the Ti-O
bond using Pauling’s’! ionicity scale. Based on the elec-
tronegativity difference between Ti and O, one estimates
~40% covalent character in the Ti-O bond. This co-
valency is reflected in the charge-deformation maps and
results from hybridization between the O 2p and Ti 3d
wave functions. The participation of Ti 3d character in
the bonding is also present in the band picture where a
significant amount of Ti 3d character is contained in the
O 2p valence band. Experimental evidence for this inter-
pretation occurs in resonant photoemission studies where
the photon energy is swept through the Ti 3p — 3d opti-
cal transition energy.

In Fig. 11(c), we show the experimental electron-
deformation maps®? for the (110) plane. Although varia-
tions in experimental deformation maps occur depending
on the refinement model used, the major features include
a significant degree of covalent character along the Ti-O
bonds and regions of charge depletion around the Ti
sites, elongating along the [001] direction towards
nearest-neighbor Ti atoms.’> We note that our pseudopo-
tential calculations include only valence electrons, while
the experimental charge-density difference maps are
based on subtracting a superposition of theoretical atom-
ic charge densities from the measured total charge densi-
ty. Thus, the “experimental” difference map contains fo-
tal charge densities, i.e., valence plus core charge densi-
ties. The pseudopotential difference maps contain the
valence charge only. This is not a serious difficulty, as we
are interested in the valence charge away from the core
where the pseudopotential approach is known to provide
good agreement with experiment.”> Also, we do not ex-
pect significant changes within the core. Taking into ac-
count the variation between refinement models for the ex-
perimental results,’” qualitative agreement is obtained be-
tween theory and experiment [Figs. 11(b) and 11(c), re-
spectively].

In Figs. 12 and 13, we illustrate contour plots of the
pseudo-charge density in the (110) plane and (110) planes,
respectively. In (a) and (b) we show the e, and 75,
conduction-band complexes, while (c) illustrates the
charge density resulting from the upper-valence-band
states of predominantly O 2p character. A prominent
feature of these figures is the significant amount of charge
residing on the O atoms in the conduction-band states as
well as the Ti charge in the valence band. The higher-
energy antibonding e, -derived bands which are Ti-O o
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FIG. 12. Pseudo-charge-density contour plot of the (a) e, (b)
t,¢, and (c) upper O 2p valence bands in the (110) lattice plane.
Contours of constant charge density are separated by 10e /V,.

FIG. 13. Pseudo-charge-density contour plot of the (a) e, (b)
12> and (c) upper O 2p valence bands in the (110) lattice plane.
Contours of constant charge density are separated by 10e / V.

bonding, and the lower-energy f,,-derived antibonding
w-like bands are clearly discernible in these figures.

V. OPTICAL PROPERTIES

The optical properties of TiO, have been measured us-
ing reflectance, electroreflectance,’°® absorption,*%
electroabsorption,81 and wavelength-modulated transmis-
sion® spectroscopies. A considerable amount of fine
structure has been observed in these experiments. The
interpretation and assignment of experimentally observed
spectral features to specific electronic excitations within
the BZ depends upon accurate electronic structure calcu-
lations.

Excited-state properties, such as the dielectric func-
tion, become questionable within the HKS formalism as
it is strictly a ground-state theory. However, the result-
ing HKS eigenvalues and eigenvectors are often associat-
ed with single-particle excitation energies and wave func-
tions. For semiconductors and insulators, this associa-
tion leads to band gaps which are often 30—50 % lower
than experiment'® and may be attributed to the ground-
state formalism of the HKS approach.”” To go beyond
this single-particle description, one must incorporate the
many-body nature of the electron-electron interactions,
and correct for the incomplete cancellation of terms,
which causes the electron to interact unphysically with it-
self. Formalism which account for these many-body
effects, such as the quasiparticle!® and self-interaction-
correction approaches,’® % have met with reasonable suc-
cess, i.e., within ~0.1 eV, in describing excited-state
properties for simple semiconductors and insulators. For
simple insulators and semiconductors, these calculations
result in wave functions which are virtually identical to
those obtained with the LDA.!> Here, we find the LDA
can give good results for the optical properties of early-
transition-metal oxides. Transition-metal oxides are
known to be very difficult to model using the LDA, as
exemplified by NiO, which the LDA predicts to be a met-
al rather than an insulator.”® Until calculations such as
these, it was problematic whether reasonable results
could be obtained for the optical properties of any
transition-metal oxide.

The standard theoretical approach in analyzing the
influence of an external field on the electronic properties
of a solid is through a response function. The response
function for the optical properties of a solid, describing
the absorption or emission of electrons or photons, is the
dielectric function. One may calculate the dielectric
function from accurate band-structure calculations,
thereby allowing one to assign the spectral features to
specific excitations within the BZ, as well as obtaining in-
terband topologies. A successful application of this ap-
proach to the optical properties of diamond- and zinc-
blende-structure semiconductors is the empirical pseudo-
potential method.”> While this method has helped form
much of our understanding of the optical properties of
diamond- and zinc-blende-structure semiconductors, this
method becomes increasingly difficult to implement for
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insulators and materials with complex structures, and
pseudopotentials, as is typical of many transition-metal
oxides. An alternative method is to proceed with an ab
initio method based on the LDA with the hope that the
conduction bands will be at least qualitatively repro-
duced. For many tetrahedrally coordinated semiconduc-
tor systems, this is the case.!>?

The frequency-dependent dielectric function
elw)=¢€(w)+i€w) is evaluated using the formalism of
Ehrenreich and Cohen.!® In this procedure, the imagi-
nary part of the dielectric function is given as
_ 4r%e’#
&lw)=

2
S 0o [ 3eqk)—0)

2.2
m-w v, ¢

X |M,, (k)% , (1)

where the integral is over the first Brillouin zone,
M, (k)=(u,|€V|u,) are the dipole matrix elements
for the direct transitions between valence- and
conduction-band states, #iw (k)=E  —E, is the excita-
tion energy € is the polarization vector of the electric
field, and u,(r) is the periodic part of the Bloch wave
function for a conduction-band state with wave vector k.
The physical significance of Eq. (1) may be realized by
noting that the & function accounts for energy conserva-
tion, while the matrix elements determine the allowed
transitions through dipole selection rules. We have self-
consistently determined the eigenvalues and wave func-
tions at 126 k points within the irreducible part of the BZ
(or i of the full BZ). Matrix elements were calculated
from the self-consistent wave functions and appropriately
symmetrized over the BZ. Excitation energies between
the valence- and conduction-band states up to approxi-
mately 25 eV from the valence-band edge were con-
sidered. Brillouin-zone integrations have been performed
within the linear analytic tetrahedron scheme® by includ-
ing the k dependence of the matrix elements up to first or-
der.!®! The energy spacing was taken as 0.05 eV.

Owing to the large anisotropic nature of tetragonal cell
of rutile, the optical properties are strongly dependent on
the direction of the incoming polarized light. When the
polarization direction is perpendicular (E,) or parallel
(E) to the c axis, a high degree of fine structure exists in
the optical properties.’* Relating these structural features
to critical points and interband topology within the BZ
via Eq. (1) depends upon accurate band-structure calcula-
tions.

The imaginary part of the dielectric function for both
E, and E; polarizations is shown in Figs. 14(a) and 14(b),
respectively. To account for finite sampling errors, the
theoretical curves have been convoluted with a Gaussian
with a half-width at half maximum of 0.15 eV. The ex-
perimental values of €, for both E;, and E; have been
determined by Cardona and Harbeke®* from reflectance
measurements and by Vos and Krusemeyer’® using
electroreflectance spectroscopy. While both experiments
yield peak positions in reasonable agreement, their ampli-
tudes are at variance. We have chosen to compare our
theoretical result to the experimental work of Cardona
and Harbeke,’* which are in better agreement with other
experimental observations.'® In Figs. 14(a) and 14(b), we
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FIG. 14. Imaginary part of the dielectric function for polar-
ization vector (a) perpendicular (E,) and (b) parallel (E;) to the
¢ axis. Present results (solid line) are compared to the experi-
mental room-temperature results of Cardona and Harbeke (Ref.
94) (dotted lines). Labels correspond to experimentally ob-
served critical points (Ref. 94). Theoretical results have been
convoluted with a Gaussian of half-width at half maximum of
0.15 eV to account for finite sampling errors.

compare our theoretical calculations with the experimen-
tal results’* shown by the dashed lines. The correspond-
ing locations of these structural features are given in
Table III and compared to the experimental results. As
is evident from the shift in the fundamental absorption
edge to lower energies, our LDA calculations underesti-
mate the excitation energies. However, beyond the ab-
sorption edge, we find good agreement with the experi-
mental fine structure, indicating that a single-particle
framework is adequate for this early-transition-metal ox-
ide.

The fundamental absorption edge for E, occurs at 2.02
eV, resulting from transitions between the topmost
valence band and the bottom of the conduction band
along the A and X directions. Beyond the absorption
edge, experimental reflectivity’® and electroreflectance®
measurements reveal two prominent features, designated
as A; and 4, in Fig. 14(a) and Table III, and have been
attributed to splitting in the O 2p, , orbitals.?® The first
major peak, which we attribute to 4, occurs at 3.06 eV
and results from transitions between the top of the
valence band to the bottom of the conduction band in the
neighborhood of the R-A direction. The next major
peak, which we assign to 4,, occurs at 4.67 eV and re-
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TABLE III. Experimental structure in the imaginary part of the dielectric function of Cardona and
Harbeke (Ref. 94) compared to the present first-principles results for polarizations perpendicular (E,)

and parallel (E;) to the c axis.

E, Experiment Theory E, Experiment Theory
A, 4.00 3.06 A 4.11 3.06
A, 5.35 4.67
B, 6.10 6.06 B 6.63 6.15
B, 7.40 6.96

C 8.05 7.59 C 7.87 7.27

sults from transitions between the top four valence bands
and the #,, conduction-band states, corresponding to the
first six conduction bands, in the neighborhood of I". Be-
tween these two peaks, we find two additional features
which have not been observed experimentally.** The first
feature appears at 3.6 eV, resulting from transitions be-
tween valence bands 14 and 15 to the first two conduction
bands along the X direction near I'. (We label the
valence bands from 1 to 16 and the conduction bands
from 1 upwards.) The second feature occurs at 3.94 eV
and results from transitions between valence bands 14
and 15 to the lowest three conduction-band states in the
neighborhood of the X direction. The predicted separa-
tion between the 4, and A4, peaks was found to be 1.7
eV, which is in good agreement with the experimental
value of 1.4 eV.%* Three other structural features, labeled
By, B,, and C in Fig. 14(a) and Table III, have been ob-
served experimentally at higher energies. We find similar
high-energy structural features; the first occurring at 6.06
eV is attributed to B,. The majority of the structure
occurs for transitions between valence bands 10-12 and
the bottom five conduction-band states of ¢,, symmetry,
as well a transition from valence band 15 to the first
conduction-band state of e, symmetry. These transitions
occur in the neighborhood of the Z-A4 direction. The
next high-energy structure is associated with B, and
occurs at 6.96 eV, resulting from transitions between
valence bands 14—-16 and the first two conduction bands
of e, symmetry in the neighborhood of I'. The next
structure, attributed to C, occurs at 7.59 eV, and results
from transitions between valence bands 11 and 12 and the
first two conduction bands of e, symmetry in the neigh-
borhood of the T direction. We find an additional feature
at 8.11 eV resulting from two critical points. The first,
near I', results from transitions between valence bands 14
and 15 to conduction band 10. The second critical point
occurs near A and results from transitions between
valence bands 10 and 11 and conduction bands 7 and 8.
The absorption edge, for E, polarization, occurs at 2.05
eV and results from transitions between the top of the
valence band and the bottom of the conduction band,
with the majority of the structure occurring along the A
direction and minor contributions along A. As seen in
Fig. 14(b), only one prominent feature, labeled A, has
been observed experimentally®®* for E, and has been at-
tributed to transitions from the O 2p, orbitals.® Unlike
the case of E, polarization, where a sharp absorption
edge is obtained, we find a rather broad A peak for E; as
compared to experiment. This is often the case in com-

paring theoretical to experimental results, as excitons can
strongly modified the structural features of the absorp-
tion edge.”> Although absorption experiments®® clearly
reveal exciton behavior for the direct-forbidden transi-
tion, they are only weakly allowed for E, and are strictly
forbidden for E, polarization.’® This suggests that peak
contributions are prominently due to interband transi-
tions rather than excitonic behavior. The first major
peak for E; polarization occurs at 3.06 eV and results
from two critical points. The first, near I', is a result of
transitions between valence band 14 to the bottom of the
conduction band. The second critical point occurs near
R and results from transitions from the top of the valence
band to the bottom of the conduction band. The second
major peak occurs at 3.9 eV and results from transitions
between the top four valence bands and the lowest four
conduction bands along the X and Y directions near M.
Two other features on the high-energy side of this peak
appear as shoulders at 4.47 and 4.67 eV, respectively, and
result from transitions from valence bands 12 and 13 to
conduction bands 2 and 4 along A. The next major
feature appears at 6.15 eV, resulting from the transition
from valence bands 11 and 12 to conduction bands 3-5
with ?,, symmetry and from valence band 15 to conduc-
tion band 7 with e, symmetry. The transitions are locat-
ed near the neighborhood of the Z- 4-R face and are asso-
ciated with B. The next major peak occurs at 7.27 eV
and is a result of transitions between valence bands
12—-14 and conduction bands 7 and 8 located in the
neighborhood of the M-Z direction and is associated with
C. We find an additional peak composed of two critical
points at 8.07 and 8.25 eV resulting from transitions from
valence bands 14 and 15 to conduction band 10 near T'
along the A and 3 directions and from valence bands
10-12 to conduction bands 7 and 8 in the neighborhood
of the Z-R direction.

The real part of the imaginary dielectric function e,
was calculated using a Kramers-Kronig transformation,®’
where
w'e) (")
——

ydo', (2)

2 0
e(@=1+=p [ —i
where the P indicates the principal value. In Fig. 15, we
compare the theoretical €; spectrum to the experimental
results of Cardona and Harbeke®* obtained from their re-
ported extinction and refractive indexes. The static
dielectric constant may be obtained from Eq. (2) in the
@—0 limit, where we obtain values of 7.3 and 6.4 for E,

and E, polarizations, respectively; these are in fairly good
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FIG. 15. Real part of the dielectric function for polarization
vector (a) perpendicular (E,) and (b) parallel (E;) to the c axis.
Present results (solid line) are compared to the experimental
room-temperature results of Cardona and Harbeke (Ref. 94)
(dotted lines). Theoretical results have been convoluted with a
Gaussian of half-width at half maximum of 0.15 eV to account
for finite sampling errors.

agreement with the corresponding experimental® room-

temperature results of 7.07 and 5.80, respectively. Our
theoretical values are somewhat higher than experiment
by ~10%, as expected, due to the underestimation of the
optical band gap.

The normal incident reflectivity R (o) was calculated
from the dielectric function using the relation
R =|(Ve—1)/(Ve+1)|% The reflectivity is shown in
Figs. 16(a) and 16(b) for E, and E polarizations, respec-
tively. Also shown in these figures are the experimentally
results of Cardona and Harbeke.”*

VI. SUMMARY AND CONCLUSIONS

We have self-consistently calculated the structural and
electronic properties of TiO, in the rutile structure. Cal-
culations have been performed within the LDA formal-
ism using ab initio pseudopotentials and a plane-wave
basis. The ground-state structural and cohesive proper-
ties have been determined by self-consistently minimizing
the total energy of the system with respect to the
structural parameters a, ¢, and u. Our calculated
structural parameters are within 1% of experimentally
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FIG. 16. Reflectivity spectra for polarization vector (a) per-
pendicular (E,) and (b) parallel (E;) to the c axis. Present re-
sults (solid line) are compared to the experimental room-
temperature results of Cardona and Harbeke (Ref. 94) (dotted
lines). Labels correspond to experimentally observed critical
points (Ref. 94). Theoretical results have been convoluted with
a Gaussian of half-width at half maximum of 0.15 eV to account
for finite sampling errors.

determined values. The cohesive energy was found to be
~5% larger than the experimental value, as is typical of
many LDA calculations. We have examined pressure
variations in the structural and elastic properties. We
find good agreement with the variation of structural
properties under pressure, as well as the bulk modulus,
Poisson ratio, and the linear compressibilities both per-
pendicular and parallel to the ¢ axis. While good agree-
ment with experiment is found for the bulk modulus, we
find a rather large discrepancy with its pressure deriva-
tive, which may be attributed partially to experimental
difficulties in pressure measurements.

Valence electron densities have been calculated for
high-symmetry planes containing the Ti-O bonds. We
obtain qualitative agreement with experimental electron-
deformation maps determined by x-ray diffraction.
Specifically, we find a large degree of covalent character
in the Ti-O bonds, which is also observed in experimental
results.

The electronic band structure has been calculated
along high-symmetry directions of the irreducible BZ.
Our calculated band structure is consistent with various
spectroscopies such as XPS, UPS, EELS, etc. for both
valence- and conduction-band widths. The correspond-
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ing structural features of the density of states are in good
agreement with spectroscopic experiments for both
ground and excited states. In order to further probe
these states, we have performed a detailed analysis of the
optical properties of TiO,. Calculations have been per-
formed for the real and imaginary parts of the dielectric
function and the reflectivity spectrum. Structural
features in the optical spectra are found to agree well
with experimental results above the absorption edge.
Specifically, we are able to account for differences in the

electronic polarizations, suggesting that for this early-
transition-metal oxide, its optical matrix elements can be
accurately described within the LDA.
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FIG. 3. Primitive unit cell for TiO, in the rutile structure (a);
larger spheres represent the O atoms and the smaller Ti. In (b),
we illustrate the connectivity of the oxygen octahedra projected
onto the (110) plane; the Ti atoms have been omitted for clarity.



