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Field and temperature dependence of remanent magnetization in a single crystal of BizSrzCaCuzO„
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~e report the studies of the virgin and remanent magnetization in a single crystal of Bi&Sr2CaCu20~
over a wide range of fields and temperatures. Based on the critical-state model, the field and
temperature-dependence of the magnetization can be well understood. The first and second penetration
fields have been estimated, based upon the measurements of the magnetization in a single crystal of
Bi2Sr&CaCuzO~. Also discussed are Aux pinning, applications of the critical-state model, and related is-
sues in this material.

I. INTRODUCTION

Many irreversible magnetic properties have been ob-
served in hard superconductors including both conven-
tional and high-T, superconductors. These irreversible
magnetic phenomena depend upon the impurity phases,
precipitates, and inhomogeneities present in materials.
In the mixed state, an interaction exists between Aux lines
and defects. The free energy will be lower if the Aux lines
are trapped by the defects. Thus the magnetic behavior
for hard superconductors exhibits a strong history depen-
dence. Based on the framework of the critical-state mod-
el, ' ' irreversible magnetization can be understood in
terms of flux-pinning effects.

One manifestation of the irreversible magnetic proper-
ties in hard superconductors is remanent magnetization,
namely, the residual magnetization after the applied field
has been turned off. Since remanent magnetization is a
measurement of the effective flux-pinning strength
present in superconductors, it should depend upon both
the temperature and applied field, as well as on the histo-
ry of processing. Remanant magnetization as a function
of temperature and field is very complicated usually, be-
cause the pinning situations of individual system vary
differently. However, at least we can qualitatively under-
stand the behavior of remanent magnetization based on
critical-state models. For example, calculations of the
remanent magnetization in various critical-state models
were carried out, ' which show a di8'erent behavior of the
remanent magnetization in various regions of the applied
field. Therefore the measurement of remanent magneti-
zation should be powerful technique to investigate the ir-
reversible properties of hard superconductors.

In recent studies of high-T, superconductors, many
magnetic properties have been extensively investigated.
High-T, superconductors basically have layered crystal-
line structures where the CuOz layers are recognized as

primarily responsible for electron conduction. These an-
isotropic structures have led to many unusual physical
behaviors in these high-T, superconductors, such as the
existence of an irreversibility line, which separates two
regions in the field-temperature phase diagram. ' ' Us-
ing magnetically reversible properties, some physical pa-
rameters can be estimated such as the critical fields,
coherence length, free energy, and specific-heat
jump. ' ' In the irreversible region, most efforts have
included studies of the magnetic hysteresis, critical-
current density, and flux creep or magnetic relaxa-
tion 1 57 1 6p 22 30

Regarding remanent magnetization studies in high-T,
superconductors, Yeshurun et a/. measured the remanent
magnetization and studied its dependence on the lateral
geometrical length scale for grid patterning thin high-T,
crystals. ' McElfresh et al. discussed remanent magneti-
zation, lower critical field, and surface barriers is an
YBa2Cu30„crystal. Feiner et al. studied the angular
dependence of the remanent magnetization in
Bi2Sr2CaCu20~ and YBa2Cu30„single crystals. '
Kolesnik, Skoskiewicz, and Igalson argued that the
geometry of the sample may play an important role in the
anisotropic properties. The temperature dependence of
the remanent magnetization in ceramic (Bi,Pb) 2:2:2:3
was studied by Job and Rosenberg. All of these studies
attempted to analyze the anisotropic behaviors ' or es-
timate the lower critical field H, &

(Refs. 32 and 35) in

each specific system. However, a complete study of the
relationship of remanent magnetization to field and tem-
perature has not been reported yet.

The purpose of this work is to study systematica11y the
field and temperature dependence of remanent and virgin
magnetization in a single crystal of Bi2Sr2CaCu20~. The
magnetization is measured over a broad region of field
and temperature. We discuss the flux-penetration fields
and flux pinning, based on the measurement of remanent
magnetization in the context of the critical-state model.
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II. EXPERIMENTAL DETAILS

The crystal used in this study was grown by a self-flux
method. The crystal, mass = 1.5 mg and T, =87 K, was
selected for the magnetization measurements. The crys-
tal is the shape of a flat plate with dimensions of 1.S mm
X 1.6 mm X 0.1 mm. The qualities of the sample were
examined by x-ray diffraction, scanning electron micros-
copy, and superconducting transition measurements. De-
tails of the sample preparation and characterization are
described in Refs. 29 and 36.

Magnetization data were taken with a commercial su-
perconducting quantum interference device (SQUID)
magnetometer over a range of temperatures (5—80 K) and
applied fields (0.1 —50 kOe). Since we are interested in
flux-pinning effects, we focus mainly on the temperature
and field range below the irreversibility line. The mag-
netic measurement procedure is as follows. The samples
were first warmed to above 130 K, to move any possible
trapped flux lines away from the samples. The samples
were then cooled in a zero magnetic field to a desired
temperature T below the transition temperature T, . The

magnetic field was applied, and the virgin magnetization
was measured in this field. The applied field then was
turned off, and the remanent magnetization was mea-
sured. The same steps were repeated to measure the next
data of the magnetization and remanent magnetization as
a function of the applied field. The direction of the fields
was chosen parallel to the c axis of the samples. A
demagnetization factor of the sample was found to be
about 0.9 for this orientation, which can cause a large
change in the magnetization (4nM) The da.ta shown
below have not been corrected by the demagnetization
factor.

During measurement, the scan length and field inho-
mogeneity of the magnetometer are important for an ac-
curate value of the magnetic moment. The field strength
changes slightly along the travel length of the sample.
For reversible-magnetization measurements, the error is
proportional to the field change, and so the effect is small.
But the field gradient can read to erroneous results of the
measurements if hysteresis effects are present. A
sample can undergo minor hysteresis loops as the sample
travels through the SQUID coils because of the inhomo-
geneous field. ' Even small inhomogeneities of the
field can lead to a significant error and cause the M-vs-H
curve to decrease, because the value of the field is much
larger than the magnetization. ' Therefore we choose
a scan length of 3 cm throughout our measurements, in
which the field variation along the scan length remains
less than 0.05%%uo.

III. RESULTS AND DISCUSSION

A. Virgin magnetization and first penetration field H
&

Figure 1 shows the virgin-magnetization curve of a sin-
gle crystal of Bi2Sr2CaCu20 at the various temperatures
indicated up to a magnetic field of 10 kOe. As can be
seen, the virgin magnetization exhibits a peak at all tem-
peratures. As the temperature increases, the peak posi-
tion shifts to a low-Geld region, indicating that the flux is
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FIG. 1. Virgin magnetization vs applied field for a single
crystal of Bi2Sr&CaCu20~ at various temperatures ( T): (a) T= 5,
6, 7, and 8 K; (b) T=8, 10, 12, and 15 K. To show clearly the
peak position, only the data are presented for a field region up
to 10 kOe/1 T. The field is applied parallel to the c axis.

easier to move in the sample at higher temperatures. The
penetration field (H f), where the sample is first fully
penetrated by the external field, can be estimated from
the peak position for each temperature in terms of the
critical-state model.

In the critical-state model, if J, is assumed independent
of the field, the magnetization is constant with an increas-
ing field after the first penetration field. ' In the field-
dependent J, relations, however, there is a peak position
in the calculated virgin-magnetization curve. ' But de-
tailed calculations ' show that the peak position is not
the first penetration field, according to the field-
dependent J, relations. Both calculations and experi-
ments indicate that the full penetration field is always
higher than estimated from the peak of magnetization. '

One reason for this difference is that the boundary condi-
tions, including the lower critical field, surface barrier,
and equilibrium magnetization, have been ignored to sirn-
plify mathematics during most critical-state calcula-
tions. These boundary conditions will shift the full
penetration field to a lower value closer to the peak posi-
tion in the magnetization. However, experimentally one
can qualitatively approximate the peak position as the
value of the first penetration field for a system with lower
values of H, &

and surface barrier. We show below that
the corrections to these factors in Bi2Sr2CaCu20~ may be
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less important than in YBa2Cu30 . This treatment gives
a correct physical picture and is reasonable, at least in
qualitative discussions. Thus we can choose the first
penetration field H

&
as a peak position on the plot of vir-

gin magnetization versus field.
It should be noted that the penetration field depends

upon both the temperature and sample size. ' Actually,
regardless of the quantitative relation of H*, (T) to tem-
perature, H

&
( T) is always a decreasing function of tem-

perature. In other words, the sample in a constant field is
more easily penetrated at higher temperatures. The
reason is flux-pinning effects become weaker at higher
temperature and then the flux is easier to move in the
sample. In addition, a small sample would be easier for
the magnetic field to fully penetrate at the same magni-
tude of the external magnetic field.

According to the virgin-magnetization measurement in
the present single crystal of Bi2Sr2CaCu20~, we estimate
the penetration field H&. The values of H& vary from
0.17 T at 5 K to 0.03 T at 15 K for this sample.

B. Field dependence of remanent magnetization
and second penetration field H2
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We show remanent magnetization versus the applied
field at a given temperature for a single crystal of
Bi2Sr2CaCu20~ in Fig. 2. As can be seen from the figure,
the remanent magnetization increases with the maximum
applied field and then crosses over to a saturation value
at higher fields. Saturation values of the fields depend
upon temperature. Although our data were measured
over the entire region of 5 T, here we only present data
up to 1 T because there is no change in the remanent
magnetization at the higher-field regions between 1 and 5
T.

As mentioned above, remanent magnetization is a mea-
surement of flux-pinning effects in superconductors.
Since the critical-state model quantitatively describes the
irreversible magnetization,

' both field and temperature
dependence of remanent magnetization can be predicted
in this picture. ' But because of complicated pinning sit-
uations in real materials, different pinning mechanisms
will create quite different irreversible-magnetic proper-
ties. For example, there exist several versions of the
critical-state relations to describe quantitatively individu-
al systems. ' Based on these critical-state models,
remanent magnetization can be calculated and predicted
in terms of several structurally related parameters in-
volved in critical-state models. "' ' ' Reference 14
shows that remanent magnetization has three different
stages, distinguished by two characteristic penetration
fields. In the first stage, the remanent magnetization has
a relatively small value, as a result of partial penetration,
while the maximum field (H ) is smaller than the first
penetration field (H*, ), as shown in Fig. 3(a).

Besides the first penetration field (H f ), the second
penetration field (H2) is another important characteristic
field. This field is defined as the external field, while there
is no contribution from the increasing branch of the local
field to the remanent magnetization. ' In the second
stage (H*, &H (Hz), the remanent magnetization is a
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FIG. 2. Remanant magnetization (M„) vs maximum ap-
plied Beld (0 ) for a single crystal of Bi&Sr2CaCu&O~ at various
temperatures ( T): (a) T= 5, 6, 7, and 8 K; (b) T=8, 10, 12, and
15 K; (c) T=24, 27, 30, 35, and 40 K; (d) T=45, 50, 60, 70, and
80 K. To show clearly the peak position, only data are present-
ed for a Geld region up to 2 T/3. 5 T. The Geld is applied parallel
to the e axis.
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FIG. 3. Local field distribution for a slab in an applied field parallel to the surface of the slab in the critical-state model for the
three stages: (a) H &H&, (b) H& &H &H&, and (c) H )H2. Solid curves represent the local field for the increasing branch after
turning on a maximum applied field H . Shaded areas represent the remanent magnetization after turning off the applied field and

show the total flux trapped in the material.

complicated function of the applied field. The expression
of the remanent magnetization depends upon the version
of the critical-state relation. As illustrated in Fig. 3(b},
both increasing and decreasing local fields contribute to
the remanent magnetization significantly during this
stage.

Moreover, as the applied field is beyond the second
penetration field (H )Hz}, the remanent magnetization
does not vary with the applied field and only depends
upon sample size, geometry, and material parameters or
temperature. ' Although each critical-state relation re-
sults in a different magnitude of the remanent magnetiza-
tion, the field independence is a common property in this
region. This saturation property of remanent magnetiza-
tion can be understood from Fig. 3(c).

Thus we can summarize the above properties of
remanent magnetization as follows:
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the calculations of the linear critical-state relation. We
have chosen J, ( T ) = 10 A/cm, d =0.5 mm, and

Kp =0.5 T for low temperature and 1.0 T for high tern-

perature, respectively, in Fig. 4(a). We have also plotted
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where the remanent magnetization is normalized by the
parameter Ho(T) involved in the critical-state relations,
d is the half width of the superconducting slab with an
external field parallel to the surface of the slab, xo is the
reduced parameter with a dimension of the length,
xo(T)=cHO(T)/4n J,(T}, where J,(T) is the
temperature-dependent critical-current density in the
critical-state relations, and f, (x ) is a function depending
upon the critical-state relation and different field stages
(i =1,2, 3).

In order to compare the theoretical curve of remanent
magnetization with the experimental data, we plot
remanent magnetization versus field in the normalized
scale by Ho for the two different temperatures, based on
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FIG. 4. Comparison of the curves of experimental and calcu-
lated remanent magnetization (M„) vs maximum applied field
(H ): (a) calculated results based on a field-dependent critical-
state model as mentioned in the text; (b) observed data for tem-
peratures of 8 and 12 K. Note that (1) a saturated M„after
the second penetration Geld appears and (2) a crossover of M„
for different temperatures happens in both curves. Also note
that M„ increases quite rapidly at low H for 8 and 12 K in
the measured curve.
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FIG. S. Temperature efI'ects on the local
field distribution for a slab in an applied field
parallel to the surface of the slab in the
critical-state model for the three stages: (a)

&II( (T), (b) Hl (T) &II,„&Hz (T), and
(c) H, )H2 (T), in which the maximum ap-
plied field (H } is kept unchanged for zero-
field-cooled processing. Shaded areas
represent the remanent magnetization after
turning oft' the applied field and show the total
Aux trapped in the material.

the experimental data of remanent magnetization in a
single crystal of BizSrzCaCuzOy at 8 and 12 K within a
smaller field scale in Fig. 4(b). As can be seen from these
figures, good agreement between these curves has been
reached, at least qualitatively.

As reported in Ref. 32, in the low-field limit, M„ is
virtually zero in a single crystal of YBazCu30 . The
magnitude of 4irM„ is about several gauss for H~~c up
to I kOe of the applied field at 8 K in a single crystal of
YBaiCu30 . But as shown in Figs. 2 and 4(b) in a single
crystal of BizSrzCaCuzOy, this low-field-independent
property disappears instead of a rapid enhancement of
M„with an increasing H . We noticed that the sample
dimensions of the YBazCu30 of Ref. 32 were even small-
er than those of our BizSrzCaCuzO„. Thus this difFerence
cannot come from dimension variation instead of the
boundary conditions including H„, surface barrier, and
equilibrium magnetization near the surface of the sample.
It has been recognized that the low critical field is smaller
in BiiSrzCaCuzO than in YBazCu30„(Refs. 18 and 28)
and the surface barrier is important in YBazCu30 for
Aux pinning. In addition, critical-state calculations
show that a correction of the boundary conditions will
shift the zero value of this 1ow-field M„ to a higher
field. Therefore it may be a better approximation for
BizSrzCaCuzOy to take the boundary condition excluding
these corrections. This implies that the contribution to
the remanent magnetization from the H„, surface bar-
rier, and equilibrium magnetization could be very small
and an estimation of H, &

from the M„measurement is
very difficult in the BizSrzCaCuzOy system.

Experimentally, since there does not exist a clear
boundary to distinguish the first and second stages
characterized by H

&
in the remanent magnetization data,

it is not easy to determine the first penetration field in the
remanent magnetization measurement [see Figs. 2 and
4(b), for example]. But it will be very apparent to esti-
mate the second penetration field Hz from the rneasure-
ment of remanent magnetization, from which we can find
the second penetration field as a function of temperature.
The values of Hz vary from 0.50 T at 5 K to 0.10 T at 15
K for the present single crystal of BizSrzCaCuzOy. As
mentioned above, both H; and H z depend upon the sam-
ple size. We do not attempt to make a further analysis on
the penetration fields.
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FIG 6 Remanant magnetization (M ) vs temperature (7)
for a single crystal of Bi2Sr,CaCu~O~ at a constant maximum
applied field (H ): (a) H =O.OS, 0.1, 0.2, and O.S T; (b)
H =O. S, 1, 2, and 3 (T). The field is applied parallel to the c
axis in zero-field-cooled processing.

C. Temperature dependence of remanent magnetization

In Fig. 5 we exhibit remanent magnetization versus
temperature data at several given fields (H ) for a single
crystal of BizSrzCaCuzOy. At low H from 0.05 to 0.5 T
in Fig. 5(a), the remanent magnetization slightly increases
with an increasing temperature and then joins a universal
curve, where the remanent magnetization becomes in-
dependent of the H . At high H above 0.5 T as shown
in Fig. 5(b), however, the remanent magnetization ap-
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pears to be independent of H
According to the critical-state model, H2 (T) is a de-

creasing function with increasing temperature, since the
flux penetrates the sample more favorably at higher tem-
peratures. Once H reaches H2, the remanent magneti-
zation will be saturated, from which we can understand
the common part of M„versus temperature at a
higher-temperature region. Before the second full
penetration, the flux trapped by the defects in the sample
will increase with increasing temperature, as illustrated in
Figs. 6(a) and 6(b). But after reaching H z ( T), the
trapped flux will be rapidly excluded with an increasing
temperature, as shown in Fig. 6(c), which implies a rapid-
ly decreasing M„with increasing temperature. There-
fore we can interpret why the remanent magnetization
slightly increases and then joins the common part at the
low-H region. In the high-H region ( ~0.5 T), since
the sample is closely penetrated by H2 (T), the remanent
magnetization remains saturated with varying tempera-
tures. Therefore, in this part, M„does not depend
upon H and rapidly decreases with a rising tempera-
ture.

IV. CONCLUSIONS

We have investigated virgin and remanent magnetiza-
tion in irreversible regions for a single crystal of
BizSr2CaCu20y. Based on the critical-state model, we

can understand the temperature and field dependence of
virgin and remanent magnetization. The first penetration
field can be experimentally estimated from the peak posi-

tion in the virgin-magnetization curve. In the field

dependence of the remanent magnetization, the second
penetration field can be chosen where the remanent mag-
netization first reaches saturation. From an experimental
point of view, we can distinguish the first penetration
field in the virgin-magnetization data and the second
penetration field in the remanent magnetization. The ex-

perimental observation of the field dependence of
remanent magnetization can be predicted by critical-state
calculations. The data show that the boundary condi-
tions during critical-state calculations are important, but
these conditions can be ignored in a single crystal of
Bi2Sr2CaCu20y indicating the small values of H„, weak

surface barrier, and possible low equilibrium magnetiza-
tion in this system. The temperature dependence of
remanent magnetization can also be qualitatively under-

stood in terms of temperature effects on the critical-state
model.
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