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The size effect in circularly symmetric, annular Josephson junctions is discussed in detail. For a junc-
tion of width W, we find that there exists a minimum inner radius p,;, for resonant soliton motion within
the junction, with respect to the dissipative parameter and external magnetic field, and that the applied
magnetic field plays an important role in reducing the size effect (p,;, decreases remarkably in the pres-
ence of a negative external magnetic field). Because of the size effect, the range of the first current step
vanishes if the inner radius of the annular junction is smaller than p,;,. A qualitative interpretation is
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given for the size effect. On the basis of our results, future physical experiments are suggested.

I. INTRODUCTION

The sine-Gordon partial-differential wave equation
(SGE) plays a major role in nonlinear physics. Its success
in modeling a variety of nonlinear phenomena has been
emphasized in the papers of Perring and Skyrme' and
Scott.? Some specific applications that come to mind are
the following: propagation of fluxons in Josephson junc-
tions,> propagation of crystal dislocations,*> elemental
excitations in charge-density-wave systems,® and
domain-wall motion in antiferromagnetic materials.” The
SGE possesses a remarkable soliton solution (27-kink
solution), which has been fully discussed by Ablowitz
et al. by the inverse-scattering method.® A system in
which soliton propagation is most accessible to experi-
mental measurement is the large-area Josephson junction,
as has been well described in a book by Barone and
Pagano.® Fluxon excitation in long or large-area Joseph-
son junctions has been considered for application, for ex-
ample, as microwave generators in high-frequency in-
tegrated circuits and data-processing systems. In Joseph-
son junctions, the physical manifestation of a soliton is a
fluxon, i.e., a quantum of magnetic flux ®=h /2e. The
simplest and most direct way of measuring moving flux-
ons is to measure the so-called zero-field states (ZFS) in
the dc I-V curve (more generally, the steplike singularity
in the I-V curve if there is a small dc applied field). The
first ZFS is explained as a resonant motion of a single
fluxon along the junction. Higher-order steps are num-
bered according to the total number of fluxons and
antifluxons. Their motion is, in general, governed by a
perturbed SGE (in the presence of damping and dissipa-
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tion), subject to boundary conditions determined by such
factors as the geometry, the current distribution, the
load, and the external magnetic field. To understand the
behavior of the solitons in the perturbed system, several
perturbation theories have been developed, based, for ex-
ample, on the linear perturbation scheme, 10,11 the inverse
scattering method, '*!* and Green’s-function approach. !*
Using the technique developed by McLaughlin and
Scott,!* some authors have recently analyzed the behav-
ior of the solitons in 1D long junctions and their I-V
characteristics (cf. Ref. 15). However, because of com-
plexities of the perturbation schemes understanding of
these systems is often only achieved by performing direct
numerical simulations or physical experiments.

Apart from the usual configurations such as 1D long
transmission line and narrow annual junctions (which is
equivalent to a 1D long junction with spatial periodicity
of L =2mR), we have recently considered a wide annular
junction with circular symmetry, which is geometrically
equivalent to an infinite number of parallel-coupled in-
line junctions and therefore is assumed to have a radia-
tion power comparable to those of coupled in-line junc-
tions. A circularly symmetric, annular Josephson junc-
tion is shown schematically in Fig. 1. The annular width
W is equal to the difference of the outer radius p, and the
inner radius p; of the junction, W=(p,—p;)A,. In the
overlap region the superconductors are separated by a
thin insulating layer; the feeding current I’ flows along
the Z direction, and the external field is produced by a
current I that flows in another conducting wire located
at the center of the junction. The dimensionless dynami-
cal equation is taken to be the modified sine-Gordon
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FIG. 1. Annular Josephson-junction configuration. The an-
nular width W is equal to the difference of the outer radius p,
and the inner radius p; of the junction, W=(p, —p,)A,. In the
overlap region the superconductors are separated by a thin insu-
lating layer; the input current I' flows along the Z direction,
and the external field is produced by a current Ij; that flows in
another conducting wire located at the center of the junction.

equation'®!
b 8,6, —ad, =sing )
with boundary conditions
¢p|p:pi=11’,/21rpi=x,~ )
and
Ip+r
¢P‘P=Po=—27TFT=K0+n ’ &)

where k, =1y /2mp, and n=1'/2mp,. Here, the time t is
normalized by A;/c, the space p by A;, and feeding
current I’ (I}; as well) by J.A%. It is understood that all
quantities mentioned hereafter are dimensionless accord-
ing to these normalizations. In Eq. (1), ¢ is the local
phase difference of the order parameters in separated su-
perconductors, subscripts denote partial differentiation,
and a¢, represents the dissipation effect due to the tun-
neling of normal electrons across the barrier. In Eq. (3),
I' is the feeding current. Egs. (2) and (3) result from
Ampere’s law for ¢, and I' and I (since ¢, represents
the local magnetic field in our system). «;, measures the
contribution of the applied magnetic field at the boun-
daries (k; and k, are dependent), while 1 measures the
contribution of the feeding current to the magnetic field
at the outer boundary, and the equivalent line density of
feeding current along an outer circle in analogy to the
definition in the case of an in-line junction. The renor-
malized quantities «;, and 7 are introduced and used
hereafter in this paper, since they describe exactly the ex-
tent of the perturbation to the system.

The reason why we have introduced this model is that
a circular junction does not support stable circularly
symmetric soliton (CS soliton hereafter) motion, while an
annular junction does under certain conditions, as has
been confirmed by our earlier studies.!®~2! We remark
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that Christiansen and Olsen have investigated numerical-
ly the rotational symmetric, solitary-wave (or ring-wave)
solutions to the SGE with geometric dimension
m=2,3.223 They found that an expanding ring wave
reaches a maximum size, depending on the initial condi-
tions, and then shrinks. This phenomenon was called the
return effect, which does not occur in the 1D case. Their
further studies showed that the interaction between the
ring waves does not change their identity, and the ring
waves were denoted quasisolitons (CS soliton in the
present paper). However, the evolution of the CS soliton
breaks down because of the reflection at the origin.2*2’
Therefore, the circular model is not feasible for physical
application. In practice, the soliton return effect could
still exist in annular junctions; however, it can be avoid-
ed. We have previously discussed the return effect both
in the absence of dissipation'® and in the presence of dis-
sipation, as well as its relationship with the I-¥ charac-
teristic.'® We noted!® that a returning CS soliton (or
equivalently the bound soliton and virtual antisoliton
pair, the breather) is dissipated and the final solution is a
static one with the associated average voltage across the
junction being zero. Mostly, the return effect can be el-
iminated from our model and resonant CS soliton motion
can be achieved by increasing the feeding current. How-
ever, for the specific case of an annular junction [e.g., the
1/p term in Eq. (1), the boundary conditions described by
Egs. (2) and (3)], this does not always work, and so the
single-CS-soliton state might not exist at all if the geome-
trical size is not chosen properly. As a matter of fact, for
a junction with width W, there exists a minimum inner
radius p; =p_... of the junction, such that resonant CS sol-
iton motion is possible only if p; > p_;, —this is called the
size effect in the present paper, as will become clear in the
following discussions. Introducing a negative external
magnetic field can reduce the size effect significantly,
since p,,;, in this situation is much smaller. We assume
that in the 1D case, the size effect is not so significant,
especially for an overlap junction, although no detailed
discussion exists on the problem in the literature.

Since the question of the existence of CS soliton states
in real systems is of considerable practical interest for ex-
perimentalists, and, since no completely adequate analyt-
ic or perturbative approach is presently available to us,
we propose in this work to carry out a detailed numerical
study of this question, with the hope of providing a
springboard for future theoretical work. We note that
relevant problems have recently been addressed by
several authors in other directions.?6™3" In contrast to
their works, we emphasize the instability mechanism of
CS solitons due to the boundary conditions and explore
thereby, as a first step, the size effect numerically. Like
the other authors, we limit ourselves to consideration of
dynamic states involving single-CS soliton propagation.
Moreover, effects of intrinsic and extrinsic noise, the an-
gular perturbation, and geometric imperfection on the
stability of the fluxon are beyond the scope of the present
study. This choice is made easier because the cited noise,
though often important in physical devices, can always be
reduced by careful shielding of the junction from possible
electromagnetic interference, by lowering the working
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temperature, and by improving the fabrication processes;
in addition, the angular perturbation is not considered a
crucial factor in a system with circular symmetry. This
latter point has been addressed by some relevant studies
on CS-pulse excitations in the ¢* model and sine-Gordon
system®! in which these excitations turn out to be stable
against small perturbations in the absence of dissipation.
Such an angular stability is inherent to the self-forming
long-lived pulse excitations of large amplitude in the
above framework with degenerated vacua. A natural in-
terpretation of this result is the following: The angle-
variable independence of the solutions minimizes the
Hamiltonian. We believe that this stability is enhanced
in the presence of dissipation in our system. The results
of our computations, which corroborate this interpreta-
tion, will be presented elsewhere. Therefore, the max-
imum performances of the junction will be determined by
the intrinsic instability of the fluxon oscillation in this
work. The remainder of this paper is organized as fol-
lows: Numerical experiments are described and discus-
sions on the size effect are given in Sec. II; and a sum-
mary is presented in Sec. III.

II. NUMERICAL EXPERIMENTS AND DISCUSSION
ON THE SIZE EFFECT

A. Numerical experiments

We assume that a CS soliton solution can be taken as
the zeroth-order initial solution of the modified SGE, i.e.,
Eq. (1):

¢=4tan 'exp U([l_—uk;)(lt/)z] , 4)
_ —2ou o[p—R(1)]
¢,—(1_u2)msech (1—u?)72 |’ )

where 0 =1 is the polarity of soliton and antisoliton, re-
spectively. Hereafter, we will not distinguish between
soliton or an antisoliton except where possible confusion
might arise. The function R (#) describes the center posi-
tion of the fluxon, i.e., the maximum of ¢,.

We use an implicit finite-difference method with
respect to space p, and the fourth-order Runge-Kutta in-
tegration with respect to time ¢ together with the initial
conditions Egs. (4) and (5) to evaluate the evolution of
discretized ¢ and ¢,, etc. The precision and stability of
computation are carefully checked to guard against any
spurious results. In our double-precision computation,
the step of space 8p and the step of time ¢, are, respec-
tively, 0.075 and 0.05, which already provide satisfactory
precision and numerical stability. The average voltage of
the junction is given by

v=(¢.), (6)

which is the spatio-temporal average of ¢,. The CS soli-
ton motion and the relevant I-V characteristic under
various conditions have been discussed in Ref. 20 both
analytically and numerically; the I-V curves need not be
reproduced in this paper. As has been explained in the
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introduction, the physical manifestation of a moving soli-
ton (fluxon) in a Josephson junction is the steplike singu-
larity (current step) in the I-V curves. On the other
hand, a static CS soliton state does not exist in circularly
symmetric sine-Gordon system, due to the effective at-
traction of the origin acting on the CS solitons. '~ %0
Therefore, the current step is sensitive to the existence of
resonant CS soliton motion in our case, and the current
range of the current step serves to be a coarse measure of
the stability of the CS soliton state against the perturba-
tions.

We explore the size effect, or the minimum inner ra-
dius p_;, for stable CS soliton motion in the annular junc-
tions with W=7.5 and a=0.06, in the following manner.
For a fixed applied magnetic field measured by «;, we cal-
culate the I-V characteristic of the junction with an inner
radius p;, and then another one of smaller p;, using the
algorithm described above. To avoid the transient effect,
the computation is taken for each initial condition and
feeding current until a stable final state settles down. As
has been explained previously, the current range A7n of
the current step in the I-¥ curve is a measure, in some
sense, of the stability of CS soliton motion against pertur-
bations. If A% vanishes as p;, —pni,» we are done, and
Prmin 1S the minimum inner radius of the junctions (with
respect to «;, W, and a) supporting CS soliton motion.
Figure 2 shows the current range A7 versus p;, for k; =0
(A; squares), ;= —0.56 (B; circles), and «;=0.2 (C; tri-
angles). It is clear from Fig. 2 that a negative (positive)
applied field enhances (reduces) the stability of CS soliton
motion compared with the case of zero applied field. On
the other hand, the minimum inner radii for different ap-
plied fields are, p.;,=1.55 for x;=—0.56, p,i,=35 for
k; =0, and p,;,= 10 for k; =0.2 Therefore, the size effect
can be reduced significantly by a negative applied field,
which suggests possible physical experiments. Finally, as
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FIG. 2. The dependence of the current range A7 in the first
current step on the inner radius p; of the junctions with «=0.06
and W=7.5 and under different applied field. A (squares):
k; =0 (zero field); B (circles): k; = —0.56; C (triangles): «;=0.2.
Lines in the figure are presented as guides for the eye. All quan-
tities are normalized and dimensionless (see the text).
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p;— o, the 1/p term in Eq. (1) has a minor effect on CS
soliton motion, and the current range tends naturally to
that in 1D case. We believe that the size effect, besides
the soliton return effect discussed elsewhere,'® is typical
in 2D and 3D SGE systems with rotational symmetry.

To understand the size effect in annular junctions, we
also emphasize the important role of boundary condi-
tions, since they are the only factors with which the feed-
ing current can affect CS soliton motion within the junc-
tion. For a definite k;, we are only concerned with the
external boundary condition (EBC),

d(p=p,) =k, Tn=kK;p;/(p; +W)+t7 . 0))

For a definite «;, p;, and W, we explore the upper and
lower limit of the EBC, with the hope of searching for the
background of the state switching at the ends of the
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current step in the I-V curve. The current range is ob-
tained from the spacing between the lower and upper lim-
its of the EBC. In Fig. 3 we show the limits of the EBC
versus p; for k; =0 [Fig. 3(a)], k,=—0.56 [Fig. 3(b)], and
k;=0.2 [Fig. 3(c)]. The insertions in Figs. 3(a) and 3(b)
are more complete representations of the p; dependence
of the EBC limits with wider range of p;. Lines A and B
represent the upper and lower limit of the EBC, respec-
tively, in Fig. 3. For nonpositive k;, from Figs. 3(a) and
3(b) we see that the lower (upper) limit of EBC, which re-
lates to the minimum (maximum) feeding current for CS
soliton motion, increases (decreases) with decreasing p,,
and lines A and B intersect at p; =pp..; on the other
hand, lines A and B saturate with p;, — . However, for
positive k;, the vertical spacing between lines A and B, or
the current range of the current step, remains small for
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FIG. 3. (a) The dependences on the inner radius p; of the upper (A) and lower (B) limits of the external boundary condition (EBC,
see the text) ¢,(p=p,) for CS soliton motion for junctions with W =7.5 and «=0.06 and under zero applied field (x; =0). The inser-
tion in the figure is a more complete representation of the relation for wider range of p;. Lines in the figures are presented as guides
for the eye. All quantities are normalized and dimensionless. (b) The same as Fig. 3(a) except that ;= —0.56. (c) The same as Fig.

3(a) except that x;=0.2.
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large p;. This is due to the special configuration and the
current-injection conditions, i.e., the special boundary
conditions used. Notable is the slope change of line B in
Fig. 3(b) when p; =~10 (see the insertion). It will become
clear in the following discussion. It is obvious that the
understanding of both the lower and upper limits of the
EBC is essential for analytical exploration of the size
effect.

B. Discussion on the EBC limits

The lower limit of the EBC is related to the minimum
feeding current, which results from such factors as the
soliton return effect discussed in Ref. 18 and the dissipa-
tion due to the reflection of the soliton at the boun-
daries.*%¢ Since the perturbation due to the boundary
condition under minimum bias is small, we can employ
the perturbative treatment developed elsewhere, '®!° pro-
vided that p;, = 5, so that the 1/p term in Eq. (1) can also
be taken as a perturbation. For still smaller p;, e.g.,
2 <p; <5, the perturbative treatment is in principle ques-
tionable; however, these results are only suggestive. A
detailed discussion on this problem will be given else-
where. Here we only outline the determination of the
lower limit of the EBC here by referring to Ref. 18. The
energy of the junction is defined as

E= [dp2mp[ (42 +¢2)+1—cosd] . (8)
The energy of a CS soliton is
E=16TR /V'1—u?, 9)

where R and u are the position and velocity of the CS sol-
iton, respectively. The dynamical equation that describes
CS soliton motion within the junction is

du/dt=—(1—u?/R—au(l1—u?), (10

where du /dt is the acceleration of the CS soliton. In
Ref. 18, the applied field was zero, and the dissipation
due to the reflection was not taken into account. Howev-
er, we would like to point out that it is straightforward to
generalize the treatment in Ref. 18 to various applied
fields, and to extend the treatment of reflection dissipa-
tion in 1D junctions (AH ~ —4m’a Refs. 35 and 36) into
the one used in our model. For example, the reflection
dissipation will be

SE,=2mp; AH (11)
at the inner boundary, and
SE,=2mp, AH , (12)

where AH ~ —4r%a. The energy input from the bound-
ary to the CS soliton, when it is reflected is

AE;= —4xl;; = —87mp;K; (13)
at the inner boundary, and
AE,=4x(I' +1)=87"p,(n+k,) (14)

at the outer boundary. (Note that Iy =2mpk; =2mpK,).
It is clear that the applied field provides no net energy in-
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put to the CS soliton during a period of back and forth
motion, but AE; >0 if «; <0, therefore the negative ap-
plied field serves to be an energy station for the CS soli-
ton motion, and this is essential for the CS soliton to ex-
pand with a large enough velocity to overcome the strong
effective attraction of the origin (especially when p; is
small).'® In other words, a negative applied field is favor-
able to CS soliton motion. Considering the reflection dis-
sipation 8E; and 8FE,, we have the effective energy input
when the CS soliton is reflected at the inner boundary

AEfT=AE, +0E; , (15)
and the effective one at the outer boundary
AEff=AE,+8E, . (16)

The minimum feeding current can be obtained from the
minimum energy dissipated within the junction. Suppose
that u,, is the minimum velocity with which the CS soli-
ton can expand to the outer boundary (in zero applied
field, uy,, is certainly zero), and u,, is the corresponding
initial shrinking velocity at the outer boundary, the CS
soliton first shrinks at the outer boundary with velocity
u;,, to the inner boundary where it gets an effective ener-
gy input AEST, and then expands to the outer boundary
with final velocity u,, where it will get an effective ener-

gy change AEST, and then repeats this motion. It follows
that

E,, +AE,+AEf"™+AE, =E, (17)

where E,, and Ej, are the corresponding energy with
respect to the velocity u,,, and u,,, respectively, [see Eq.
(9)], and AE,; and AE;, are the energy changes during the
shrinking and expanding processes, respectively. The to-
tal energy change AE due to dissipation (the dissipation
due to reflection has been taken into account in the
effective energy inputs AEST and AES™ during a period is
AE=AE_+AE,,, combining Eq. (17) it becomes
AE=E,,—E,, —AE". (18)

For a stable motion, this energy change is balanced by
the net energy input AEST+AES or
AEf+AES+AE=0, (19)

which is related to the minimum feeding current 7,,;,. It
follows after some algebraic manipulation that

Mmin T (l“u,%n )1/2 (1___uf2m)1/2

—k,tma .
(20)

The lower limit of the EBC is 7, +«, where k, is relat-
ed to «; and p; for junctions of width W. We have calcu-
lated the EBC limit following this treatment. Figure 4
shows the lower limit of the EBC versus p; for W=17.5,
a=0.06, and different ;. Qualitative agreement with the
simulation results is achieved for the negative applied
field k;= —0.56. Note that a sudden change of the slope
for the line with x; = —0.56 also exists like the one in Fig.
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FIG. 4. The calculated p; dependence of the lower limit of
the EBC from the analytical treatment for W=7.5 and
a=0.06. Line A: k;=0; Line B: ;= —0.56; Line C: «;=0.2.
Dimensionless quantities are used.

3(b), and we find that the slope change is due to the fol-
lowing fact. For small p;, u,, is zero, while for larger p;,
the “attraction” effect is minor, and the energy input
AE;(>0) at the inner boundary for k; = —0.56 is relative-
ly so large that the CS soliton can be launched to the
outer boundary with a final velocity u,, and u, > ug, >0.
However, the analytically calculated results seem to have
been over estimated compared with the simulated results
for k; =0 and «;=0.2, and this is due to the over estima-
tion of the reflection dissipation. The reflection dissipa-
tion appearing in Eq. (15) acts as an effective additional
applied field with an amplitude of ma=0.19 (a=0.06),
which plays an essential role for «; =0, since the CS soli-
ton loses much energy at the inner boundary in this situa-
tion. However, in real CS soliton motion, the boundary
reflection is not a sudden process as we have taken it in
our analysis, and the reflection dissipation is velocity
dependent.*>3® Nevertheless, a qualitative conclusion
can be drawn from Fig. 4 that, the lower limit of the EBC
for negative applied field is significantly smaller than for
a non-negative applied field, and therefore a negative ap-
plied field is expected to be favorable to CS soliton
motion, so long as |«;| is not too large.

It should be pointed out that in Fig. 3(a), if  <7,,, the
initial CS soliton state switches definitely to a zero volt-
age state because of the soliton return effect and the dissi-
pation (or equivalently breather decay, the breather being
the bound pair of returning soliton and the virtual an-
tisoliton and vice versa), while if > ,,, the CS soliton
state switches back to zero voltage state for smaller p;
(<10), and switches to rotational state for larger p;
(>15). This is quite natural, since both lines A and B
end at p,=p_ . therefore the state switches similarly
along both lines where the 1/p term in eq (1) plays an im-
portant role, while for larger p;, the 1/p term has a
minor effect and the state switching should be similar to
that of a 1D in-line junction. For moderate p;, the state
switches at the upper limit rather undefinitely. We find
that for junctions with smaller p;, although a current step
exists, the I-V curve shows a negative differential resis-
tance dV /dn before the switching to zero voltage state,
and this might suggest a competition among various non-
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linear modes. A similar phenomenon exists for the case
of a negative applied field. In the above analysis, we have
concentrated on state switching; other relevant studies
have been made for the 1D overlap or overlap-like junc-
tions, cf. Refs. 26, 27, and 32-34. The understanding of
the state switching at the upper end of the current step is
essential for the determination of the maximum height of
the current step. As is well understood, the boundary
conditions plays a major role in the process of state
switching. The boundary conditions are equivalent to the
existence of static virtual fluxons (or antifluxons) outside
the ends of the junction (if |¢p| <2 there). However, as
soon as the energy requirement for the creation of a
fluxon into the junction is satisfied, a virtual fluxon will
enter the junction and move in the direction such that its
motion is aided by the bias current. In other words, an
initially stable soliton is unlikely to remain so, i.e., state
switching is likely to occur. We note that for the over-
lap junctions, the simplest power-balance perturbative
scheme predicts an infinite current-step height,’~3°
while the perturbative scheme proposed in Refs. 26 and
27 predicts a maximum normalized step height equal to
one (or |¢,|=1 at the boundary for the upper end of the
1-ZFS). In contrast, experimental and numerical results
by various authors (cf. Ref 28) typically give a maximum
step height between 0.4 and 0.8. In a further study
Pagano et al. made a boundary-model analysis® and con-
sidered the behavior of the switching current of ZFS (less
than one) with respect to junction length and dissipation.
In our situation, the comprehensive mechanism that
leads to the different state switching in our system
deserves further investigation because of the in-line-like
geometry and the appearance of the additional effect of
the 1/p term that is responsible for the size effect.

In conclusion, the size effect in an annular junction is
due to the ever increasing of the lower limit of the EBC
(resulting from the minimum feeding current) and the de-
creasing of the upper limit of the EBC (relating the insta-
bility of the CS soliton state under high bias) with de-
creasing inner radius p;.

We have further investigated other junctions with
W=35 and W=10 and both with a=0.06. For zero ap-
plied field, p.,;,=7.3 for W=5 and p;,=20 for W=10.
For «;=—0.4, p.;,=4.3 for W=5. For k;=-—0.5,
Pmin—2.7 for W=10. We have confirmed, with these re-
sults, that the size effect exists and a negative applied field
plays an important role in reducing the size effect, and
this is of much interest in physical experiment and appli-
cation for the preparation of an annular Josephson junc-
tion.

III. SUMMARY

In this paper, we have addressed the problem of the
size effect in circularly symmetric, annular Josephson
junctions by use of a full numerical simulation. There ex-
ists a minimum inner radius p,,;, for the annular junc-
tions with dissipation a and width W and under an ap-
plied field. A negative applied field enhances the stability
of CS soliton motion and makes it possible for a CS soli-
ton to propagate in a junction with relatively smaller
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inner radius, and vice versa. The role of the applied mag-
netic field is emphasized. We suggest that the size effect
arises because for junctions with small p;, the minimum
feeding current is so large (due to soliton return effect and
other factors) that the resulting boundary condition is un-
favorable for the stability of CS soliton motion. The
current range in the current step vanishes as p; —pi..
State switching at the upper end of the current step,
which is very involved for various values of p;, deserves
further consideration. The size effect, besides the soliton
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return effect, is typical in junctions with circular symme-
try.
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