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Electron confinement in quantum nanostructures: Self-consistent Poisson-Schrodinger theory
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We compute the self-consistent electron states and confining potential, V(r, T), for laterally confined

cylindrical quantum wires at a temperature T from a numerical solution of the coupled Poisson and

Schrodinger (PS) equations. Finite-temperature effects are included in the electron density function,
n (r, T), via the single-particle density matrix in the grand-canonical ensemble using the self-consistent
bound states. We compare our results for a GaAs quantum wire with those obtained previously [J. H.
Luscombe and M. Luban, Appl. Phys. Lett. 57, 61 (1990)] from a finite-temperature Thomas-Fermi (TF)
approximation. We find that the TF results agree well with those of the more realistic, but also more

computationally intensive PS theory, except for low temperatures or for cases where the quantum wire is

almost, but not totally, depleted due to a combination of either small geometry, surface boundary condi-

tions, or low doping concentrations. In the latter situations, the number of subbands that are populated
is relatively small, and both n(r, T) and V(r, T) exhibit Friedel-type oscillations. Otherwise the TF
theory, which is based on free-particle states, is remarkably accurate. We also present results for the

partial electron density functions associated with the angular momentum quantum numbers, and discuss

their role in populating the quantum wire.

I. INTRODUCTION

In recent years there has been great progress in the
ability to fabricate semiconductor structures with dimen-
sions on the order of the electron wavelength. ' Modern
epitaxial techniques permit the control of atomic-scale
features in the growth or vertical dimension, and nano-
lithography allows the patterning of structures with sub-
100 nanometer (nm) lateral dimensions. ' With suitable
combinations of these characteristic length scales in the
lateral and vertical directions, carrier confinement in up
to all three spatial dimensions has been achieved in semi-
conductor nanostructures such that electron energy levels
are quantized. It has been proposed that quantum nanos-
tructures could form the basis for a future circuit tech-
nology, with the discrete energy levels ultimately deter-
mining device logic functions. ' Examples include quan-
tum wires, in which carriers are confined in two dimen-
sions, and quantum dots with three-dimensional electron
confinement. ' Whatever the confinement scheme, how-
ever, quantization is effected by an electron potential that
depends, often sensitively, upon the details of the particu-
lar nanostructure embodiment. It is desirable, therefore,
to have theoretical methods of calculating the electron
potential that are applicable to a broad class of nanos-
tructures.

The purpose of this paper is twofold. First, we com-
pute the self-consistent electron density function n(r, T)
and confining potential V(r, T) for laterally confined cy-
lindrical quantum wires from a numerical solution of the
coupled Poisson and Schrodinger (PS) equations.
(Throughout this work, T denotes the temperature, we

suppose that V is axially symmetric, and we employ the
standard cylindrical coordinates r, 8,z )We .note that in
nanostructures the requirement of self-consistency is of
particular importance, since the carrier densities can vary
substantially over the dimensions of the structure.
Within the same structure in thermal equilibrium, elec-
tron densities can vary from highly degenerate in certain
regions, to conditions of total depletion in others.
Indeed, the unique transport properties of quantum de-
vices hinge upon the creation of an inhomogeneous elec-
tron gas, where typically a depleted tunneling region
separates neighboring electron populations in equilibrium
with the Fermi levels established by the respective con-
tacts. The role of the confining potential is thus twofold:
V determines the electron states, while at the same time it
is determined by the electrostatic action of the carriers in
screening the fixed, neutralizing background charges (and

by the boundary conditions imposed by the nanostruc-
ture). The self consisten-t confining potential must be ob-

tained, therefore, such that the electrons, in populating
the quantum states associated with V, respond to the very
same potential that they generate.

In previous work, we have used a semi-classical
Thomas-Fermi (TF) approximation, generalized to finite
temperature, to compute the self-consistent screening po-
tential of the inhomogeneous electron gas in quantum
nanostructures. In that approach, n(r, T) is taken to be
the density of a free-electron gas in thermal equilibrium
with the local value of the potential, so that

nr„(r, T)= —,'(2m*/nPA ) F, r~[P[p, V(r, T)]] . —
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In what follows, we suppress the temperature dependence
of n and V. Here m * is the effective mass, p is the chemi-
cal potential (Fermi level), P= 1 /(k+ T), and the function
F~/'2 is a Fermi-Dirac integral' conventionally defined by

E (g)= f dx x [1+exp(x —g)] (2)

As shown in Refs. 5, 9, and 11, the TF model provides a
robust theoretical framework in which one can readily
compute the electron potential and carrier distribution in
nanostructures with realistic epitaxial structures and
boundary conditions. However, by treating the carriers
as a free, three-dimensional Fermi gas, one thereby ig-
nores the quantization of the electron states induced by
the confining potential, which clearly raises the question
of the method's applicability.

Thus, the second purpose of this paper is to contrast
the results of the relatively simple TF approach with
those of the coupled PS theory and thereby assess the va-
lidity of the TF approximation in laterally confined
nanostructures. We find that in many cases the results of
the TF approximation agree well with those of the more
realistic, but also more computationally intensive PS
theory. The situations where the results of the two
theories do not agree are characterized by a relatively
small number of populated subbands, either due to low
temperature or to a condition of near depletion due to a
combination of small lateral dimension, surface boundary
conditions or low doping concentration. Otherwise,
when more than several subbands are populated, the TF
theory, which is based on free-particle states, is remark-
ably accurate and can serve as the basis for a fast-
executing model of the confining potential in quantum
nanostructures.

We consider the class of quantum wires that have an
exposed lateral surface (at r =R). This is a relevant
feature, since it establishes the boundary condition for
V(R), and, what is more important, the exposed surface
provides the driving force for establishing the form of the
confining potential. At the exposed surface of many
semiconductors, the Fermi-level energy becomes
"pinned" to a characteristic value in the band gap (in-
dependent of the dopant density), through a transfer of
charge from interior energy levels to lower-energy,
midgap surface states. ' The Fermi-level pinning process
thus depletes the surface region of carriers and is a pri-
mary mechanism for creating the inhomogeneous elec-
tron distributions mentioned above. We note that cylin-
drical quantum wires with exposed sidewalls are used to
provide electrical contact with the resonant tunneling
quantum dot studied in Ref. 7, where lateral confinement
was achieved through a Fermi-level-pinning-induced de-
pletion potential. Hence, the number of populated sub-
bands is of relevance to the interpretation of quantum-
dot transport studies.

A key issue for our cylindrically symmetric system is
the role of the azimuthal angular momentum states in po-
pulating the quantum wire. Tunneling experiments on
cylindrically symmetric quantum dots suggest that only
zero angular momentum states contribute appreciably to
the resonant tunneling current, due to the apparent in-

sensitivity of the electrical transport characteristics to ap-
plied magnetic fields. ' The notion of the quantum dot
effectively filtering states of nonzero angular momentum
from the resonant tunneling current has also been sug-
gested theoretically from a consideration of the possible
quantum-dot confining potentials consistent with the ob-
served tunneling spectroscopy. ' We find that the magni-
tude of the partial density functions associated with the
nonzero angular momentum quantum numbers remains
significant at a relatively large distance from the central
axis of the quantum wire. Thus, these states would seem-
ingly be available for resonant tunneling. More work,
both theoretical and experimental, is required to better
elucidate the transport characteristics of quantum dots.

In the next section, we formulate the basic equations
governing the finite-temperature self-consistent potential
and carrier density functions, and then outline the nu-
merical methods by which convergence to a self-
consistent solution is achieved. In Sec. III, we present
our results and discuss the role of the angular momentum
states, and compare these results with those of the TF
treatment.

II. COUPI, ED POISSON-SCHRODINGER
EQUATIONS

A. Self-consistent analysis

Achieving self-consistency involves solving two inter-
connected problems. The first consists of the quantum
statistical mechanics problem of obtaining the electron
density function from a given potential-energy function.
The second involves the electrostatic problem of obtain-
ing the potential generated by the charge distribution,
from which the associated energy levels and states are de-
rived.

We begin by obtaining, in the effective-mass approxi-
mation, the eigenstates of an electron that is bound in
two dimensions by a cylindrically symmetric confining
potential, V(r), and which is free in the third dimension.
Because of the axial and translational symmetries, the
wave function factors in the usual way,

1 d d
2m* r dr dr

Nl (r)+ V(r)4( (r)
r

In the following, we assume that the 41 have been nor-
malized according to

2n.J dr r@I (r)=1 .

where m =0,+1,+2, . . . is the azimuthal quantum num-
ber, l = 1,2, 3, . . . is the radial quantum number, and L is
the length of the cylinder. The subband spectrum is then
labeled by three quantum numbers, EI
=(fi /2m *)k +A,l, where A, l is the eigenvalue associ-
ated with the eigenstate +I of the radial Schrodinger
equation,



10 264 LUSCOMBE, BOUCHARD, AND LUBAN 46

where Ni ——(2m "/rrpfi )'r . Equation (6) gives the densi-
ty of the electron gas at a distance r from the central axis.
This expression can be interpreted as the summation of
the product of the probability of finding the electron at
point r in state

~
1,m ), with the density of the one-

dimensional electron gas that thermally populates the
subband associated with energy A,

&

Having derived an explicit expression for the electron
density function, we then obtain the electrostatic poten-
tial P from Poisson's equation,

r =p((t'i)—:—{Nd n[P—(r)]],1 d drtr(r) e

r dr dr e
(7)

where Nd is the number density of donors and where e is
the dielectric constant. We symbolically indicate that the
charge density depends implicitly upon P through the ei-
genvalues and eigenstates in (6). The potential energy V
of the electron is given by V = —eP. For simplicity, we
assume that the donors are uniformly distributed and
remain ionized independent of the temperature. Howev-
er, more complicated situations involving partially ion-
ized donors or acceptor-hole distributions could also be
investigated.

Equation (7) is to be solved subject to the Fermi-level-
pinning boundary condition at r =R. We employ a com-
monly accepted value for the surface Fermi-level-pinning
energy for GaAs of approximately half the band gap,
V(R) —@=0.7 eV. Along the central axis, we demand
that the radial electric field vanish, as required by the axi-
al symmetry.

B. Numerical procedure

1. Schrodinger solution

Employing the standard three-point finite-difFerence
approximation, the radial Schrodinger equation (4) is
equivalent to the matrix eigenvalue problem H@=A,4,
where H is tridiagonal. The form of H, however, is not
symmetric (owing to the scale factors in the cylindrical
Laplacian}, and is also dependent on whether m =0 or
not to incorporate the boundary conditions on 4& (0).

Thus, the complete eigenfunction (3) is normalized to uni-
ty over the volume of the cylinder.

The radial eigenfunctions satisfy the following bound-
ary conditions. At the exterior surface @& (R ) =0,
which corresponds to the requirement that the conduc-
tion electrons be confined to the volume of the quantum
wire. ' It can readily be shown from an analysis of the
indicial equation for the solutions of (4) that at the origin,
the states of nonzero angular momentum vanish, while
the m =0 states have zero slope.

We obtain the finite-temperature electron density func-
tion from the thermal average of the single-particle densi-
ty matrix in the grand-canonical ensemble. ' Using the
one-electron wave functions g& k, it can readily be
shown that the density function is given by

n (r) =Ni X 4l, m(")F ir2[@—p

We cast H into symmetric form with a similarity transfor-
mation' to take advantage of an eScient bisection search
algorithm' that obtains the eigenvalues and eigenvectors
of a real symmetric matrix within a given energy interval.
It is the physical eigenvectors, however, that enter the
calculation and must be normalized [Eq. (5)] at each
iteration of the coupled PS computation. We search for
all eigenvalues lying between the lowest value of the
confining potential, and those within approximately
10k&T above the Fermi-level energy. The Fermi-Dirac
integral in (6) decreases exponentially for large negative
argument, and thus it suf5ces to keep only a few eigenval-
ues above the Fermi level. We note that the number of
radial eigenvalues below the Fermi level is dependent on
the quantum number m. The larger the value of m, the
fewer the number of electron states that are populated.
This is because the eigenvalues associated with the

effective potential ( V combined with the quantum-
mechanical centrifugal potential barrier) start well above
the Fermi level for sufBciently high values of m. These is-
sues are explored in greater detail below.

2. Seif-consistent Poisson sointion

We use a damped Newton method to solve the non-
linear Poisson equation (7). To optimize the procedure,
we follow Laux and co-workers' in using the Bank-Rose
parameter selection algorithm. In this approach, start-
ing from an initial guess for ((}, one repeats solving the
Schrodinger equation, computing n (r), and then updat-
ing P(r) via the Newton algorithm, until the iterates con-
verge on the self-consistent solution. To initiate the pro-
cedure, we first compute the finite-temperature TF self-
consistent potential, the differential equation for which
results from using (1) in (7). The solution to this non-
linear differential equation subject to the Fermi-level-
pinning boundary condition is discussed in Ref. 9.

As a check on the accuracy of the self-consistent solu-
tion, we monitor charge neutrality. From the Poisson
equation, we readily derive the charge-balance equation:

Ni gF ir&[P(is Rem )]+2n'Rcr =rrR Nd,

where cr =(e/e )(d V/dr)„z and ecr is —the charge on
the exposed surface of the quantum wire per unit length.
Recall that the existence of surface charge is associated
with the Fermi-level-pinning boundary condition. Equa-
tion (8) expresses charge neutrality: Per unit length, the
number of electrons populating subbands, plus the num-
ber occupying surface states equals the number of donor
ions. Note that both quantities on the left-hand side of
(8} are determined self-consistently, whereas the right-
hand side is a fixed quantity. We find that (8) is typically
obeyed to within one part in 10 by our self-consistent nu-
merical solutions.

III. NUMERICAL RESULTS

The basic numerical results for this paper are summa-
rized by Figs. 1—5. In Fig. 1(a) we show our results for
the self-consistent PS confining potential and electron
density function for a cylindrical GaAs quantum wire of
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FIG. 1. Self-consistent confining potentials (dashed curves,
right ordinate) and electron density functions (solid curves, left
ordinate) for (a) Poisson-Schrodinger theory and (b) finite-
temperature Thomas-Fermi approximation, for T=10 and 300
K and indicated doping densities (units of 10' cm ').

50-nm radius with an exposed lateral surface, for several
dopant concentrations (labeled in units of 10' cm ) at
temperatures T =10 and 300 K. The quantity V(r} is
shown as a dashed curve, and corresponds to the right or-
dinate. As remarked above, we have used the Fermi-
level-pinning boundary condition V(R )—p =0.7 eV.
The quantity n (r} is shown as a solid curve correspond-
ing to the left ordinate axis, and is given in units of Nd.
Figure 1(b) shows the analogous quantities computed
from a solution of the Poisson equation utilizing the TF
expression for the electron density function, Eq. (1).
Note the close resemblance of the TF results with those
of the PS calculation. Below, we delve into the physics
underlying the two sets of results in Figs. 1(a) and 1(b).

First, we observe some of the qualitative features com-
mon to the results of both calculations. Note that there
is an appreciable electron population in the interior of the
quantum wire wherever the confining potential is below
the Fermi level, and that the electron density decays to
zero as V (r }crosses above the Fermi level. Moreover, the
details of the decay are sensitive to the temperature. For
the highest doping density shown, 10' cm, the results
are essentially independent of the temperature. A useful
temperature gauge is provided by the Fermi temperature
of an electron gas with density equal to the dopant con-
centration, ks T~ =A (3HNd ) l(2m *). The Fermi
temperature of an electron gas of density 10' cm in
GaAs is approximately 2900 K. Thus, room temperature
is ostensibly equivalent to zero temperature for this dop-
ing concentration, and accordingly, one cannot distin-
guish between results for the two temperatures in Fig. 1,
except in the tail of the electron distribution as n (r}van-
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FIG. 2. Expanded view of self-consistent electron density
functions (left ordinate) and confining potentials (right ordinate)
for Poisson-Schrodinger calculation (solid curves) and Thomas-
Ferrni approximation (dotted curves) for two doping densities at
T =10 K. Note Friedel-type spatial oscillations in the Poisson-
Schrodinger results.

ishes. A decrease in the doping level to 10' cm is ac-
companied by a dramatic decrease in the electron density
throughout the interior of the system, as well as increased
sensitivity of the results to temperature. The Fermi tem-
peratures associated with doping concentrations 2X10'
and 10' are 1003 and 632 K, respectively. Note that for
these cases, the structure is not just depleted near the
outer surface; there is also a substantial reduction in elec-
tron density relative to the dopants at the center of the
quantum wire. This partial depletion of the center of the
structure becomes most sensitive to the details of the sys-
tem when the value of V(0} is closest to the Fermi level.
Besides the temperature and doping level, the extent to
which the structure is depleted depends on material pa-
rameters such as the effective mass and dielectric con-
stant, as well as structural parameters such as the lateral
dimension and the surface Fermi-level-pinning energy.

We have demonstrated previously for nanostructures
with Fermi-level pinning that, within the TF approxima-
tion, at no point in the structure is there local charge bal-
ance, regardless of the doping density. This can be prov-
en analytically at zero temperature, and is found numeri-
cally at finite temperature. Overall, of course, such sys-
tems are charge neutral; the seemingly missing electrons
occupy the states at the surface that support Fermi-level
pinning. Thus, the value of n (0)/Nz in Fig. 1(b) for 10'9

cm is slightly less than unity. This deviation from
charge neutrality at the center of the quantum wire is
more dramatic the lower the value of N&.

In Fig. 2, we show the behavior of n (r) and V(r) at
low temperature in more detail, where a direct compar-
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ison is made between the results of the PS and TF self-
consistent theories. Here we see the qualitatively new
features of the PS theory: first, the electron density func-
tion exhibits Friedel-type spatial oscillations, ' and,
second, in contrast to the TF results, the density of elec-
trons can locally exceed that of the dopants. We note
that the basic wavelength of the oscillations in Fig. 2 is
approximately half the Fermi wavelength, which is con-
sistent with the behavior of Friedel oscillations in bulk
systems. ' We also show a detailed comparison of the PS
confining potential with the corresponding TF results.
From Fig. 1, the potentials appear flat near the origin,
and indeed the TF potentials can be extremely flat.
However, on the scale of Fig. 2, it is seen that the low-
temperature PS potential also exhibits Friedel-type oscil-
lations, which one would expect if the potential is self-
consistent with an oscillatory charge-density function.
One would also expect that a local excess of electrons
over dopants would be accompanied by inflections in the
self-consistent potential, due to the change in sign of the
net charge density in Poisson's equation. This is
confirmed in Fig. 2, where the curvature in V(r) is locally
negative wherever n (r) exceeds Nd.

The physical origin of these oscillations can be traced
to the behavior of the lateral bound-state eigenfunctions
and the extent to which the associated subbands are pop-
ulated. In Fig. 3, we show the partial electron density
functions that result when the terms of the summation in
(6}associated with a given value of

~
m

~
are summed sepa-

rately. Note that, as expected, the higher the value of
~m~, the further out from the central axis are the partial
electron densities peaked.

Figure 4 shows the bound-state eigenvalues A.i associ-
ated with the self-consistent potential for Nd=2X10'
cm as a function of the quantum number m. The
dashed (dash-dot) line in the figure marks the energy
10k& T above the Fermi level for T =10 K (T =300 K}.
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FIG. 4. Bound-state eigenvalues as a function of angular
momentum quantum number for a doping level of 2X10"
cm '. Dashed (dash-dot) line is the energy 10k&T above the
Fermi level for T=10 K (T =300 K). Open triangles indicate
the eigenvalues that make an appreciable contribution to the
electron population at T=10 K, whereas at T=300 K both
open and filled triangles contribute. The increased number of
states that contributes to the electron population at the higher
temperature leads to good agreement between the results of the
PS and TF calculations (compare Figs. 3 and 5).

As a figure of merit, eigenvalues 10k& T above the Fermi
level make a negligible, exponentially small contribution
to the electron population. Thus, for T =10 K, only the
eigenvalues indicated with the open triangles contribute
appreciably to the electron density, whereas for T =300
K both open and filled triangles contribute. Note that
the higher the value of m, the fewer the number of radial
states that are populated. This is because the quantum-
mechanical centrifugal energy barrier, for sufficiently
large m, raises the efFective confining potential such that,
for a given temperature, even the lowest-energy states are
negligibly populated. At T =0, only those states with ei-
genvalues below the Fermi level are occupied, and hence
the summation of the squared eigenfunctions for these
few modes produces Friedel oscillations. For low tem-
peratures, or for cases when the structure is substantially
depleted, there are also sufficiently few subbands popu-
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FIG. 3. Partial electron density functions at T= 10 K associ-
ated with various values of the angular momentum quantum
number, along with the total density function that results from
summing the individual contributions for all values of ImI.
Shown for comparison is the Thomas-Fermi self-consistent elec-
tron density function (dotted line), as well as the Poisson-
Schrodinger confining potential, associated with the right ordi-
nate. Results correspond to a quantum wire with doping level
of 2X 10' cm
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FIG. 5. Analogous to Fig. 3, except T =300 K. In this case,
there are no discernible spatial oscillations in the electron densi-

ty function. Nd =2X10' cm
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lated that we expect Friedel-like oscillations to become
apparent, and hence the greatest discrepancy between the
PS and TF theories. For T =300 K, however, there are
enough states that contribute to the electron density
function that such oscillations are not apparent. In Fig. 5
we show the behavior of n(r) and V(r) for T =300 K,
analogous to Fig. 3 (which applies to T=10 K). It is
seen in Fig. 5 that there are no discernible Friedel oscilla-
tions and that the TF electron density function agrees
well with that of the PS calculation. In general, we ex-
pect the PS results to go over to those of the correspond-
ing TF theory whenever there are suSciently many states
that contribute to the summation in (6), such that the en-

ergy separation between successive eigenvalues is small
compared to the thermal energy, kz T.

IV. SUMMARY

In this paper, we have computed the self-consistent
electron states and confining potential for cylindrical
quantum wires with a Fermi-level-pinning boundary con-
dition from a numerical solution of the coupled Poisson
and Schrodinger equations. Finite-temperature effects
have been included in the determination of the electron
density function, which was derived from the one-
electron density matrix in the grand-canonical ensemble
using the self-consistent bound states. We have com-
pared these results with those obtained from a finite-
temperature Thomas-Fermi approximation. We find that
in most cases, the TF results agree well with those of the
more realistic, but also more computationally intensive,
PS theory. At low temperatures or for cases where the
structure is almost, but not completely depleted, the
number of quantum-wire subbands that are populated is
small, and both the electron density function and the

confining potential exhibit Friedel-like spatial oscilla-
tions. Otherwise, when more than several subbands are
populated, the TF theory, which is based on free-particle
states, is remarkably accurate. We have also computed
the partial electron density functions associated with any
given value of the angular momentum quantum number.
We find that the nonzero angular momentum states are
relatively well populated in the interior of the cylindrical
quantum wire.

We have shown that the form of the self-consistent po-
tential is the result of a nonlinear screening process in
which the electron density function, through the eigen-
states of the system, depends sensitively upon such pa-
rameters as the temperature, the lateral dimension, ma-
terial parameters, the doping density, and the boundary
conditions. Besides being of scientific interest for the
physics of confined electrons, nanostructures may also
provide the basis for a revolutionary class of electron de-
vices. ' The properties of interest of such structures,
e.g., the optical or transport characteristics, are ultimate-
ly a function of the electron eigenstates. Realistic model-
ing of the electron potential, such as exemplified in this
paper, therefore provides not only a framework for un-
derstanding the physics of nanometer-scale structures, it
also constitutes a practical tool for validating and refining
concepts used in the design of nanostructure devices.
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