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The propagation of shock-induced detonations in an inhomogeneous sample is studied at the micro-
scopic level by molecular dynamics. The model consists of a two-dimensional lattice of diatomic mole-
cules connected by Morse potentials. A predissociative intramolecular potential is used. Simulations in
a perfect crystal exhibit two detonation regimes: a fast regime, in which the atomic motions are very
coherent, and a slow regime, which is the regime observed experimentally. The propagation of the de-
tonation wave across grain boundaries, domains with a different orientation, vacancies, and a region
where the chemical reaction started earlier due to a hot spot, is investigated. The slow-detonation re-
gime is found to be very robust, showing that the structure observed at the microscopic level could per-
sist in a real polycrystalline sample. The fast-denonation regime is highly sensitive to perturbations and
tends to evolve into fingerlike structures. Its possible relevance in some systems is discussed.

I. INTRODUCTION

Although the detonation process is now well known on
a macroscopic scale, its understanding at the microscopic
level is still very poor. ' The macroscopic approaches can
be rather successful for dilute gases, but they fail to pro-
vide a proper description of shock-induced detonations in
condensed phases, and particularly in solids. Among the
unexplained features are the correlations found experi-
mentally between detonation properties of energetic ma-
terials and their crystal structures or the large anisotro-
pies in detonation speeds and directional sensitivity of
monocrystals to shocks. Moreover, recent experiments
in fluids suggest that the width of a shock front in a con-
densed phase is of the order of a few atomic distances, so
that the assumption of thermal equilibrium in the wake
of the shock, which is at the basis of the macroscopic
thermodynamic approach, is questionable. One of the
difficulties to propose a microscopic theory of detona-
tions is the lack of experimental information at the
molecular level due to the extremely high space and time
resolution that would be required. Consequently, numer-
ical simulation is a useful tool to improve our microscop-
ic understanding of detonations because its resolution is
sufficient to determine the motion of a single atom.

There are, however, two kinds of limitation to the
molecular-dynamics investigations of energetic materials.
The first one is the speed of the available computers that
confines the simulations to simple models or very small
samples. Considering the current progress in computer
techniques, this type of limitation is fading. The second
limitation, which is related to the design of the simula-
tion model, is more fundamental because the detonation
process is a very complex one involving not only the dy-
namics of the atoms or molecules, but also chemical reac-
tions and very different time scales. These various prob-
lems have been addressed one after the other since the
calculations performed by Karo, Hardy, and Walker5 and
Tsai and Trevino. ' The usual approach represents the

chemical reactions by a so-called "predissociative poten-
tial" to provide energy release during reaction. Two
different approaches have been used to improve the
description of the detonation chemistry. The first one in-
corporates a bond-breaking and bond-forming mecha-
nism by using three-body interactions ' or by introduc-
ing chemical effects by a model, which could, in princi-
ple, include quantum effects although it is not yet the
case, embedded in a molecular-dynamics calculation. '

In this work we address another problem for the mi-
croscopic simulation of detonations, the role of crystal in-
homogeneities or defects on the propagation of the de-
tonation wave. It is an important question because real
energetic materials are seldom good monocrystals and in-
homogeneities are known to have a large influence at the
macroscopic scale. At the microscopic level, defects can
be viewed as having two opposite roles; they may break
the coherent propagation of the detonation wave that is
observed in the molecular-dynamics simulations of per-
fect crystals, "' or they may create hot spots which help
molecular dissociations and sustain the detonation.
These two aspects are analyzed in the present work. Sec-
tion II presents and discusses the model that we have
developed for this investigation. The properties of this
model in the case of a homogeneous sample are presented
in Sec. III as a reference case for Sec. IV which examines
the role of various inhomogeneities.

II. THE MOLECULAR-DYNAMICS MODEL

It is tempting to include in one single study all the
state-of-the-art techniques for modeling an energetic
crystal, for instance, three-body potentials or the con-
strained molecular-dynamics method that we have
developed previously to simulate the chemistry. ' How-
ever, in the presence of inhomogeneities, there is another
important constraint due to the minimum size of the
sample required to get meaningful results. This size must
be significantly larger than the size of the defects that we
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wish to study. Moreover, in order to get rid of possible
artefacts due to the initiation in an inhomogeneous ma-
terial, we initiate the detonation in a homogeneous sam-
ple and wait until it has reached a steady state before in-
troducing an inhomogeneous part in the model so that we
must follow the detonation wave for a longer period than
in a homogeneous sample. Consequently, we have chosen
to work with a rather simple model using the predissocia-
tive potential in order to allow sufficiently fast simula-
tions. It is derived from the model that we used in a pre-
vious investigation. ' In its original form, this model was

designed with emphasis on the investigation of the solid
phase in order to determine the structure of the detona-
tion wave in the immediate vicinity of the front. In this
region, although it is severely perturbed, the crystal
structure is not completely destroyed. In particular, the
neighbors of a given atom do not vary significantly.
Thus, provided that the number of neighbors included in
the force calculation is sufficiently large, it is not neces-
sary to check dynamically for the neighbors. This is an
important computation time saving and it allows the
design of an efficient algorithm on a vector computer.
This approach is no longer acceptable if the model is
designed to study the dynamics of crystal defects. For in-

stance, when a dislocation moves, bond rearrangements
take place. Consequently, although the basic ideas of the
original model are conserved, the new version has been
significantly modified and the program has been corn-

pletely rewritten.

A. The model crystal

The model crystal is shown in Fig. 1. It consists of a
two-dimensional array of two-component molecules. The
components are henceforth denoted as "atoms" N and C.
However, in a real crystal like the nitromethane crystal
that we use as a reference case to determine the potential
parameters, they could represent more complex groups
like NO& and CH3. The intramolecular potential which

connects the N and C atoms, which comprise the N-C
molecule, is the predissociative exothermic potential
shown in Fig. 2. Such a potential, which was found

j+2
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FIG. 2. The predissociative intramolecular potential. Dotted
line: potential of the predissociative excited state of ni-
tromethane (from Ref. 13). Solid line: intramolecular potential,
the difference between two Morse potentials before the rescaling
of the energies performed to correct the sound speed.

among the first excited states of nitromethane, provides
an approximate description of the chemistry of the de-
tonation in a form compatible with molecular dynamics.
%hen the two atoms are separated by their equilibrium
distance ro, the molecule is stable. If the molecule is sub-

jected to a strong perturbation, it can dissociate through
an endothermic process which brings the bond to its dis-
sociation length rD. Then, in a second step, some poten-
tial energy is released while the bond length extends fur-
ther. This exothermic step models the reactions which
follow the dissociation in a real detonation. The repul-
sion of the N and C atoms during this step increases their
kinetic energy and sustains the shock. For computation-
al convenience, the predissociative intramolecular poten-
tial is written as the difference between two Morse poten-
tials as

W(r, ~)=V, (r, ~) —Vi, (r, ~)

=E, [exp[ S,(r, —
~ ro)] —1—

J

E, Eb [exp[ Sb(—r, —
~ r)]o—1——j +Eb,

O, =150

a=5.022 A
aaaaaaeaeeeaeaa+

i+1

FIG. 1. Schematic picture of the mode1 crystal. The hatched
area is the oblique primitive unit cell. For computational con-
venience a rectangular grid is used to label the molecules (in-

dices i and j}.

V(r) =E [exp[ S(r r, )]—1] —E, — —(2)

where r is the bond length. Three different potentials,
i.e., three sets of constants E, 5, and r„areused for the
three types of intermolecular bonds in the model crystal,
N-N, C-C, and N-C. The Hamiltonian of the crystal is
therefore

where r, z is the length of the intramolecular N-C bond,
E and Eb are the dissociation energies of the two Morse
potentials, and S, and Sb are their anharmonic
coefficients. The shape shown in Fig. 2 is obtained if
E, &Eb and S, &Sb. The difference Eb —E, measures
the energy released when the N-C molecule is dissociated.

The N-C molecules are bonded to one another by in-
tramolecular Morse potentials
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H = g —,'m, I [x,(1,j)]'+[y,(1,j)]']+—,'~2[[~2(1,j)]'+[y2(~',j)]']

+ W(r, 2(i,j))+—,
'

s, k, l, s'( k, I&i,j )

V. ..(r...(i,j,k, 1)) (3)

where the indices s=1,2 and s'=1,2 designate, respec-
tively, the N and C atoms at grid indices (i,j) and (k, l)
separated by r. ..(i,j,k, 1)

The structure of the two-dimensional model crystal is
imposed by the bond scheme. It is the structure which
minimizes the Hamiltonian (3). We determine it by a nu-
merical relaxation of an initial configuration with a pseu-
dodynamical method. ' A test sample containing 20X20
molecules is relaxed until a steady configuration at zero
temperature is achieved. The final structure is the ob-
lique structure shown in Fig. 1 which is henceforth called
the reference structure. For computational convenience,
a rectangular grid is used to label the molecules as shown
in Fig. 1.

The potential parameters have been determined by us-
ing the nitromethane crystal as a reference case. For the
intramolecular potential W(r& 2), the potential of the
predissociative state of the nitromethane molecule deter-
mined from ab initio calculations' has been fitted by Eq.
(I) so that the dissociation barrier and the dissociation
energy are preserved (Fig. 2). In order to obtain the in-
termolecular potentials, an approximate interaction po-
tential between two nitromethane molecules has been
built by the summation of Buckingham-type potentials
between all atomic pairs. ' The intermolecular potentials
were then chosen so that the Morse potentials (2) give the
best fits to the interactions between the NO2 and CH3
groups in this nitromethane interaction potential. How-
ever, a model built only on interactions between groups
treated as single atoms is too simple to give a quantitative
description of a real crystal like nitromethane and when
the model crystal is built according to the procedure de-
scribed above, the sound speed in the model is found to
be too high. In order to correct this problem, we have
rescaled the energies so that sound speed, measured in
the numerical simulations, is in reasonable agreement
with the experimental values in a molecular crystal. The
final model parameters are listed in Tables I and II. They
give a sound speed vo = 1450 m/s in the model crystal.

B. Numerical methods

The molecular-dynamics calculation consists in the in-
tegration of the equations of motion which result from

TABLE II. Parameters of the intramolecular predissociative
potential. Mass mN =47 amu, mass mc =15 amu.

V, Vb

the Hamiltonian (3). The numerical simulation of the dy-
namics of all the atoms in a macroscopic sample is
beyond the current computation possibilities, even for a
very small crystal. Therefore, the calculations have to be
restricted to only one piece of the crystal, with boundary
conditions selected to minimize the perturbations due to
this restriction. Periodic boundary conditions with N
cells are used in the y direction orthogonal to the x axis
along which the detonation propagates. The sample can
be considered as an infinite strip along x, but the calcula-
tion is restricted to a "computation window" containing
N„cells in the x direction. As the calculation evolves,
the N XN„window is translated in order to follow the
detonation front by adding a piece of sample crystal in
the front while the same number of atoms are dropped
from the calculation in the back. Figure 3 shows a
schematic view of the calculation window. Its translation
is performed in units of N„/4 cells in order to maintain
at least N /4 cells of fresh sample between the shock
front and the front boundary of the calculation window
which is treated as a fixed boundary. The back boundary
of the calculation window is free. Using such a calcula-
tion window enables us to follow the propagation of the
detonation over a long distance on the molecular scale
(0.25 —I p, i.e., 500—2000 lattice cells), but we must make
sure that it does not affect the numerical results. A sys-
tematic study of the role of the window size has been
done in a previous work using the same approach. ' It
has shown that, at the microscopic level, the propagation
of a detonation is governed by a region which extends
only over a few hundred A at most. This result is in
agreement with the results obtained by Elert et al. with
a very different model including three-body interactions.
This region is suSciently small to be included in a typical
calculation window of 40X10 cells or 80X20 cells. We
have checked that, if the window is extended beyond this
size, the structure and speed of the detonation front is not
modified, except in a few specific cases which are dis-
cussed below. Thus, we can conclude that the calculation

VN-N Vc-c VC-N

TABLE I ~ Model parameters. Parameters of the intermolec-
ular potentials.

E (eV)
S(A )

ro (A)

7.934 67
1.865 0
1.48

8.934 67
1.574 9
1.48

E (eV)
S(A )

r, (A)

0.004
2.1

5.0

0.001
1.3
5.0

0.000 75
1.4
4.09

Barrier height 0.265 eV
Frequency of small intramolecular

oscillations 520 cm
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FIG. 3. Schematic view of the calculation window. The
propagating shock front is kept in the third quarter of the win-

dow as the window is translated along the x direction, one quar-
ter at a time.

window contains all the region that governs the propaga-
tion of the detonation and does not perturb our results.

The Hamiltonian equations of motion of the model
crystal are integrated with a second-order Taylor algo-
rithm, ' and the time step is adjusted so that the changes
in atomic positions never exceed 10%%uo of the lattice unit
vector during a step. This ensures that the energy in the
calculation window is conserved to an accuracy of 0.05%
between two translations. A typical value for the time
step is 1 fs and the time unit used in the simulation is 10
fs=10 ' s. To reduce the number of neighbors in the
force calculations, a cutoff of 10 A has been introduced in
the interaction potentials. The neighbor tracking algo-
rithm uses a mixed method of grid and atom-list book-
keeping. At the density reached in the simulations, about
48000 atomic distances have to be calculated for each
time step for a 80X20 cell calculation window which
amounts to about 15 neighbors for each atom.

III. DETONATION WAVE
IN A HOMOGENEOUS SAMPLE

In order to check the validity of the model and provide
reference results for the investigations of the role of inho-
mogeneities, we have performed a first set of simulations
on a homogeneous sample.

A. Characteristics of the detonation

The shock-induced detonation is initiated by applying
a strong impact along the x direction on the left bound-
ary of the sample. In the experimental studies, the initia-
tion process can extend over several ps before a steady

detonation wave is generated. In the molecular-dynamics
simulations, in order to speed up the process and reach
the steady state in a time scale compatible with the simu-
lations, we apply a very strong impact which is character-
ized by two parameters, the time t,. during which it is ap-
plied, and the speed v; that it would communicate during
that time to a free atom, i.e., an atom not connected to its
neighbors in the crystal. When a steady state is achieved,
the simulation shows that the detonation wave is formed
of three different regions. Starting from the front of the
detonation, in the first region situated immediately
behind the leading shock wave, the molecules are dis-
placed from their equilibrium position, and a part of the
shock energy is absorbed and transferred into the in-
tramolecular bonds which are excited. We call this re-
gion the induction zone. The first molecular dissociations
appear in a domain that we call the reaction front which
separates the induction zone from the second region in
which the intramolecular bonds are stretched over their
dissociation length. In this region that we call the reac-
tion zone, a large amount of potential energy is converted
into kinetic energy so that the thermal motions become
very large and the crystal structure begins to fall apart.
Behind the reaction zone, in the third region that we call
the gaseous zone, the energy release is over but the atoms
have a very high kinetic energy and the crystal structure
is completely destroyed. We call the detonation wave the
simultaneous propagation of these three regions through
the solid. The calculation window is translated with an
average speed equal to the speed of the detonation wave.
When a steady state is achieved, the total energy in the
calculation window is constant with time over several
translations, i.e., at each translation of the window, the
energy lost because of the molecules dropped from the
calculation (which is essentially in the form of kinetic en-

ergy) is balanced by the total energy of the fresh piece of
crystal introduced in the front of the window.

Our previous results' ' have shown that both the in-
tramolecular potential —and, in particular, the value of
the energy release —and the intermolecular potentials
determine whether a given crystal can sustain a detona-
tion. For the parameters listed in Table I, the energy
release is equal to 1 eV per N-C molecule (23 kcal/mol)
and the crystal structure and bonding scheme meet the
conditions to sustain a detonation. In particular, the
crystal consists of two unequivalent sublattices. The
strongly bonded N sublattice provides a rigid medium for
an easy propagation of the shock, while the softer C sub-
lattice allows for the large atomic motions that are neces-
sary for bonds to break. The numerical simulations
confirm that the model crystal can indeed sustain a
steady detonation, but they exhibit two detonation re-
gimes, depending on the parameters v,- and t, of the irn-

pact.
The impact can break the first N-C molecules only if v,

exceeds a "dissociation threshold" v„but as long as v, is
below a second threshold vz called the "detonation
threshold, " the molecular dissociations stop after a while
and the detonation dies out spontaneously as in Fig. 4(a).
On the contrary, when v,- & vz, a steady detonation is gen-
erated but its properties depend on the duration of the
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impact. For a "slow impact" during which the average
acceleration of the atoms v;It; is less than at=0.07
Al(10 ' s), the detonation propagates with a speed of
about 7.5 kmls which is a characteristic of the material
and not of the initial impact (in the range u,. &ud and

v;/t, (.at ). We call this regime the slow det-onation re

gime [Fig. 4(b)]. A very fast impact such that v; It; & aI
generates a steady detonation which propagates with an
extremely high speed of about 23 km/s [Fig. 4(c)]. We

call this regime the fast d-etonation regime .
The slow- and fast-detonation regimes are qualitatively

very different. In the fast regime, the induction zone is
very narrow (one or two cells only) and the crystal struc-
ture is still rather well preserved in the reaction zone so
that the molecular dissociations followed by the energy
release occur in a coherent manner close to the shock
front. Only a small part of the chemical energy is lost in
disordered motions that do not sustain the detonation.
This explains the extremely high detonation speed which
is, however, a characteristic of the material because the
same speed is obtained for all impacts in the fast range.
Considering the high degree of coherence in the molecu-
lar motions required to sustain the detonation wave in
the fast regime, we expect this regime to be very sensitive
to perturbations. The role of defects discussed in the
next section confirms this analysis.

The slow regime is more interesting because its speed is
in the range of real detonation speeds. Figure 5 shows an
analysis of the energy distribution in the detonation
wave. The picture results from a double-averaging pro-
cess, in space and in time. A sequence of snapshots of the
state of the 80X20 calculation window is recorded. Each
of them is divided into slices 20 A wide and the average
energy per atom is calculated in each slice to get an in-
stantaneous energy profile. The profiles are then super-
imposed so that the positions of the shock front coincide
in all of them, and the average energy profile is calculat-
ed. The results displayed in Fig. 5 have been averaged
over 300 10 ' s. This averaging eliminates the effect of
instantaneous fluctuations, and only the permanent
features of the steady detonation wave are observed. The

0—
0

163-

130-

600 1200 1800
time (10 '4s)

2400 3000
1.0-

oo 0.5-
C

) = kinetic energytransverse

~~ 98-
C

~W

~65-

33-

0-
0 100 200 300

time (10 '4s)
400 500

FIG. 4. Position in cells of the shock (solid line) and reaction
(dots) fronts vs time for various excitation impacts: (a) Impact
below the detonation threshold (u, &v; &ud). The detonation
dies out. (b) Impact above the detonation threshold but with
v; /t; & a, (slow impact). A detonation in the slow regime is ini-
tiated. Its speed in the steady regime is 7500 m/s. (c) Fast im-
pact above the detonation threshold (v;/t; & a, ). A steady de-
tonation propagating at 23 200 m/s in the fast regime is initiat-
ed.
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FIG. 5. Average energy profiles between t=2200 10 ' s and
t=2500 10 ' s in the steady detonation regime of Fig. 4(b). (a)
Kinetic energy and (b) potential energy per atom. The induc-

0
tion zone size is 40-50 A. The slices used for space averaging

O

are 20 A wide and contain 158 atoms in the quiescent crystal.
The rise of the kinetic energy per atom associated to longitudi-

nal motions in the left part of the profile is an artefact due to the
free boundary of the calculation window and should be ignored.
It is due to a very small number of molecules projected back
across the free boundary. The total kinetic energy carried by
these few atoms is small.
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first result that should be noticed in Fig. 5(a) is the large
difference between the kinetic energies associated with
longitudinal E,l and transverse motions E„in a wide re-
gion behind the shock front. Thermal equilibration be-
tween E,I and E„is only achieved 200 A behind the lead-

ing shock. The lack of thermal equilibrium in the region
where the molecular dissociations occur precludes the use
of equilibrium thermodynamics and chemical kinetics to
calculate reaction rates in this region. The analysis of the
various components of the potential energy on Fig. 5(b)
shows that the decrease in intramolecular potential ener-

0

gy that accompanies the dissociations starts about 40 A
behind the shock front. The induction zone is therefore
much bigger in the slow-detonation regime than in the
fast regime. Moreover, in the reaction zone of the slow
regime, the crystal structure is so distorted that the mole-
cules are randomly oriented. Thus, the energy release
occurs in an incoherent way which is not as sufficient as
in the fast regime to sustain the propagation of the shock,
explaining the moderate detonation speed.

B. Role of the crystal orientation

In a polycrystalline sample, the most frequent defect is
a grain boundary separating two micr ocrystals with
different orientations. Before investigating this type of
inhomogeneity, we must analyze the propagation of de-
tonations in various directions in a homogeneous sample.
We characterize the orientation of the sample by the an-

gle a between the N-C molecule and the x direction in
which the detonation propagates. In the reference crystal
shown in Fig. 1, a=150'. Due to the hexagonal symme-
try of each N and C sub-lattices, the rotations which are
compatible with the periodic boundary conditions are 60'
in-plane rotations. Therefore, we have investigated the
four cases, +=30, 90', 150', and 210' with impact values
that generate fast and slow detonations in the reference
crystal. The results are shown in Fig. 6 and they exhibit
a strong difference between the two detonation regimes.

As expected from the coherence of the molecular motions
that sustain the detonation in the fast regime, this regime
is very sensitive to crystal orientation. The detonation
speed of 23 km/s for a=150 falls down to 12 km/s for
a=30' and in the case +=90', no steady detonation
could be initiated by a fast impact. The extinction of the
detonation in this case could result from a poor transfer
of energy between the longitudinal shock wave and the
intramolecular bonds which lie along the transverse
direction, as it was found for the energy transfer between
a pair of perpendicularly oriented molecules. ' On the
contrary, the slow regime shows a small sensitivity to
crystal orientation. The detonation speed is constant
within a few percent and the detonation initiated by a
slow impact can propagate in the case +=90'. The simu-
lations show that, in this regime, whatever their initial
orientation, the molecules of the induction zone rotate to
reach on average a longitudinal position favorable for the
transfer of energy into the intramolecular motion.

There are only few experimental studies of the effect of
crystal orientation on the propagation of detonations be-
cause they require large monocrystals and are difficult to
perform. In pentaerythritol tetranitrate (PETN), Dick
has observed a very strong effect of the crystal orienta-
tion on the ability of a sample to sustain a detonation.
He has even noticed that he could not initiate a detona-
tion along the ( 101 ) axis. On the contrary, in hexogene
and PETN, Koch and Barras' found only 5% variations
of the detonation speed along different crystallographic
axes. It is interesting to notice that these two types of re-
sults match the two types of behavior that we find in our
simulations. Although our fast regime with its extremely
high detonation can certainly not represent quantitatively
a real detonation, the comparison with experiments sug-
gests that detonations in real material could differ by the
degree of coherence of the molecular motions in the de-
tonation wave. Those with a high degree of coherence
would be the more sensitive to crystal structure or orien-
tation.

IV. DETONATIONS
IN AN INHOMOGENEOUS SAMPLE

25-

I 20-

~w 15
4P

c 10-
O

~S4

CC

O

A

5-

0 I I I 1 I I

Qo 3Qo 60o 90o 120o 150o 180o 210o

angle u

FIG. 6. Detonation velocity vs a. The squares (circles) cor-
respond to an impact generating a fast (slow) detonation in the
reference crystal. No steady detonation was observed with the
fact impact for a=90. An estimation of the error has been
done for a = 150 . The error on the detonation speed is 10%.

The picture of the detonation wave in a solid that
emerges from all the numerical simulations ' ' ' ' is
that of a rather narrow excitation on the molecular scale,
which propagates by preserving its average shape. How-
ever, real energetic materials are not monocrystals, and
even when monocrystals are used for specific experi-
ments, they contain various types of defects. It is there-
fore important to determine whether the detonation wave
as it appears in the numerical simulation preserves its
characteristics in the presence of crystal inhomogeneities.
A recent study of the propagation of shock waves in crys-
tals with defects has shown that voids can become sites
of rapidly growing, thermalized, hot fluidlike phases in-
cluded within the crystal lattice, but no chemistry was in-
cluded in this analysis.

We have considered the most frequent type of inhomo-
geneities, grain boundaries (i.e. interfaces between two
crystals with different orientations), small domains of a
crystal with another orientation embedded in a perfect
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crystal, and vacancies. In the simulations, the detonation
is initiated in a piece of perfect reference crystal until a
steady state is achieved. Then, instead of a simple
translation of the calculation window adding a new piece
of fresh crystal, we add a "defect window. " Such a win-
dow consists of a piece of crystal containing the type of
defect that we wish to study which has been preliminarily
relaxed to a steady structure by the pseudodynamical
minimization scheme used to determine the structure of
the perfect crystal. When the detonation wave enters the
defect window, it interacts with the defect and we analyze
its behavior.

A. Grain boundaries

In this case, the defect window contains an interface
which separates the reference crystal with a = 150' from a
crystal with a different orientation a' of the N-C mole-
cules. Figure 7 shows the aspect of the relaxed interface
for three values of a', a'=30', a'=90', and a'=210'. In
the first two cases, the interface is very sharp with distor-
sions of the crystal structure on both sides decreasing
very fast from the center whereas for a'=210', the inter-
face is smooth with a gradual lattice distorsion extending
over several cells on both sides. In this case, a'=210',

the crystal structure after the interface is simply derived
from the crystal structure before it by switching y into
—y. Therefore, the two structures are equivalent for a
detonation propagating along x and the effect of the in-
terface is restricted to the local lattice distorsion in its vi-
cinity. The simulations show that the detonation wave,
either in the fast or in the slow regime, is not perturbed
by the 150 ~210' interface. For the two other inter-
faces, the results depend strongly on the detonation re-
gime. The slow regime is very robust and it is hardly
affected by an interface [Fig. 8(a)j, as one might expect
from its weak sensitivity to crystal orientation. On the
contrary the fast-detonation regime is severely perturbed

by 150'~30' or 150'~90' interfaces. Figure 8(b) shows
its behavior when it crosses the 150'~30' interface. The
plane structure of the detonation is destroyed and the
front breaks into narrow fingers that leave pockets of un-
reacted solid far behind the leading front. Simultaneous-
ly, the speed of the detonation wave falls down to 8.6
km/s, a value close to the detonation speed in the slow
regime, but the structure of the front with its fingers is
still very different from that of a detonation wave in the
slow regime. Since the studies of the role of the crystal
orientation have shown that a detonation in the fast re-
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FIG. 8. Propagation of a detonation initiated in the reference
crystal through the 150'~30 interface. (a) Detonation propa-
gating initially in the slow regime. The interface causes only
transient fluctuations of the induction zone size. (b) Detonation
propagating initially in the fast regime. Inset: view of the
40X 10 calculation window after the detonation has crossed the
interface. The black cells contain dissociated molecules, the
shaded cells contain molecules excited by the shock but not bro-
ken (induction zone), and the white cells are the cells not yet
reached by the shock. The detonation slows down to 8.6 km/s
and, as shown in the inset, the planar front evolves into a struc-
ture containing several fingers.
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gime could not be initiated in a lattice with +=90, one
could expect that the 150'~90' interface would kill corn-
pletely the detonation wave. This is not the case. As in
the 150'~30' case, the planar front is unstable, but in-
stead of breaking into several fingers, only one finger is
generated within the width of one calculation window.
Its extremity accelerates up to 43 km/s while the detona-
tion does not extend into the transverse direction. We
have not been able to check the stability of this narrow
front for a long time because its extremely high speed re-
quires translation of the calculation window too often
and the reaction zone is finally completely dropped from
the calculation. This is one example where the window
perturbs the results. The instability of the planar detona-
tion front in the fast regime is reminiscent of the instabili-
ty of the interface in Quid solidification when a sample is
pulled at a given speed in an imposed temperature gra-
dient around its melting temperature. ' Below a critical
speed, the solidification front is planar while above the
planar interface is unstable and presents dendrites. This
analogy is interesting from a fundamental point of view
and would deserve further investigations. However, we
have not investigated this point further here because the
fast regime in our model, with its extremely high speed, is
unlikely to correspond to a type of detonation wave ob-
servable in real systems.

B. Domains

shown in Fig. 9(a), the second interface in this case is as-
sociated to rather large crystal distortions and includes a
region in which the molecules are transversally oriented.
Thus, it subjects the detonation wave to a strong pertur-
bation which comes soon after the perturbation caused by
the first interface. This may explain why the cumulative
effect of the two interfaces in the 12-30' domain is so
drastic. A few N-C molecules are dissociated after the
second interface, but the detonation cannot recover a
steady state and eventually dies out.

C. Vacancies

In our calculations, vacancies extending over 12 cells
along x are obtained by filling them with dummy mole-
cules which have no interactions with the others. As the
other defect windows, they are relaxed to an equilibrium
configuration prior to their introduction in front of the
steady detonation. In a recent work Tsai has shown
that, under the rapid compression of a crystal, the
structural relaxation around vacancies can cause a con-
siderable local heating. The first studies of the role of va-
cancies on a detonation wave were performed by Hardy,
Karo, and Walker. They found that a row of atoms
was projected into the vacancy and initiated a new de-
tonation on the opposite side. This is also what we find in
our calculations for a detonation propagating in the fast
regime [Fig. 10(a)]. Due to the high degree of coherence

The defect that we consider now consists of a strip of a
crystal rotated with respect to the reference crystal, em-
bedded in the reference crystal. In this case, the defect
window consists of two successive interfaces a =150'~a'
and a'~a=150', separated by d cells. Such a defect is
henceforth denoted as a d —a' domain. Figure 9 shows
several examples of such defects with d=12. Since the
defects are localized in a few rows, one could expect that
such domains would cause only a temporary perturbation
of the steady detonation which would then recover its
original structure and speed. This is true for most of the
cases investigated like the 12-90' or 12-210' domains, for
both the fast and slow regimes, but not for the 12-30'
which kills the detonation wave in the two regimes. As

777--

688--

g 599—

~~
~ 509-

420—

331
800

(a)

1000 1200 1400
time (10 '4s)

00

VO1d

1600 1800

(a)

Ir W '% W W O' W O' O' W W W W g g 4r

Ar 'ar 'Ar

596 --
(b)

~ gQ adY S&

'Nr '% W ~ M Ar W Ar W A

'ir

'ar

'Nr

P
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domain in which 12 rows of crystal with a' =30 were embedded
in a piece of reference crystal and relaxed to a steady state. (b)
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FIG. 10. Propagation of a detonation initiated in the refer-
ence crystal across a 12-column-wide vacancy. (a) A detonation
in the fast regime (FR) restarts instantaneously after crossing
the void. (b) A detonation in the slow regime (SR) develops a
transient faster fingerlike structure after the void and then re-
covers its steady state.
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of the atomic motions in this regime, the N atoms of the
last column of N-C molecules are projected together
across the void where they travel almost freely at high
speed before colliding on the opposite side with the atoms
of the quiescent crystal. Their impulse is sufhcient to ini-
tiate a detonation on the opposite side of the vacancy so
that the detonation in the fast regime crosses the vacancy
with only a small perturbation. A detonation in the slow
regime can also cross the vacancy, but, since the atomic
motions are disordered in this regime, the excitation of
the quiescent crystal by the atoms having crossed the va-

cancy is inhomogeneous. This generates a detonation
front with fingers similar to the one mentioned previously
for the fast regime across an interface. In this stage, the
detonation accelerates but a fingerlike front is not stable
in the slow regime. After some transient state, the slow

regime detonation recovers its steady structure with a
planar front and initial speed [Fig. 10(b)]. Therefore, al-

though the collapse of the vacancy causes a temporary
speed up of the detonation, this effect is very limited in

time, at least with the size of the vacancies that we have
investigated (12 cells).

D. Hot spots

Finally, since hot spots are often invoked as a possible
mechanism sustaining the propagation of a detonation,
we have considered the particular case of a detonation
wave coming toward a site in which a reaction started lo-
cally slightly earlier. This is achieved by placing ahead of
the leading shock a highly reactive site, obtained by ap-
proaching together to a distance smaller than their equi-
librium distance the N and C atoms of a molecule. The
two atoms repel strongly and the molecule dissociates
violently, initiating other reactions in its neighborhood.

As for the other types of defects, the slow detonation is
much more robust than the fast one when it encounters
an already reacted region, as shown in Fig. 11(a). The
distance between the leading shock and the reaction front
increases significantly when the detonation reaches the
region in which the population of unreacted molecules
has been depleted, but the reaction eventually catches up
and the steady regime is recovered. The behavior of a de-
tonation moving in the fast regime arriving on the "hot
spot" is displayed in Fig. 11(b), which shows that the size
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FIG. 11. Snapshots of a detonation interacting with a "hot spot, " i.e., a small region where the reaction started locally before it is
reached by the detonation wave. The white cells represent the quiescent material, the shaded cells have been excited by the shock but
the molecules are not dissociated, the black cells contain dissociated molecules. The horizontal translations of the figures correspond
to the translation of the calculation window. (a) Detonation in the slow regime. The size of the induction zone increases temporarily,
but the detonation is able to recover its steady state. (b) Detonation in the fast regime. The hot spot exhausts the population of un-
reacted molecules and the detonation dies out.
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of the induction zone increases when the detonation
moves across the region of already reacted molecules, and
finally the detonation dies out, leaving only a shock wave
unable to cause new dissociations. This result may seem
in contradiction with the common idea that hot spots
favor the propagation of a detonation. However, in the
case investigated here, the hot spot was so hot that local
reactions could start before the arrival of the detonation
front. The net effect then was to exhaust the population
of unreacted molecules able to release energy to sustain
the propagation of the front. Such a particular hot spot
is nothing other than a "counterfire" able to kill a de-
tonation in the fast regime because it destroys its organ-
ized structure.

V. DISCUSSION AND CONCLUSION

Except for systems as simple as the argon gas, the va-
lidity of results obtained from numerical simulations of a
model are subjected to the validity of the model from
which they are derived, and must therefore be taken with
caution. The simulations presented in this paper have ex-
hibited two regimes for the propagation of a detonation in
a model crystal. The slow regime, which has a detona-
tion speed in agreement with the speeds found in experi-
ments on energetic materials, can be expected to provide
a "realistic" microscopic description of a detonation
wave. On the contrary, the fast-detonation regime with
its extremely high speed is unlikely to correspond to any
real detonation. Moreover, preliminary simulations with
a nonzero-temperature sample indicate that the fast re-
gime does not persist at moderate temperature. There-
fore, the temptation is high to conclude that this regime
is an unphysical peculiarity of the model that should be
ignored. However, the previous numerical simulations of
detonations at the microscopic level, performed with very
different models ' ' (one-, two-, or three-dimensional
models using predissociative potentials, phenomenologi-
cal models, or three-body potentials to represent the
chemistry) have exhibited many common features of the
detonation wave. For instance, all the calculations agree
on the small width of the shock front or moderate size of
the induction zone at the molecular scale. This shows
that the results are only weakly sensitive to the details of
the model, provided it is built on reasonable physical as-
sumptions. This is fortunate since, otherwise, any at-
tempt to investigate the microscopic structure of a de-
tonation wave from the numerical treatment of a model
would be in vain because the model is always
oversimplified with respect to the complex physical and
chemical phenomena involved in a detonation. This con-
clusion may mean that, in spite of its peculiarities, the
fast-detonation regime found in a particular model may
not be so unphysical. Perhaps the main idea that

emerges when one examines its properties is that, in some
specific systems properly excited, there could exist de-
tonations which propagate with a high degree of coher-
ence of the molecular motions in the vicinity of the shock
front. Even if the coherence of the motions in a real en-
ergetic material is not as high as in our model system ex-
cited by a fast impact, the high sensitivity of this type of
detonation to crystal orientation or defects should sub-
sist. Therefore, a detonation similar to our fast-
detonation regime can only be expected in high-quality
samples. The instability of the planar front in the fast re-
gime and its tendency to form fingers reminiscent of the
instability of solidification fronts is an interesting funda-
mental question that would deserve further investigations
because it could provide some information to help design-
ing a model for a detonation wave in a crystal.

The slow-detonation regime, which is likely to
represent the detonation regime in most of the real ma-
terials, is much more robust. The numerical simulations
presented here have shown its weak sensitivity to crystal
orientation and to most of the defects. We have observed
that the collapse of vacancies, a mechanism often as-
sumed as important to create "hot spots" that favor the
propagation of the detonation, can accelerate temporarily
the detonation. However, with the size of the vacancies
considered in this study, this effect is limited. Therefore,
the slow-detonation regime could survive in a polycrys-
talline sample similar to the powders used in experiments.
This shows that the microscopic picture of a detonation
wave that emerges from the molecular-dynamics studies
is compatible with a real sample. This microscopic pic-
ture contains an important feature for modeling detona-
tions in solids. Although the size of the induction zone is
much larger in the slow regime than in the fast one, the
simulations show that thermal equilibrium is not
achieved in the induction zone. This lack of equilibrium
should be included in the analysis of the chemical reac-
tion kinetics for solid-state detonations.
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