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Metastable energy distribution and localization of spatially indirect excitons
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We report the electric-field-induced localization of extremely-long-lived excitons, with lifetimes of up
to 5 its, in coupled GaAs/AI, Ga~ —,As quantum wells. The effect is manifested in a field-sensitive

temperature dependence of the exciton recombination time that is well fit by a model based on a field-

dependent mobility edge. The observed field dependence of the exciton through the transition from a
mobile to a localized gas is consistent with an exciton gas that is in metastable equilibrium, and is not

consistent with either a Bose distribution or with a spatial distribution dominated by dipole-dipole
repulsion.

Much recent work has sought to illuminate the nature
of exciton motion in single quantum wells. ' '' These
studies have focused on the problem of localization in two
dimensions, energy dynamics of excitons, the role of pho-
nons, and new optical probes of heterointerface quality.
The picture which has gradually emerged from these
works includes the following elements: (1) At low tem-
peratures, excitons may be localized by random potential
fluctuations associated with heterointerface roughness.
(2) Excitons may undergo spatial diffusion mediated by
acoustic-phonon scattering and defect scattering. An im-
portant limitation in these experiments has been the time
scale: Motion can only be observed over the time scale of
the recombination lifetime of the exciton. In single
quantum-well structures of high-quality material, the
measurement time has been thus limited to approximately
1 ns.

In this work, we return to the basic questions of exciton
motion, but on a different time scale. By studying the
long-lived spatially indirect exciton of a double quantum
well, ' ' we gain information about exciton motion on the
time scales as long as 5 Its, an increase of nearly 4 orders
of magnitude over that available in single quantum-well
samples. Our principal results are (1) a persistence of the
inhomogeneously broadened emission line to the longest
time scales, strong evidence that the system is in metasta-
ble equilibrium; and (2) an electric-field-induced transi-
tion from a regime in which the recombination lifetime is
quite sensitive to temperature, characteristic of a mobile
exciton gas, to a high-field regime in which the lifetime is
independent of temperature.

Early work on coupled quantum wells, based on optical
spectroscopy and simple calculations, dealt with the char-
acter of the exciton in coupled wells. ' ' A particular
finding was the possibility to electric-field-tune the exciton
from a spatially direct excitation characterized by large
overlap of electron and hole wave functions and a vanish-
ing electric dipole moment, to a spatially indirect object
characterized by small overlap and large dipole moment.
The transition between these two regimes is mediated by a
tunneling-induced level anticrossing with an interesting

device potential. ' In the case of spatially indirect exci-
tons, the recombination lifetime is greatly increased owing
to the reduced electron-hole overlap. ' ' At the same
time, the dipole moment of spatially indirect excitons is
enhanced as the spatial separation is increased, and can be
as large as 300eau (e is the electron charge, au is the hy-
drogen Bohr radius) owing to the spatial separation of the
electron and the hole. '

In this work, we present the results of time-integrated
and time-resolved measurements of photoluminescence
(PL) in coupled GaAs/Al, Gai —,As quantum wells over a
range of temperatures and electric fields. The GaAs/
Alii 3Gao 7As sample used was grown by molecular-beam
epitaxy, and has been described in detail elsewhere. '

Briefly, the structure consists of a single pair of GaAs
quantum wells (10.0 and 15.0 nm nominal layer thick-
ness) separated by an Alp 3Gac 7As barrier of thickness 3.0
nm. The coupled well unit lies at the center of the I-pm
thick intrinsic layer of a p i ndiode-. -At flat band,
ground-state electrons and holes are each confined in the
15.0-nm quantum-well layer and the resulting exciton is

spatially direct. Under reverse bias, the ground state of
the hole continues to be confined to the 15.0-nm well,
while the ground state of the electron is separately
confined to the 10.0-nm well layer. The resulting exciton
is spatially indirect. The sample was held at low tempera-
ture by immersion in liquid helium or a bath of helium
gas, and could be cooled to an ultimate temperature of 2. 1

K. The experiments were performed using picosecond
pulsed optical excitation and delayed coincidence photon
counting techniques. The synchronously pumped rhoda-
mine 6G laser was tuned to 590 nrn and cavity dumped at
repetition rates as slow as 40 kHz in order to accommo-
date the very-long-lived luminescence signals. For the
pulse energies used here, we estimate the exciton density
to be 1 x l 0 cm . Time-resolved PL traces were record-
ed by widening the spectrometer slits to spectrally in-
tegrate over the entire emission line.

Figure I shows the observed development of the PL de-
cay time with electric field. The lifetime rises nearly ex-
ponentially over the range 9-30 kV/cm. At higher fields,
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FIG. l. The electric-field dependence of the photolumines-
cence lifetime at T=2.2 K.
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the lifetime exhibits a saturating behavior, and reaches a
value of approximately 5 ps. This very large enhancement
of the lifetime with electric field —4 orders of magni-
tude —agrees with a simple particle-in-a-box calculation
of the electron-hole overlap. Physically, as the electron
and the hole are drawn toward opposite sides of the quan-
tum well by the electric field, the wave-function overlap
drops, and with it the recombination rate. This interpre-
tation holds for both radiative and nonradiative recom-
bination.

Figure 2 shows the full width at half maximum
(FWHM) of the time-integrated PL spectrum (open cir-
cles), recorded at T=2.2 K. The most prominent feature
in the data is the sharp rise in the linewidth from its near-
flat-band value of 0.68-2.3 meV at an electric field of 14
kV/cm. This behavior is consistent with the standard pic-
ture of inhomogeneous broadening of quantum-well exci-
tons due to well width fluctuations. According to this pic-
ture, the inhomogeneous linewidth for a single, infinite
quantum well is determined by

E 1hL—
8L

where E=z2hi/2pL is the exciton confinement energy
in the approximation of an infinite well, p is the reduced
mass, and hL is a characteristic well width fluctuation.
We consider first the near-flat-band situation in which

both the electron and the hole are confined to the 15-nm
quantum-well layer. Assuming monolayer fluctuations on

8E,. 8Eh
hL, + LLLg

8L, Li,
(2)

where the subscripts indicate the confinement energies
and well widths appropriate to the electron or the hole.
With the electron confined to the 10-nm well, and the hole
confined to the 15-nm well, we calculate 6, =1.8 meV, a
factor of 3 larger than the near-flat-band case. This fac-
tor of 3 broadening is in excellent agreement with the data
of Fig. 2. Thus, we have explained the sudden rise in PL
linewidth at 14 kV/cm in the data of Fig. 2.

We show next that the observed slow rise in photo-
luminescence linewidth for electric fields greater than 14
kV/cm is also consistent with the standard picture of inho-
mogeneous broadening. We calculate the distribution of
exciton energies due to interfacial roughness using a static
model. In our model, deviations of the real interface posi-
tions from the ideal are normally distributed with a width
which characterizes the magnitude of the disorder. For
the two normal interfaces we again assume a distribution
with half width at half maximum & ML. For the inverted
interfaces, we assume a half width of 1 ML. The disorder
at each of the four heterointerfaces is taken to be uncorre-
lated. We compute the change in the energy due to such
deviations using a particle-in-a-box calculation incor-
porating the electric field. Finally, we use standard Monte
Carlo techniques to build a model disordered crystal and
to evaluate the distribution of exciton energies throughout
the crystal. The solid squares in Fig. 2 give the results of
this calculation. Importantly, the model and data both in-

dicate an increase in the degree of disorder with increas-
ing electric field. There are thus two eAects associated
with the applied electric field: a reduction in the elec-
tron-hole wave-function overlap and an increase in the de-
gree of disorder of the system.

We next show that the data of Fig. 2 imply a metasta-
ble energy distribution. We consider a thermal gas of ex-
citons and take into account the presence of well width
fluctuations. The emission line shape in this system is

determined by

the inverted (GaAs on Al„Ga~-, As) interface and half-
monolayer (ML) fluctuations on the normal (Al-
Ga~-„As on GaAs) interface, we compute AL=[(1
ML) +( —. ML) ]'~ =0.32 nm, where 1 ML=0.283 nm

is the monolayer thickness. The inhomogeneous broaden-
ing of the exciton energy is then computed from Eq. (1) as
h, =0.6 meV, in good agreement with the observed value
of 0.68 meV.

In passing to the case of the spatially indirect exciton,
we must modify the standard model to take into account
the separate confinement of the electron and the hole. We
thus consider two terms of the form of Eq. (1), and write

2

g(E) ~I(E)p(E), (3)
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FIG. 2. The electric-field dependence of the linewidth

(FWHM) of time-integrated photoluminescent emission. The
solid squares are the result of a model described in the text.

where f(E) is the exciton energy distribution function
and p(E) is the density of states. We have assumed an

energy-independent transition rate. We assume first a
Bose distribution in the exciton energies. I n the absence
of sharp features in the density of states function p(E),
Eq. (3) predicts a linewidth AE = kT By contrast, the.
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observed linewidths range around 2 meV, a factor of 12
higher than the sample temperature (2. 1 K). We con-
clude that the exciton gas is not well described by an equi-
librium Bose distribution, consistent with the findings of
Ref. 18.

We consider instead a Fermi-Dirac distribution. Such
a distribution was recently used to account for the dipole-
dipole interaction in a gas of spatially indirect excitons. '"
The use of the Fermi-Dirac distribution in this instance is
based on the hypothesis that two spatially indirect exci-
tons do not occupy the same site because of dipole-dipole
repulsion. We estimate the area occupied by a single exci-
ton by equating the dipole-dipole energy with the thermal
energy,

( e'/ ae) (a/I;. ) ' =k T .

Here, a is the mean electron-hole distance, I;„ is the
exciton-exciton separation, and t. is the dielectric constant.
For the temperature of our experiments (2. 1 K), we can
compute the minimum interexciton distance I;„from Eq.
(4), and estimate the density of localized sites as
o.=l/~i;„We fi.nd o =8X IO' cm . As noted above,
the initial exciton density in our experiments is approxi-
rnately 1&10 cm . Under these circumstances, we may
rule our state filling, and conclude that Fermi statistics
also do not provide an adequate description of these data.

We suggest instead that the linewidths of Fig. 2 are
consistent with the localization of spatially indirect exci-
tons. In this picture, excitons are bound to local sites, and
the intersite transfer time is long compared to the lifetime
of the exciton. In the present case, the conclusion is espe-
cially striking because of the greatly enhanced lifetime.
The data indicate energy relaxation of the exciton gas on
time scales long compared with the longest lifetime
observed —approximately 5 ps.

Simple kinematic considerations may offer the explana-
tion for this metastability. Consider a gas of spatially in-
direct excitons whose kinetic energy of motion reflects
thermal equilibrium with the lattice (temperature T), but
whose potential energy is distributed over a range b,E in

accordance with localized site energies. In hopping to a
lower energy site, an exciton would emit an acoustic pho-
non with energy h,E. This implies a loss of momentum by
the exciton of hp =LE/c„where c,, is the speed of sound.
However, the initial exciton momentum may be estimated
as po=(MkT)'~. We take hE 2 meV, the photo-
luminescence linewidth, c., 3 x 10 m/s, and M =0.45mo
+0.067ma =0.52mo, and compute hp/po =42/T '

where T is the temperature in kelvin. Thus, for the tem-
peratures studied here, acoustic-phonon emission over the
energy range necessary for hopping is frozen out.

We next studied the temperature dependence of the ra-
diative lifetime. Figure 3 shows the observed variation of
lifetime with sample temperature for several values of ap-
plied electric field. For weak fields, the lifetime rises rap-
idly with increasing temperature, achieving an enhance-
ment of 25 times over the temperature range 2.2-20 K.
With increasing field strength, the temperature depen-
dence weakens until, at fields of 35-40 kV/cm, the life-
time becomes independent of temperature over the range
observed. The data are consistent with a picture based on
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FIG. 3. The computed and observed temperature dependence

of the lifetime enhancement for several electric fields. The com-
puted curves are labeled by the position of the mobility edge
with respect to the ground state of the disordered model crystal.

to tP
r „.ir(T)

fi +(I fi) '
. (5)

& mob

Here, r,.rr(T) is the observed lifetime, ri is the lifetime
of localized excitons, t „b is the lifetime of mobile exci-
tons, fi~ gives the fraction of excitons localized, and ro
normalizes the results to the low-temperature effective
lifetime. According to the treatment of Ref. 19, the tem-
perature dependence of the free-exciton lifetime is given
by

r/r „b(T)=(I —e '" ) (6)

where 6 is the homogeneous width of the exciton transi-
tion. We have ignored the temperature dependence of the
homogeneous width, as this eAect is dominated by
fi -(T). We also ignore in the present work the possibility
of a giant oscillator strength of localized excitons, and set
ri /ro=l. Finally, we assu. me the temperature depen-
dence of fi to be dete.rmined by thermal activation of a
classical exciton gas beyond a mobility edge, and ~rite

fi (p, T) =„' dE'p(E')e- (7)

where p(E) is the disorder-dependent density of states
and p gives the energy of the mobility edge with respect to
the ground state. Choosing a particular form for the

exciton localization. Mobile excitons exhibit a strongly
temperature-dependent lifetime as a result of the require-
ment of conservation of center-of-mass momentum. '

Recombination is momentum-allowed only within a
homogeneous linewidth of the bottom of the exciton band.
With increasing temperatures, progressively fewer exci-
tons satisfy this rule, and the lifetime of the exciton gas in-
creases. By contrast, recombination is allowed for all lo-
calized excitons. Therefore, when the interaction with the
disorder is relatively weak, as in the case of weak electric
fields, most excitons are mobile and the gas exhibits a
temperature-dependent lifetime. With increasing electric
field, the localized fraction grows at the expense of the
mobi)e fraction, and the temperature dependence of the
lifetime decreases. When the exciton gas is entirely local-
ized, the temperature dependence vanishes.

We may use these ideas to model the data of Fig. 3 ac-
cording to
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density-of-states function, we may calculate f~ (T).
Combining those results with Eqs. (5) and (6), we find the
temperature dependence of the lifetime enhancement for
various values of p. The results of three such calculations
are shown in Fig. 3. The graphs show that the tempera-
ture dependence of the lifetime is well accounted for by a
field-dependent shift of the mobility edge.

Our temperature data may also be explained as a
temperature-dependent homogeneous broadening rate
within the framework of Ref. 19. However, this picture
would require a homogeneous linewidth large compared to
kT„, ,„, where T~„.„=20 K. Such a width would be large
compared to the observed spectral width of 2 meV, an un-

physical result.
Finally, we note that a disorder-induced giant oscillator

strength has been discussed, similar to the giant oscilla-

tor eAect of impurity-bound excitons. ' The treatment
given above based on Eq. (I) ignores this possibility in the
interest of simplicity. However, Eq. (I) may offer a
framework for studying this interesting eAect using strict-
ly linear optics. Further experiments should help to clari-
fy this issue.

In conclusion, we have observed the metastable energy
distribution of a gas of spatially indirect excitons to times
as long as 5 ps. The metastable distribution is incon-
sistent with a picture based on dipole-dipole repulsion and
site filling. However, simple kinematic arguments suggest
that the freezing out of acoustic-phonon emission —and
hence intersite transfer —may explain the phenomenon.
The localization picture is strongly supported by studies of
the temperature dependence of the recombination life-
time.
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