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Monte Carlo approach to the dynamical coherent-potential approximation in metallic magnetism

Y. Kakehashi
Department ofPhysics, Hokkaido Institute of Technology, Maeda, Teine ku-, Sapporo 006, Japan

(Received 15 August 1991)

A Monte Carlo approach to the dynamical coherent-potential approximation (CPA) has been pro-
posed on the basis of the functional-integral method to deal with the dynamical spin fluctuations in the
Gutzwiller-Hubbard model. The functional integral on a site in the effective medium is replaced by the
N&-fold integral, which is evaluated by the Monte Carlo method. Numerical calculations have been per-
formed up to %&=64 for intermediate Coulomb interaction strength in the paramagnetic state. It is
demonstrated that the present theory recovers the amplitude of local moment, reduces the effective
Coulomb interaction, and leads to more Fermi-liquid-like momentum distribution when they are corn-
pared with the static approximation. Furthermore, the single-particle excitation spectra calculated by a
numerical analytic continuation are shown to have some shoulders due to many-body excitations.

I. INTRODUCTION

The theory of metallic magnetism has been extensively
developed in the past decade. ' The long-standing prob-
lem of the localized versus itinerant model in transition
metals has been recognized to be solved by taking into ac-
count thermal spin fluctuations. The latter was formulat-
ed on the basis of the functional-integral method, ' in
which an interacting Hamiltonian is transformed into a
one-electron system with time-dependent fictitious fields.

Cyrot first adopted the method to the Gutzwiller-
Hubbard model. ' He showed that the method has an
interpolation character between metal and insulator,
which therefore indicated a possible explanation of the
localized versus itinerant feature in transition metals.
Hubbard and Hasegawa independently established the
single-site spin fluctuation theory by making use of the
coherent-potential approximation (CPA). The theory
has extensively been applied to various systems (e.g., crys-
tals, ' '" substitutional alloys, ' ' surfaces, ' liquids, "
and amorphous systems' ), and has explained qualitative-
ly or semiquantitatively the magnetization versus temper-
ature curves, the Curie temperatures (Tc), the Curie-
%eiss susceptibilities, and large specific heats at Tc in
transition metals and alloys.

Although many attempts to take into account more
realistic band structure' or magnetic short-range or-
der' have been made in the past decade, most of them
are limited to the static approximation, which neglects
the time dependence of fictitious fields. This approxima-
tion holds true at high temperatures, but causes some
serious problems in the low-temperature regime. "' In
particular, the approximation reduces to the Hartree-
Fock one at T =0. Thus it does not include the ground-
state electron correlations as emphasized by Gutzwiller,
Hubbard, and other investigators. The local-electron
correlations discussed by these investigators should per-
sist even above T& because associated correlation ener-
gies are much larger than T&. Kakehashi and Fulde,
therefore developed a variational theory which adiabati-
cally takes into account the Gutzwiller-type local-

electron correlations. The theory clarified that the elec-
tron correlations at finite temperatures reduce Tc (e.g.,
by a factor of 2 in the case of Fe), strongly suppress the
charge fluctuations even above Tc, and greatly modify
the thermal expansion coefficient. A similar but more
elegant theory has recently been developed by
Hasegawa on the basis of the slave-boson functional-
integral technique.

The theories mentioned above take into account the
correlation energies adiabatically, but the entropy term
remains unimproved. Moreover, the shortcomings in
thermodynamics at low temperatures, which were found
in the static approximation, " ' are not improved in the
adiabatic approximation. Recently, Turov and Grebeni-
kov extended the single-site spin-fluctuation theory to
the dynamical case. Hirooka and Shimizu improved a
variational theory by Hertz and Klenin, ' optimizing an
arbitrary parameter introduced in the functional-integral
formalism. These theories are, however, limited to the
small dynamical spin fluctuations.

On the other hand, various Monte Carlo methods
have recently been developed for quantum systems. In
these approaches, the dynamical effects in a finite system
are, in principle, exactly taken into account. Hirsch
developed the discrete Stratonovich-Hubbard transfor-
mation in which time-dependent field variables on each
site take the discrete values +1. He performed a quan-
tum Monte Carlo simulation for the narrow-band
Gutzwiller-Hubbard model. His method is successful for
one- and two-dimensional systems where one can take
spatially large size of cluster. He also calculated the sus-
ceptibilities and energies for a three-dimensional simple-
cubic 4X4X4 cluster of the Gutzwiller-Hubbard mod-
el. Calculated Neel temperatures Tz in the intermedi-
ate regime, which are 1.5 times higher than the results of
our single-site variational theory, are, however, criticized
to be overestimated by a factor of 2. Although the
Neel temperatures in the Monte Carlo method have been
improved by extending the size of cluster up to 8 X 8 X 8
(Ref. 38), they are considered still to be overestimated.
This is because the boundary condition is not necessarily
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chosen so as to be best, in spite of the strong dependence
of their results on it. In this respect, the traditional
theories ' in the metallic magnetism seem to be better
than those in Monte Carlo approaches because they
choose the best surrounding medium by using the CPA.

The aim of the present work is to improve a
functional-integral theory of metallic magnetism by tak-
ing into account the merits in both approaches men-
tioned above; we propose the Monte Carlo dynamical
CPA theory, in which the best medium is chosen by solv-
ing the CPA equation, while the single-site dynamical
spin fluctuations are exactly taken into account by a
Monte Carlo method. Such an improvement of the
theory, we believe, should be a step towards a unified un-
derstanding of 3d-, 4f-, and 5f electron -systems.

The present paper is organized as follows. We formu-
late the dynamical CPA to the Gutzwiller-Hubbard mod-
el on the basis of the functional integral method in Sec.
II. The diSculty which exnerges after the formulation is
how to perform the functional integrals along the imagi-
nary time axis. We adopt the Monte Carlo technique to
deal with this problem in Sec. III. In Sec. IV we present
numerical examples for a model band with rectangular
density of states (DOS). We will demonstrate by compar-
ing the results with those in the static approximation how
the dynamical effects improve the amplitude of local mo-
ment (LM), efFective Coulomb interaction, momentum
distribution, and the single-particle excitation spectrum.
The last section will be devoted to a summary and discus-
sions on possible improvements in the future.

II. DYNAMICAL CPA

The Hamiltonian which we consider here is the single-
band Gutzwiller-Hubbard model given by

8= g (e; h;o )n; +—g tria, aj + QUon;&n;~ .

(2.1)

Here e; (h;) is the atomic level (magnetic field) on site i,
t,J is the transfer integral between sites i and j, and Up is
the on-site Coulomb interaction energy. a; (a; }
denotes a creation (annihilation) operator on site i for an
electron with spin 0, and n; =a; a; .

Since electrons satisfy the Pauli principle (i.e.,
n; =n; ), the Hamiltonian (2.1) is rewritten as

8= g(E;+2aUO —h;o )n; + g t; a; a
l, CT

+ g —,'(U;n; —J;m; ) . (2.2)

Here U; =(1—4a) Uo, J,. =(1+4a)Uu, and a denotes an
arbitrary c number.

We adopt the functional-integral method ' to consider
the finite-temperature problem. In this method, the in-
teracting Hamiltonian (2.2) in the free energy is
transformed into a one-electron Hamiltonian H(r) with
time-dependent random charge and exchange fields rt;(r)
and g, (r) on each site i It. is written in the interaction
representation as follows:

H(r)= $u; (r)n; (r)+ $ t; a; (r)aj . (r),
l, O' i,j,a

u, (r).=e, p —h, ,c—r +.—,'[ U,iri, (r) J|g;—(r)cr] .

Here p is the chemical potential.
The free energy 9 is then given by

(2.3)

(2.4)

(2.5}

+ —,
' g —f [U;ri;(r) +J;g;(r) )dr,

0
(2.6)

Z& [g, ri] =Tr 'T exp —f H(r)dr13
(2.7)

Here p is the inverse temperature. '7 denotes the time-
ordered product. The functional integral f5(; in Eq.
(2.5) is defined by

N' pJ.f 5g;= lim f
n=1

1/2

d g(r„) . (2.8)

The integral f 5ri, is defined in the same way, but J; is re-
placed by U;.

The partition function Z| in Eq. (2.6} is well-known to
be expressed by the Green function as follows:

ln Z& =ln Tr(e ')+Sp(lng)+Sp(lnG ') . (2.9)

Here Sp denotes the trace with respect to site, time, and
spin. The free-electron Hamiltonian Hp and Green func-
tions are defined as follows, respectively.

Ho= g t,ja|aaj~ (2.10)

(G);„J, =G~ (r, r'}=—

Tr[e '5a, (r)aJ (r')]'.
Tr(e ')

Tr 'Ta; (r)a- (r'}exp —f H(r")dr"
0

r

Tr exp —f H(r")dr"
0

(2.11)

(2.12)

The Green function G satisfies the Dyson equation

6 =g U (2.13)

(u);,J& =bru; (r)5,&5;~

Here b,r=Pi%' is an infinitesimal fraction.

(2.14)
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Sp(lnG ') =Sp(lnG ')+Sp ln(1 —5uG ),
5v=v —X .

Here the coherent Green function 6 is defined by

(2.15)

(2.16}

Next, we introduce the coherent potential X (r—r'),
which is independent of the fields g, (r) and rt;(r), and
rewrite Sp(lnG ') in Eq. (2.9) as follows:

equation (2.29) leads to the stationary condition of the
free energy,

5&cp&

5(X),„, =0. (2.30)

Charge and local moment on site i is obtained from the
free energy by taking the derivatives BVcpA/i}e; and

8VcpA /BA i

G '=g ' —X,
(X);„~ =brX (r r')b—r5,

(2.17}

(2. 18)
(n;&= gF; (

—0), (2.31)

G =F+F',
(F)i~j r'v ( G )i ri~'cr5ij

(F');„g =(G);„g (1—5;, ) .

(2.19)

(2.20)

(2.21)

Since we want to make a single-site approximation, we
separate 6 into the diagonal part F and the o6'-diagonal
one F' with respect to site:

(m;) = gcJF, (
—0) . (2.32)

Here we used Eqs. (2.29) and (2.30). The above expres-
sion is quite adequate because the coherent Green func-
tion F; (r) is identical with the temperature Green func-
tion in the single-site approximation (see Appendix A).

We note that there exist alternative expressions of ( n, )
and ( m; ) with use of field variables (see Appendix B ).

Substituting Eq. (2.19) into Eq. (2.15), we obtain the iden-
tity

Sp(lnG ') =Sp(lnG ')+Sp ln(1 5uF)—

& n, ) = f—dr& i', (r—) &,
1 n

(2.33)

(2.34)

E[k n) =&[&)+gE;[k n;)+~E[k n)
l

V[X]=—P '[ln Tr(e ')+Spin(1 —Xg)],

E, [g, , rt; ]= —P 'Spin(1 —5u;F;)

(2.23)

(2.24)

+ f dr[U;rj;(r) +J;g, (r) ), .
4 o

(2.25)

+Sp in[1 —(1—5uF) '5uF'] . (2.22)

Equations (2.9}and (2.22) lead to the following expansion
of energy functional with respect to site:

(2.35)

& m,') = —f d1 ( g;(r)')—
P o

' Jbr ' (2.36)

Here ( ) at the right-hand side denotes a thermal aver-
age with respect to E; [g, , rj, ] in the sense of Eq. (2.29).

The thermal averages of the squares of the local charge
and local moment are obtained from 4i}9'cpA/BU, and
—4i}Vcp~/BJ; as follows (see Appendix C):

bE[j,rj] = —P 'Sp ln(1 tF'), —

t =(1 5uF) '5u —.

(2.26)

(2.27)
III. MONTE CARLO EVALUATION
OF THE FUNCTIONAL INTEGRALS

Here V[X] is the free energy of the eff'ective medium,

E;[g;,r};] is the single-site energy functional, and

EE[g, rj] is the remaining term associated with the inter-
site electron correlations. %e added suSx i to 5v and F
in Eq. (2.25) to indicate the matrix elements concerned
with site i.

In the single-site approximation, we neglect EE[g, rt]
in Eq. (2.23). The free energy is then expressed as fol-
lows:

In the following we consider the one-field case
(a= —,'), and omit the site index i for brevity. It is more
convenient for the purpose of numerical calculations to
discretize the imaginary time (r) into L segments with
the same length b,r =P/L. The size of the matrices (X, g,
u, F, and t ) becomes then L X L with respect to the time.
Since the coherent Green function satisfies the transla-
tional symmetry for imaginary time, it is diagonalized by
the Fourier transform as follows:

Pcpp =V QP I fn5$ 5g e (2.28) 1F (r r')= —gF (iso—i)e
I

(3.1)

The coherent potential X is determined so that the
thermal average of the single-site t matrix (2.27) vanishes:

tt&;(k; n;}-
&t, )=—,=0.

tiE;(t; n; 1— (2.29)

This is called the CPA equation and guarantees a real
solution X (~ r'}. It should —be noted that the CPA

pgE )de

g C, l CO( X~ l CO(

(3.2)

Here tot = (21+ 1)m./P, I being an integer such that
L/2+1&2l+1 L—/~2. p(E) in Eq. (3.2) denotes the

DOS for the noninteracting Hamiltonian (2.10). g(e, i tot )

and X (icot) are the Fourier transforms of the free-
electron Green function and the coherent potential,
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which are defined by

og(e iso )= —(i~ —~)a~ '
1 —e I

(3.3)

L/2
X (i coI ) = g X (r„)e ' "b r,

n=1
(3 4)

where ~„=n h~.
The most difficult problem in the dynamical CPA de-

scribed in the previous section is the evaluation of the
functional integrals in the CPA equation (2.29) and other

equations (2.33)—(2.36). Cyrot, Sakoh and Shimizu, '

Hubbard, and Hasegawa adopted the static approxima-
tion. It is reasonable at high temperatures since the
range of imaginary time is small there. Turov and Gre-
benikov expanded the energy functional with respect to
the field variables, and evaluated the functional integrals
by means of the Gaussian integrals. The approximation
is valid for the weak electron-electron interaction regime.

We adopt the Monte Carlo approach to this problem.
We replace the functional integral with the N&-fold in-

tegrals, so that the average t matrix, for example, is ex-
pressed as follows:

N]

f g d f(r'„) (t ), , det(1 —5vF )exp
n=1

N(

f g dg(r'„) det(l —SvF)exp
n=1

Uoh~'
g g(r„')'

n=1
(3.5)

Here bv'=P/N~ and r„'=nba' It sho.uld be noted that
the fraction hr' is taken independently of br=P/L for
the size of matrices. Among various sampling tech-
niques for the Monte Carlo method, we adopted the
simplest Gaussian sampling with the standard deviation
(P!Uo57 )

The self-consistent solutions for e —p and [X (r„)J
are obtained as follows. First, we assume the inputs to be
(s —JM);„and X (v„);„(for example, the Hartree-Fock
values). Next, we derive (e —du},„, [or X (0);„] solving
the charge neutrality condition (2.31). Generating the
Gaussian random variables by means of the polar
method, we calculate ( t },o solving the L XL simul-

n

taneous linear equations at each Monte Carlo step
(MCS). When the CPA equations ((t), o ) =0

n

(n=0, 1, . . . , L —1) are not satisfied after the Monte
Carlo evaluation, we produce a new medium X (r„),«
according to the following relation:

(3.6)

This procedure is continued until both charge-neutrality
and CPA conditions are satisfied. Finally various quanti-
ties such as ( m ) and ( m ) are calculated by using the
Monte Carlo samplings.

In this calculation, the case N&=1 is identical with the
one-field static approximation. When N& is increased,
the dynamical effects are taken into account. The single-
site dynamical charge and spin fluctuations are exactly
described in the limit N& ~ 00 irrespective of the
Coulomb interaction strength.

IV. NUMERICAL EXAMPLE

We have performed the numerical calculation to exam-
ine the reliability of our Monte Carlo approach to the
dynamical CPA. The input DOS [p(e} in Eq. (3.2)] is as-
sumed to be rectangular with the atomic level c =0 and
the band width W. The Fourier transform of the
coherent Green function is then given by

1 X(iso( )b,r— e ' [1 X(icoI—)b,r]—e
1 — ln

W57 '
I [1 y (

~ g ]
—war/2

(4.1)

We chose the parameters to be W =0.5 Ry and
Uo =0.2 Ry bearing in mind transition metals. Needless
to say, the accuracy and the temperature range inevitably
depend on the efficiency and capacity of computers. We
have fixed the size of matrices to be 1024X1024 (i.e.,
L =1024) in the HITAC S820/80 computer, and have
continued the sampling up to 8000 MCS in maximum for
each iteration obtaining the self-consistent coherent po-
tential. We confine our results to the paramagnetic state
in the present paper.

Figure 1 shows an example of calculated coherent po-
tential for the electron number n =1.5. The static ap-
proximation produces a smooth negative curve in the in-
terval [0,P], except at r/P=O where 5-function-like
singularity proportional to 1/h~ takes place because of
the static potential c, —p. When the dynamical effects
are taken into account the coherent potential shows a
rapidly oscillating structure, indicating an importance of
the high-frequency components in the Fourier transform
[X (iso&)]. In spite of a drastic change of X (r) due to
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FIG. 1. Calculated self-energies for the electron number
n=1.5, bandwidth 8'=0.5 Ry, and Up=0. 2 Ry at 2000 K.
The dynamical result for N& =64 variables and 8000 Monte Car-
lo steps (MCS) is shown by the solid curve, while the static case
(N& = 1) for 4000 MCS is shown by the dotted curve. The arrow
at r/P =0 indicates the 5-function-like singularity.

0.2 n= ).5
T = 2000K

0 2 a 6 8 ]0

log ~p Ng / log]p 2

the dynamical effects, the coherent Green function F (7 )

is rather insensitive to N& as shown in Fig. 2. The
dynamical effects slightly increase the Green function in
the short-time region (0 & r/P & 0. 10), and decrease it in
the remaining region (0. 10&v/P&1). The effects, how-
ever, cause a serious change of structure in the single-
particle excitation spectra, as will be shown later.

The most important question in the present approach
is how many variables N& one needs to describe dynami-
cal effects. Numerical results for the amplitude of the
LM in Fig, 3 give a rather optimistic answer to this ques-
tion. The Monte Carlo result for N&=1 is in agreement
with the result of the static approximation obtained by an
analytic method, ' within a statistical error. When we
increase N&, the amplitude of the LM rapidly approaches
the zone between the Hartree-Fock and LM limits. Al-
though the accuracy is not enough to discuss the quanti-
tative aspect because of a small number of samplings, we
may conclude that the quantum effect on the amplitude

FIG. 3. Calculated amplitude of local moment (LM) as a
function of the number of variables N&. The closed circle at
N& =64 shows the result for 8000 MCS. Dashed lines show the
results of the LM limit, Hartree-Fock limit, and the static ap-
proximation, respectively.

of the LM in the paramagnetic states with the intermedi-
ate Coulomb-interaction strength is described by taking
into account the variables N&

~ 50.
Figure 4 shows the temperature change of the ampli-

tude in both the static and dynamical cases. Our results
indicate that the static approximation recovers the validi-

ty above 10000 K, which is much higher than the Curie

0.8

LM limit

0 ~ 6 0
HF limit

~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 0
~ ~ ~ ~ ~ ~ ~ ~ ~ ~ \ ~ I ~ ~ ~ ~

P4

AN 0.4

- 0.5

- 1.0
NC = 64

Ng = 1 (Static)

0.2 O N~-64
0 N(= t

0.5

OOOO

T (K)

8000 i 2000

FIG. 2. Calculated coherent Green function with ( ) and
without ( ~ ~ ~ ) dynamical effects. Parameters are the same as
in Fig. 1.

FIG. 4. Temperature dependence of the amplitudes of LM
with (O: N&=64, 8000 MCS) and without (0: N&=1, 4000
MCS) dynamical effects in the case of n =1.5, 8 =0.5 Ry, and

Up =0.2 Ry.
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temperatures ( —100 K}. On the other hand the dynami-
cal results give the amplitudes close to the LM limit, al-

though the accuracy is not enough for a quantitative
evaluation. For a fixed number N&, we need larger L (the
size of matrices) for lower temperatures in the present ap-
proach since the upper limit of the imaginary time is
equal to the inverse temperature P, and therefore requires
more memory in a computer. On the other hand, we
need more Monte Carlo steps for higher temperatures
since the standard deviation in Gaussian sampling is in
proportion to the temperature [see Eq. (3.5}] so that the
range of sampling is extended.

Since the static approximation in the one-field method
gives an exchange splitting twice as large as the Hartree-
Fock one at low temperatures, the dynamical effects
should reduce it by more than a factor of 2. This feature
manifests itself in the probability distribution function
P,fr(g) [or the efFective potential E,fr(g)] projected onto
the static field variable g=P ' fQ'(r)dr, which is defined

by
—f3E,~( g)

( )= e.tr 0
elf

—PE (g)

~ g~ e
—PE[El

0

e
—PE[()5ge

(4.2}

and is connected with the local magnetization (m ) as
follows [see Eq. (2.34)]:

&m)= JgP, (g)dg. (4.3)

We have calculated P,tr(g) by means of the Monte Car-
lo method, discretizing the functional integral in Eq.
(4.2). Figure 5 shows the results for the electron number
n =1.5. The Monte Carlo method reproduces the curve
for the static approximation semiquantitatively. The dis-
tribution for IV&=64 slightly shrinks as compared with

=—y [g(ek ico/) ' X~(ico—/)]
I

(4.4)

Here Gk (r r') d—enotes the momentum representation
of the coherent Green function (2.19). I ok] in Eq. (4.4}
are the energy eigenvalues of the matrix t;, for which we
have assumed a spherical-band model

k
'

1ok= 8' (4.5)
kBz 2

Here kaz =(6n. /0)', 0 being the volume per atom.
A numerical example of the momentum distribution

for n =1.0 is presented in Fig. 7. We find more Fermi-
liquid-like distributions when N& is increased.

Finally, we discuss the single-particle excitation spec-
trum p (co}. It is connected with the imaginary-time
coherent Green function via the relation

7N

F (r) = —Jd co p (co)
1+e t' (4.6)

We adopted a method of numerical analytic continua-
tion proposed by White, Sugar, Scalapino, and Bickers
to obtain the spectrum p (co) from the coherent Green
function F (r). In this method, we use a modified least-

the static approximation (N&=1},showing a reduction of
the effective Coulomb interaction. This feature is more
clearly seen in the case of n =1.0, as shown in Fig. 6.
The local-moment behavior in the static approximation is
strongly suppressed by the dynamical effects so that the
distribution shows a single peak. If we fit the curve of
N&=1 to the dynamical result (N&=64) changing the
Coulomb interaction U0, we obtain an effective Coulomb
interaction U,z between 0.4U0 and 0.5U0. This value is
comparable to U,z =0.45 U0 obtained from the
Gutzwiller-type energy functional.

Overestimated random exchange fields in the static ap-
proximation are expected to spread excessively the
momentum distributions (nk ). We therefore calculated
( nk ) by using a formula

(nk ) =6k (
—0)

1.0

n =1.5

~ ~J ~ ~ ~ ~J~ ~ I

Ng =64
~ oem ~ ~ e Ng

0.5
1.0

n= 1.0 Ng= 64
~ """Ng= 1

0.5

0

()ta)

FIG. 5. Probability distribution function projected onto the
static field variable g=P ' f g(r)dr The thin curve is th.e re-

sult of the static approximation calculated from the analytic
theory by Hasegawa (Ref. 8). The same parameters as in Fig. 1

are adopted.

g ()te)

FIG. 6. The same as in Fig. 3 but for n = 1.0 (half-filled case).
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~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ p ~ ~~ ~ ~ ~ ~ ~ ~ ~ ~~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

E0
0

CC

lb

6
Vl

3
'0

CL

N(= 64
"""

Ng

0.2 0.4 0.6 0.8 1.0
- 0.6 - 0.4 - Q. 2 0.2

k/kBz

FIG. 7. Momentum distribution with (:N=64) and
without (:N& = 1) dynamical efFect for n =1.0, W=0. 5 Ry,
U0=0.2 Ry, and T=4000 K.

mean-squares measure with a smoothing parameter s
which encourages one to smooth the curve p (co), and a
positivity parameter p which encourages one to choose a
positive function p (co). We have increased p, first keep-
ing s to be a small value, until the positive spectrum is ob-
tained, and then increased s until the spectrum for N& =1
becomes consistent with that obtained by the analytical
method.

The reconstruction of the spectra is not quantitative at
present, as seen by comparing the result of N&=1 with
the analytic result in Fig. 8. This is partly due to a small
number of MCS's and partly due to the difficulty in
reproducing a rapid change of curve by means of the
method of numerical analytic continuation used in the
present calculation. The dynamical result of N&=64 is
shown in Fig. 9. The main peak for N&=64 may be
slightly overestimated because the spectrum obtained

E0
2

K
Vl

Vl

3

N(= 1

—0.4 - 0.2 0.2

u (Ry)

FIG. 8. Single-particle excitation spectra of the static ap-
proximation in the case of n =1.5, W=0. 5 Ry, U0=0. 2 Ry,
and T=2000 K. The solid curve is calculated by the numerical
analytic continuation with parameter s =10,while the dotted
curve is calculated by the analytic theory by Hasegawa (Ref. 8).

FIG. 9. Single-particle excitation spectra obtained by the nu-

merical analytic continuation. The parameters are the same as
in Fig. 8. The solid (dotted) curve denotes the dynamical case
N&=64 (the static case N&=1) with use of the smoothing pa-
rameter s =10 '. The dynamical results obtained with use of
s =2 X 10 ' are also shown by the thin curve.

from the rectangular DOS should satisfy the inequality

p (co) l /W in the single-site approximation. The
present result for N&=64 seems to show a qualitative
change of the spectrum; i.e., the appearance of the shoul-
ders due to electron and hole excitations as expected
from the perturbation approach.

V. SUMMARY

We have proposed the Monte Carlo dynamical CPA to
go beyond the adiabatic theories in metallic magnetism.
The results of numerical calculations indicate that the
present approach is useful to understand the magnetisrn
and local electron correlations at finite temperatures in
the intermediate regime of the Coulomb interaction
strength. We have shown in the paramagnetic state that
the dynamical CPA with more than about fifty field vari-
ables along the imaginary-time axis describes the quan-
tum effects on the amplitude of the LM. The reduction
of the effective Coulomb interactions and more Ferrni-
liquid-like momentum distribution have also been ob-
tained in the present approach. Calculated single-particle
excitation spectra indicate that the present approach with
use of N&

~ 50 field variables can describe the many-body
structures as expected from the perturbation theory.

Although the Monte Carlo calculation remains qualita-
tive or semiquantitative at present, it will be possible in
the near future to improve the accuracy with use of the
advanced computer algorithms and with improvements
of computers. Applicability of various methods for im-

portant and fast samplings has not yet been exam-
ined sufficiently. The use of computers with larger
memory will allow for calculations at lower temperatures.
Application of the maximum-entropy method ' for the
numerical analytic continuation of the imaginary-time
Green function will lead to better single-particle excita-
tion spectra. More systematic and accurate calculations
are planned to be done in the near future, including the
magnetic ordered phase.
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G, , =G,, +G,, 5v, G,,

Thus,

(A3)

APPENDIX A: SINGLE-PARTICLE GREEN FUNCTION
IN THE SINGLE-SITE APPROXIMATION

The single-particle Green function 9'; (r. r—') is given
by a Green function G defined by Eq. (2.12) as follows:

(A 1)

Here & & means a thermal average with respect to the en-

ergy functional E[g, ri] [see Eq. (2.29)].
The Green function 6 satisfies the following Dyson

equation as derived from Eqs. (2.13) and (2.17):

(A2}

Taking into account the submatrices that are diagonal
with respect to the site, we obtain

(B3)

The first term at the rhs of Eq. (B3) vanishes after in-
tegration by parts. Therefore, we obtain the formula
(2.34).

APPENDIX C: DERIVATION OF THE
AMPLITUDE OF LOCAL MOMENT (2.36)

The amplitude of the local moment is obtained from
the relation &m; &= —4BPcpA/BJ, . By making use of
the stationary condition (2.30), we have

B&CPA 1 1 tt= ——go —f dr&/;(r)[(F, —5v;) ]„&
I CT

(Cl)
G;;=(F; ' —5v;) (A4)

Qt;~(r r) =F—~(1 7 ) ~ (A5)

Substituting Eq. (A4) into Eq. (Al) and using the CPA
equation (2.29), we obtain the following relation in the
single-site approximation:

Here the Green function (F; ' —5v; } ' in the first term
at the rhs of Eq. (Cl) appears in BE; /Bg;(r) as follows:

BE M] 1 ~ mr[, ),]Bg'(r) 2 '
P

The above equation implies that the coherent potential is
identical with the self-energy of the temperature Green
function in the single-site approximation.

J;+ g, (r)b,r .
2

Thus Eq. (Cl) is written as follows:

(C2)

APPENDIX B:DERIVATION OF EQ. (2.34)

We derive here Eq. (2.34). Equation (2.33) is obtained
in the same way. The local magnetization & m; & is given
by the formula

B~cpA

BJ; I dr(t;(r& )

f dr&ad, (r)'& (C3)

BPcp~ BE;lt;,q; I

)Bh, Bh;

Here we used the stationary condition (2.30); thus
BE, /Bh; stands for taking the derivative independently of
the coherent potential. We have then the identity

BE [g;,rl;] 2 BE;

Bh J Bg (r ) P
J

Substituting Eq. (82) into Eq. (Bl), we obtain

By integration by parts, we can verify

Therefore Eq. (C3) reduces to Eq. (2.36):

&m; &=—f dr&/;(r) &-
P o

' Jbr
Equation (2.35) is obtained in the same way.

(C4)

(C5)
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