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Dynamics of vortex nucleation in sHe-A How
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Quantum phase slippage in superfluid He flow is simulated numerically in rectangular slab ge-
ometries. Assuming that the flow is confined to a channel having horizontal surfaces close to each
other, the spatial problem reduces to the two transverse dimensions; we report time-dependent
computer simulations of superfluid He flow in 2+1 dimensions using the time-dependent Ginzburg-
Landau equations. The quantum-dynamic processes of phase slippage in He are demonstrated to be
associated with superfluid vortex nucleation; we thus con6rm Anderson's assumption for phase slip-

page through vortex motion in superfluids. We also And several other phase-slip scenarios involving
vortices, phase-slip lines, and combinations thereof for the coupled multicomponent order-parameter
amplitudes. We consider both diffuse and specular boundary conditions at the side walls and demon-
strate that our results are essentially independent of the boundaries. We compute the critical current
for vortex nucleation as a function of the channel width, and compare it with existing theories of
vortex nucleation; we also discuss our calculations in connection with experiments on phase slippage
in He flow. One of our most important results is that the superfluid order parameter for the vortices
generated in the computer simulations does not vanish anywhere; i.e., the vortices possess superfluid
core structures; hence the processes of phase slip for superfluid He are nonlocal in space-time.

I. INTRODUCTION

Quantized vortices in superfluids form in rotating
cryostats and also in flows at sufBciently high velocity.
However, dynamics of the nucleation for quantized vor-
tices in all known superfluid systems is still far from being
well understood. i In the case of flow, the general picture
is that vortex motion enables phase slippage which, ac-
cording to Anderson, z is necessary in order to account
for the dissipation.

For superfluid He, there presently exist several exper-
imental verifications that vortices can, indeed, be cre-
ated by flow. Vortices were created in bulk sHe in early
experimentss due to the superfluid counterflow owing
to a temperature gradient. 45 Vortex formation has also
been observed in recent experiments on the flow of He
through a narrow slit with dimensions on the order of the
coherence length.

One of the most prominent contrasts between vortex
formation in bulk He and that in its flow through nar-
row channels occurs in the A phase. It is well established
that the so-called continuous vortices can be formed in
bulk He-A; these smooth structures possess the A-phase
order parameter even down to the center of the vortex.
These vortices do not feature a normal core, and the fi-
nite (even) number of circulation quanta are produced
by a texture of the anisotropy vector E (for reviews, see,
e.g. , Refs. 7 and 8). The orbital dynamics of l and the
formation of continuous vortices have been considered in
a one-dimensional flow field. '

However, the anisotropy vector l tends to be fixed in a
channel of restricted geometry, whence the formation of
continuous vortices is impossible. Therefore, one would
expect, singular vortices to occur in this situation; in par-

ticular, there arises the question whether vortices with
a normal core will be formed in such a channel (as in

superconductors) or if there is still the possibility for the
formation of superfluid-core vortices, ii as in bulk sHe.

The goal of the present paper is to study the dynam-
ics of the phase-slippage process, and the structure of
vortices formed by a flow of superfluid He-A through a
channel with transverse dimensions on the order of the
superfluid coherence length, ((T). We also investigate
the possibility for superfluid-core vortices to be formed
in restricted geometries. Preliminary results of this work
have been published in Letter format.

Employing computer simulations of the time-
dependent Ginzburg-Landau (TDGL) equations, we find

that, depending on the channel size, the phase-slip pro-
cesses in the flow of He-A can be quite versatile; they
occur through the formation of vortices and/or phase-slip
lines (PSL: a line of zeroes of the order parameter) for one
or several components of the multicomponent order pa-
rameter. The general feature of the phase-slip solutions
obtained is that the components of the order parameter
never vanish simultaneously, thus proving the existence
of superfluid-core vortices in the flow of He-A through
narrow channels. Phase-slip centers with superfluid cores
have recently also been found for one-dimensional flows
of He through narrow channels.

The absence of a normal core constitutes the main
diA'erence between phase slippages in superfluid He,
with its multicomponent order parameter, and in He
II or in superconductors, where phase slippage is due
to normal-core vortices or phase-slip centers at which
the order parameter turns to zero periodically. For su-
perconductors, phase-slip processes have been studied
extensively —experimentally and theoretically —for nar-
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row filaments with transverse sizes on the order of the co-
herence length (see the review~4 and references therein);
recently computer simulations of vortex formation have
also been made for superconductors in a two-dimensional
geometry.

In Sec. II we discuss the model used in our compu-
tations. In particular, we describe the channel geometry
and its relation to the existing experimental arrangement
of Ref. 6. We also discuss the mathematical background,
i.e. , the TDGL model, its relevance, and its regime of
applicability. Simplifications adopted for the calculation
are also explained. In Sec. III we present our results.
The physical picture of phase slippage, the critical cur-
rent, vortex formation and structure, and the relation be-
tween our results and experiments are discussed in Sec.
IV.

II. THEORETICAL MODEL

A. Superflow geometry

FIG. 1. Schematic illustration for the model "matchbox"

geometry of the superfluid He flow channel considered in this
paper. In order to correspond to available experiments, the
channel is here taken to be a wide rectangular slit of height
h, width m, and length L. In the numerical simulations, a
total constant current j (indicated by the large arrows in this
figure) is imposed along z.

For theoretical studies using numerical simulation, the
specific geometry and symmetry of the flow channel is

quite essential; its shape and dimensions strongly affect
the structure of the order parameter A~; in superfluid

He. For example, in a narrow cylindrical channel with
radius on the order of ((T), only one of the three or-
bital spin-dependent complex order-parameter compo-
nents A» would survive (o; and i refer to the spin and
orbital degrees of freedom, respectively). In this case
the single nonvanishing amplitude would be A», where
z is directed along the channel, and one would lose the
characteristic distinction of superfluid He as a system
possessing a multicomponent order parameter —in com-
parison with other superfluids with only one-component
order parameters.

In the present paper we restrict ourselves to the study
of 3He states, which are close to the superfluid A phase.
To preserve the characteristic A-phase-like structure of
the order parameter in narrow channels, the simplest
nontrivial flow situation to consider is slab geometry: a
rectangular cross-section of width m, considerably larger
than the height h. The length L of the channel may be
arbitrary. For h on the order of the coherence length,
the anisotropy vector l is fixed perpendicular to the hor-
izontal surfaces of the channel. In the coordinate system
chosen, see Fig. 1, with the z axis along the channel and
y upwards, A~~ and A~, are the only finite components
of the order parameter. The cross-sectional configuration
is chosen to resemble that employed in the experiments,
where the dimensions were h = 0.3 pm, and m = 5 pm,
which correspond to h 5, . . . , 25(„andw 80—400(„
depending on the pressure [cf. Eq. (4)j.

One can gain some understanding of the behavior of a
superfluid lowing through a channel in the presence of
a small pressure difference between its ends by using the
so-called current-phase relation

where j, is the supercurrent and by is the phase differ-

ence between the ends of the channel (see, e.g. , Ref. 16).
Since Oy/Bt oc y, in the bulk liquid, where p is the chem-
ical potential, the phase difference bp grows in time, and

j, will oscillate just as in the ac-Josephson effect. If the
function f(by) is multivalued, as one should expect for
sufficiently long channels, the evolution of the phase dif-
ference ought to result in jumps for j, from one branch
of f(b&p) to another. These discontinuities are connected
with passages of vortices across the flow channel, which,
in the time scale for which Eq. (1) is valid, happen in-
stantaneously.

In spite of its usefulness, Eq. (1) cannot provide any in-
formation on how vortices are actually formed, and what
their structure and dynamics are, since due to its very na-
ture the adiabatic approximation used for the derivation
of Eq. (1) necessarily breaks down just when the instabil-
ity for vortex formation appears. Moreover, a vortex in
the presence of Qow cannot be stationary; it should move
under the Magnus force. Therefore, one needs to use
dynamic —not static —equations in order to study vortex
formation and the time-dependent vortex structures in
superfluid Qows.

B. Dynamic equations

The general set of dynamic equations for super-
Quid He includes an equation for the order parame-
ter A;(z, y, z; t), a generalized kinetic equation for the
quasiparticle distribution function, and also an expres-
sion for the current produced by both the superfluid and
normal components. However, it is very dificult —if at
all possible —to write down a closed set of equations con-
taining only the order parameter for an unrestricted sit-
uation, even using the relatively simple microscopic BCS
theory. The principal obstacle is the difhculty of deriv-
ing a general expression for the quasiparticle excitation
spectrum for situations where spatial variations of the or-
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der parameter occur on the scale of the coherence length,
&(T)

Therefore, it seems reasonable to employ a simple
model system of dynamic equations that is capable of de-
scribing nonadiabatic processes for spatially varying dis-
tributions of the order parameter. The time-dependent
Ginzburg-Landau (TDGL) equations provide one such
description. This approach differs from the hydrody-
namic and Lagrangian methods in that it takes into
account the dissipation caused by order-parameter relax-
ation, which is clearly of great importance for processes
involving the creation and motion of vortices, in partic-
ular. We now turn to discuss the TDGL equations in
more detail in connection with superfluid phase slippage
in He How.

The total mass current in the channel is the sum total
of the superfluid (j ~'l) and normal (j ~"l) components:

j —j() +j( )

The Ginzburg-Landau expression for the supercurrent
1S18

j, = — (,' I A"„(—iV';A „)y A"„(—iV'„A;)

+A", ( iV'„A „)+ c—.c.],

where N(0) = mph /(2z h ) is the density of sHe states
per one spin projection, and

7((3)h v~z

48' 2T,z

is the characteristic coherence length. The order param-
eter A~; is defined through Ap: in~~)sr& )A~,p;, where

(bz~ is the energy gap for spatially uniform A;.
The normal current through a narrow channel whose

transverse dimensions are less than the mean free path
for mutual quasiparticle collisions, 8, is determined by
the He quasiparticle scattering at the walls. For diffuse
processes,

j~"l =-2m~(0)V ",
z

where 'D is the diffusion coefficient. For a rectangular
channel with ur » h, 17 is given by

v h

4 ~h

p is const, ant over the channel cross-section in Knudsen
flow.

The time-dependent equations for the order parameter
A~; in the weak-coupling approximation can be written
in the form

T, -T 3,—+ —„p~A;+ ' A;+-(, (6;yV' +27';7'y)A rt h )
' T, ' 5 '

7((3)
2(2A;Ap~Apr, y 2A~yApI, Ap; + 2A yAp;Apy —2Ap;A ~Apy —ApyA";Apy) = 0. (7)

Here the time derivative of the order parameter occurs
in conjunction with the chemical potential in accordance
with gauge invariance. This serves to ensure that in
equilibrium one has Dp/Bt + 2p/h = 0. In Eq. (7),
the chemical potential is measured with respect to the
Fermi energy. The characteristic time r in the TDGL
theory is on the order of h/T,

T(T) = fT, T& "'-
and currents in units of

2~5%(0)mhv&2 (Tc —T~

3+3$, I Tc

For the time scale we use the unit

C. Units; reduced equations

For the numerical computations, it proves convenient
to use dimensionless units as follows: let us present the
order parameter in the form

A;=La;,
where

40s2(T, —T)T,
7((3)

We measure distances in units of the transverse (T)
temperature-dependent GL coherence length

3X (T, Ti-
4p ——

2v~ ( Tc )
(12)

~P
~$ z

while the chemical potential is measured in po ——h/2to.
For clarity, convenience of the reader, and an easy ref-
erence, the units of length, g„and current, jo(1—
T/T, ) ~, employed in the present paper are displayed
in Fig. 2 as functions of pressure.

In these units the normal component of the current in
Eq. (2) is given by
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while the supercurrent is

a'~(-t'7*a-~) + a"a(-i&~a-*)

+a";(—iV't. a g) + c.c. , (14)

Since, in general, rvF/h g, /h, and tv » h, the pa-
rameter u in our model is small, in contrast to the TDGL
equations for the theory of superconductivity, 4 where
u 1. In Eqs. (13)—(15), the only parameter that de-
pends on the properties of the channel is u.

and the order parameter satisfies the equation

(a—u —+to a~a+a~a+4~(&'+2&&&~)a~~
)

—(2a~ya&„ap„+2a~„ap„any+ 2a~„a&sap„

—2ap~a"„ap„—ap„a~tap„)= 0. (15)

Here u determines the ratio between the time scale ts
and the characteristic time r: r/ts ——(1 —T/T, )u. From
Eq. (6) we get

2rvF 8 rvF
3'D 3 h In(tv/h)

600

400

200

D. Limitations of the model

Note that the TDGL equation (7) can be derived
from the microscopic BCS theory only for the gapless
situation. zi For superfluid sHe this limit is relevant, for
example, when the temperature is so close to T, that
b,r, (( 1, where r, is the quasiparticle mean-free time.
Such a temperature region is very narrow, 1 —T/T, ~
10 4, and impractical from the experimental point of
view. Moreover, g(T) & I for these temperatures, and
the Knudsen formula, Eqs. (5) and (6), with p homoge-
neous over the channel cross section, is no longer valid.
Therefore, we do not claim that Eqs. (5)—(7) need strictly
be valid in the above-mentioned temperature regime.

On the other hand, the set of TDGL equations can,
however, be derived quite rigorously from the micro-
scopic BCS theory for other realizations of the gapless
limit when strong pair breaking is produced by the dif-
fuse scattering of quasiparticles at closely spaced parallel
surfaces confining the superfluid sHe. Here one needs the
height h of the channel to be very close to the critical
value h, = 0.212hvF/T«(with T«denoting the criti-
cal temperature in the bulk liquid) for which superfluid-
ity becomes completely extinguished. zz For h h„the
order-parameter components A~s ——0 and the compo-
nents A~ and A, are small in comparison with their
values in the bulk liquid.

The TDGL equations have been derivedz for this case;
in dimensionless units they have the form of Eqs. (13)—
(15), now with the characteristic scales

0
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30 T,(T, —T), (g =
4g ijz' (17)

30
irN(0) pF hKz 64T,17h
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' xvFhhz (18)
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FIG. 2. Scales of (a) length, and (b) mass current used
in this paper as functions of pressure. Numerical values were
calculated using data from Refs. 20 and 8.

The critical temperature T, ~ T«[(h —h, )/h, ]. The
numerical constant P 1 is defined in Ref. 23; here the
parameter

In(hvF/Th)
4P In(ur/h)

is also small.
For channels with h h„Eqs. (14) and (15) are

actually to be considered as averaged over the chan-
nel height (over y) with the weight function introduced
by Kjaldman, Kurkijarvi, and Rainer, and by one of
the present authors;zs hence the nonzero components
a~~ and a~, do not depend on y. We refer to a more
detailed discussionzs concerning the derivation of the
TDGL equations in the gapless limit. Note that for this
limit, the effective coherence length $7 from Eq. (17)
is considerably larger than A,,; therefore, the condition
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h « ui can be satisfied for w gT as well. In our com-
putations, we consider channels both with to (T and
with ui )) (z . The case ui $T refers just to the gapless
limit discussed above.

To conclude our exposition of the dynamic equa-
tions, we emphasize that the TDGL model described by
Eqs. (13)—(15) investigated in this work should in gen-
eral be considered as a model only, although this model
can be fully justified microscopically for gapless super-
fluidity in a narrow channel with diffuse walls. Just like
the Ginzburg-Landau theory for the bulk phases of su-
perfluid He has a broad regime of applicability extend-
ing beyond the rigorously justifiable one, we expect our
time-dependent Ginzburg-Landau calculations to be in-
dicative of generic dynamic behavior for superfluid He
flow in restricted geometries.

E. Relation to experiments

F. Boundary conditions

(S) a (z =+u)/2, z) = 0, Ba, (z = oui/2, z) =0,
and

(D) a (z = +w/2, z) = 0, a, (z = kw/2, z) = 0 .

As discussed above, the chemical potential p is indepen-
dent of y and z.

The boundary conditions along z can be formulated
more conveniently in terms of the moduli (ps, p, ) and
phases (ps, rp, ) for each component:

We employed both diffuse (D) and specular (S) bound-
ary conditions for the order-parameter components Q; at
the side walls for z = +ui/2, as defined by the following
conditions:

Experimentally, a superfluid flow through narrow
channels can be studied under several different condi-
tions. One of possible experimental setups is that (i)
a pressure difference across the ends of the channel is
measured for given mass flow; this was done in the ex-
periments with micropores. ~~ It is also possible to (ii)
measure the mass flow for a given pressure difference.
One can equally well (iii) specify an initial phase difFer-

ence hip across the ends of the channel and monitor the
mass flow as bp relaxes.

In the experiments of Ref. 6, a combination of condi-
tions (ii) and (iii) was realized: an initial phase difference
produced by the flow through an auxiliary bypass later
relaxed through the formation of vortices in the presence
of a pressure gradient. Under conditions (i) and (iii),
the onset of dissipation and of phase slippage due to the
format;ion and motion of vortices occurs for currents and
phase differences above certain critical values. In case
(ii), phase slippage starts at any nonzero pressure differ-
ence.

For the present work we use condition (i) with a
given constant averaged current density j, where j
j," + (j,' ), and (j(* ) denotes the z component of the
superfluid mass current j~'~, averaged over the cross sec-
tion of the channel.

For states of superfluid He close to the A phase, we

present the order parameter in the form

(a)

He-Al

~ ~ ~ ~ ~ OVI ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ I ~ ~ ~ ~ ~ ~ I ~ IVO~ V ~ ~ ~ ~ I ~ ~ ~ ~ I ~ ~ ~ ~ ~ ~ Ovo ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IVIV Y VI V

I I IY ~ ~ ~ ~ \ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 0YO ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IVIVI

YoY Y IYoYo ~ IYo ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ovo ~ ~ ~ ~ IYo ~ IVI \
0 ov ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ Y ~ ~ 0 ~ ~ I\I \ ~ ~ ~ ~ Yo ~ ~ ~ ~ ~ ~

~ IV Vo ~ ~ IY YIYovovo ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IV ~ VIVI ~

Yo ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ ~ OVO ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 0 ~IY ~ V ~ ~ ~ \ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ IYo ~ ~ 0 ~ ~ ~

Y Yo Y V ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ \ ~ ~ ~ \ ~ I ~

Yo VIVI Ovo ~ \YIYo ~ 0YO ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IYo IYoYo IV
~ ~ V ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~ 0 ~ ~ ~ ~ \ ~ ~ ~ ~ IYI ~ ~ ~
~ Vo IYo ~ ~ ~ Yo ~ ~ ~ ~ ~ ovo ~ ~ IVO IYo ~ ~ ~ ovoYI ~ ~ Yo

~ ~ ~ ~ \ ~ ~ ~ IYo ~ ~ VI YI ~ ~ IY ~ ~ ~ ~ ~ ~ IVI ~ ~ V
V ~ ~ I ~ I ~ ~ IVIVI IYo ~ ~ ~ ~ ~ ~ ~ ~ ~ Vo ~ ~ ~ ~ ~ IYI

II—li—ii~lI )I

V ~ VIV\ ~ ~ I \ ~ ~ ~ I ~ ovo I ~ IYI ~ ~ ~ ~ \ I ~ ~ 0

~V ~ Y ~ ~ ~ ~ 0 ~ 0 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 0 ~ ~ ~ \ ~ ~ ~

~YoYI ~ ~ Y ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ \ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ IIY ~ Vo ~ ~ I ~ ~ ~ IYI ~ ~ ~ ~ ~ ~ \ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~
~ ~ ~ 000 ~ I ~ I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I I ~ ~ IYI ~ ~ Vo ~ ~

~ ~ I ~'I ~ ~ ~ 'I ~ ~ ~ ~ ~
' ~ ~ ~ ~ ~ ~ ~ ~ ~ Ve ~YovoVIVI V V Y ~ ~ ~ \ ~ ~ ~ ~ ~ ~ ~ ~ IY ~ 0 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

~ 0 ~ \ 0 ~ ~ OVO ~ ~ ~ ~ ~ ~ ~ ~ \ \ ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

~ I ~ IY IYI ~ YI ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IV ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IVII ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~

V ~ ~ 0 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ OVO ~ ~ ~ OVI ~ ~ Ovo IVIV VI
~ IV\ V Y Yo ~ ~ \ ~ ~ ~ I ~ ~ VIVI IYo ~ ~ V Yo ~ ~ 0YoYo \ Yov VI ~ ~ IYI Ivo ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ ~ Ivo ~ ~ ~ \ \ ~ ~ ~ ~ ~ ~

Y V ~ ~ ~ I ~ Yo ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IVI~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IYo ~ ~ ~ ~ ~ ~ ~ 000 ~ ~ ooov ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ V ~ ~

~ IYo ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 0 \ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IYo ~ ~ ~ ~ ~ ~ \ Vo ov\ ~ IVI IY Vo IVIVIYo ~ ~ IYoYo ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IYI ~ ~ ~ ~ ~ ~ ~ ~ ovo ~
~ 0 ~ ~ ~ ~ ~ ~ OVO ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ \ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

~ IYIVIVIV I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ IY ~ ~ ~ \I ~ ~ I ~ ~ ~ ~ ~ ~ I ~ I ~ ~ OYI ~ IY ~ ~ ~ 0 ~ ~ ~ I ~ I 0 I ~ ~
0 ~ VIVI IYoY Vo ~ IVI ~ I I ~ ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 0 0 ~ IVI
~ ~ ~ 0 ~ ~ ~ Yo Vo ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ 0 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~

V IV Yo ~ ~ ~ ~ IYo ~ ~ ovo ~ IYo ~ IVIVI I V IYo IVIVI ~ I I
Y YI IY ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ I ~ Y~ ~ ~ ~ ~ ~ ~ IYo ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ IYI ~ ~ Y ~ V ~

~ ~ IYI ~ Ivo ~ ~ ~ ~ IVI ~ ~ ~ ~ ~ I ~ I ~ ~ ~ ~ IYI ~ ~ ~ I Y
~Y ~ 0 ~ ~ Yo ~ ~ ~ ~ ~ ~ ~ \ 0 ~ ~ ~ ~ I I IVIY ~ ~ 0 Y VI
V ovo ~ I I ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~ I ~ ~ ~ I 0vo~ ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~ ~ YO ~ ~

~WO ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~
~ ~ ~ 'Y ~ ~ ' ~ Y I ~ ~ ~ ~ ~ ~ I I ~ ~ Yo ~ ~ ' ~ ' ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ Yo ~ ~ ~Yo ~ ~ Yo I IYIYIYI V ~ ~ ~ I ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I I

~ 01V 0 ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ ~ I ~ ~ ~ ~ ~ I ~ \ ~ ~ ~ ~ ~ ~ I~ ~ ~ ovov ~ ~ \ ~ ~ ~ 0YI ~ ~ ~ ~ ~ ~ ~ ~ 0 ~ ~ ~ ~ ~ ~ ~ 00 0 0 I IVI ~ ~

~ VIY ~ ~ I ~ I ~ ~ ~ ~ ~ IYO Ovo I ~ ~ ~ IYI ~ ~ ~ ~ ~ ~ ~ Yo ~ ~
~ ~ IYI ~ ~ ~ ~ ~ ~ ~ \ ~ ~ ~ ~ ~ ~ ~ ~ OV ~ ~ 0 ~ 0 ~ ~ 0 ~ ~ ~ ~ ~

He-A3

Q~g: d~Qg ) (20)

where d is a unit vector in spin space. Since the charac-
teristic scale of the flow channel problem is considerably
shorter than the dipole length, gD 10s(„wemay as-
sume that d = const. In the slab geometry the order
parameter Q; possesses two complex components, Q and
Q, .

We assume that a~ and Q, do not depend on y. This
condition is strictly valid for the case when the TDGL
equations follow from the microscopic theory, as dis-
cussed above. For more general cases, one may consider
the Q; as the order-parameter components averaged over

FIG. 3. Experimental physical realizations of the flow ge-
ometry considered: (a) a slit of length L, connecting two ves-
sels of superfluid He-A; solid arrows display the l-vector tex-
ture, open arrow represents the current flow, j; (b) a section,
having length I, of a long flow channel with the current j
passing through. Boundary conditions are periodic along the
flow field.
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a =p e', a, =p, e'lfPz

At z = 0 and z = I we require that

ir
p, = p + —+ nb (k is an integer),

2

(21)

(22)

o p» Dp»

Bz Bz

~P» ~P»
Bt Bt

+a= +V=0. (24)

Since p is independent of z, Eqs. (22) and (24) are com-
patible. Equation (22) requires that the vectors Re(a)
and Im(a) are to be perpendicular to each other at z = 0
and also at z = I for the "pure" A phase, with p = p, .
The anisotropy vector l oc Re(a) x Im(a) is directed up-
wards for an odd k and downwards for an even k.

The boundary conditions (22)—(24) correspond to two
possible physical realizations: (a) a channel of length L,
connecting two containers with He in the A phase [it is
assumed that the / vectors in both containers are parallel
along y near the ends of the channel, see Fig. 3(a)] and

(b) a long channel where superfluid sHe is close to the
A phase, and distributions of p~, p„and j~'& possess
definite symmetry with respect to the lines z = 0 and I,
and repeat periodically along z; see Fig. 3(b).

In a long channel, Eqs. (22) to (24) are independent
of the actual conditions at the ends of the channel; they
are satisfied automatically on the lines z = const, about
which the distributions of p„p,and j~'& are symmet-
ric. These boundary conditions coincide with the class 1
conditions for the one-dimensional flow of He and re-
semble those used for simulations of phase-slip processes
in superconductors. ~

III. PHASE-SLIP SOLUTIONS

We now consider numerical results for phase-slip solu-

tions in superfluid He.

A. Numerical scheme

where the supercurrent

+to /2

w
(26)

is computed utilizing Eq. (14) with the known distribu-
tions of a~ and a, at the previous instants of time, solved
from the TDGL equations discretized in space. VVe use
a uniform mesh of spatial grid points for both the z and
z directions, with the discretization intervals equal to

Our numerical approach for solving the TDGL equa-
tions is that, for every time instant t, Eqs. (15) are
solved with respect to the complex functions a~(z, z;t)
and a, (z, z;t) with the chemical potential p(z;t) inte-

grated from

Bp(z;t), (,)(jz

Az = Az = 0.25 gz (T) in all the computations reported
in this paper. In each computer simulation, the time
step At was chosen sufficiently small to ensure an ac-
curate description of the temporal evolution —typically
At = 0.001 to, where to is as defined in Eq. (12).

Depending on the current j we obtain diAerent solu-
tions. There exists a critical current j, (generally a func-
tion of w and the applied boundary conditions, D versus

S) below which the solutions are stationary and the dis-
tributions of p» and p, are homogeneous in z with p = 0.
We discuss our results for the critical currents in Sec. IV.

For j ) j„wefind nonstationary nonuniform phase-
slip solutions. These have been obtained for several com-
binations of the channel sizes Lw, with I = 5—7 and
w = 5—25 for diA'use and specular boundary conditions.
The qualitative properties of the phase-slip solutions do
not depend on the boundary conditions, D versus S.

We shall describe in more detail the phase-slip solu-
tions obtained with the parameter u = 0.2 in Eq. (15).
We have made several runs with u = 1 as well; the results
are qualitatively similar.

B. Phase-slip scenarios

For currents j, & j ( 0.5, we observe one phase-slip
event in both p~ and p, per period within L. For the
width w = 5, the component a = 0, and a, oscillates
just as for phase slippage in the one-dimensional case.
For to = 6, the component a~ is finite. Slippages in p»
and p, occur on the line z = L/2. The modulus p van-
ishes almost simultaneously over the whole width. This
suggests a higher-dimensional counterpart of a phase-slip
center, a phase-slip line (PSL). Phase slippages in a, oc-
cur via periodic formation and motion of 2x vortices,
which nucleate at one side of the channel and move across
the flow along z = L/2 to the other side, according to
the direction of the Magnus force.

Examples of the periodic phase-slip solutions in their
limit cycles for a supercritical flow are illustrated in
Figs. 4—8 for diR'use and specular boundary conditions
for several combinations of the flow-channel dimensions,
tw.

Figures 4 and 5 show the superflow fields j~'1—(j~'1)

and j ', and the time-dependent distributions of the
chemical potential for the four chosen instants of time
[frames (ti) through (t4), respectively]. Figure 4 per-
tains to the channel size Lia = (6)(10) and the current

j = 0.225 with diA'use boundary conditions, while Fig. 5
is for Lia = (7)(10) and the same current with specular
boundaries.

Figure 6 shows distributions of p and p, for the situ-
ation in Fig. 4, while Fig. 7 gives p and p, for that of
Fig. 5. In these figures, one quite clearly observes the for-
mation and motion of a vortex in the a, component and
a PSL in the a component; moreover, these scenarios of
phase slippage are topologically quite equivalent for both
the diffuse and specular boundary conditions.

Figure 8 presents distributions of p~ and p, for consec-
utive instants of time for a broad channel with dimensions
Lm = (7)(25) and the current j = 0.225. Boundary con-
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ditions are diffuse. For such a wide channel we observe
vortices in both components, a and a, .

In the course of the passage of a vortex, see Figs. (4)
and (5), the magnitude of the chemical-potential differ-
ence ~p(L)~ is larger than in the absence of a quantized
vortex (t4), since a higher pressure is required to balance
the friction force acting on the moving vortex. At the
time when the vortex is passing, the net superHow is de-
creased; it can even reverse itself, the main current being
carried by the normal component.

The formation and motion of a vortex repeats period-
ically. For example, for Iti, L, and j, as in Figs. 4 and 6,
the period is 7.2 in the time scale (tii) of Eq. (2). When
the current approaches the critical threshold value j„the
period increases as is cormmonplace for critical slowing
down in general.

Figures 9(a) and 9(b) present hodographs at several
points in the channel for the cases depicted in Figs. 4

and 6, and 5 and 7, respectively. A slippage in phase
occurs where the trajectory first encircles the origin in the
Im(a, ) versus Re(as, ) plane. It follows from Figs. 9(a)
and 9(b) that, the phase slippages for both components
occur on the line z = L/2.

Since, owing to symmetry, the conditions in Eqs. (22)—
(24) are fulfilled also for the line z = L/2, the values
of the phases y and y, on this line are proportional
to time. Therefore, different slopes of the trajectories of
one component at the origin for varying z on the line
z = L/2 indicate that the corresponding phase under-
goes slippages for different times at these values of z. In
Figs. 9(a) and 9(b), we see that the slopes of the trajec-
tories for a, at the origin are difFerent for varying z, thus
indicating that there is a moving vortex. The slopes of
the a trajectories, on the other hand, are almost equal
for different z, which means that a PSI occurs.

C. Breaking of reflectio symmetry
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FIG. &. Superflow patterns (j„small arrows) and the si-
multaneous distributions of chemical potential p, along z for
the instants of vortex formation (ti), vortex motion (t2 and
ts), and for the vortex-free state (t4). Current j~ = 0.225,
the Sow-channel dimensions are m = 10 and I, = 6; boundary
conditions at the side walls are diffuse. [Figures 6 and 9(a)
also correspond to this case.] During the passage of a vortex
and just after it, the chemical potential ~II(L)~ is larger than
in the absence of vorticity, since a large value of (II[ is required
to balance the friction experienced by the vortex. The frames
are for the time instants tq ——tq + tp, t3 ——tq + 1.5tp, and
t4 = t~ + 2tp. The sequence repeats itself with the period
7.2 tp.

The a, vortex in Figs. 6 and 7 is nucleated at z =
+to/2, and it moves towards negative z. This behavior
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+ 1.25 tp, the period is 13.6 tp. [Figures 7 and 9(b)
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FIG. 6. Computed time evolution for the superfluid amplitudes p (z, x; t) and p, (z, x; t) for the same time instants and
values of all parameters as in Fig. 4. The boundary conditions at the side walls (x = kw/2) are diffuse. For the amplitudes
p, one sees a strong suppression, which develops into a phase-slip line (PSL) at t3. For the amplitude p, we observe a vortex
created at the right wall and moving towards left. At t&, it is just to the left (black spot) from the amplitude maximum
indicated by the brighter spot in the very right part of the frame. At t2 it has moved to the center of the channel, and vanishes
to the right wall at ts. At t4 the order-parameter distribution has returned to the initial state (For. the grayscale code of the
order-parameter amplitudes in Figs. 6, 7, and 8, see the inset on top of Fig. 8.)

corresponds to k = 0 in Eq. (22). For Ir = I, a vortex
with the opposite sign of circulation is nucleated at the
opposite side of the channel (z = —ts/2), and it moves
towards positive z.

This can be explained by the breaking of reAection
symmetry in z ~ —z; there exists a preferred direction
defined by the vector product I, x j for vortex motion. In
unison with surface tension, this gives a contribution to
the free energy that is proportional to n l x j, where n
is the wall normal.

In terms of the TDGL equations this symmetry break-
ing can be understood if we consider the equation for
p, on the line z = L j'2, where conditions (22)—(24) are
satisfied. We have

2
p»+ &,, —(3p, +p.p. )

Dp cIp, D'p
+2

~ ~ +D ~ p, ~sin((p, —p).
(27)

For even l", , the final term in Eq. (27) is positive at z =
—tu/2, but negative for z = +ur/2, owing to the sign of
Bp /Dz, since p = 0 at z = +to/2. Consequently, a
vortex can be nucleated more easily for z = +w/2. For

i:»+

FIG. 7. Time evolution of the amplitudes p»(», x; t) and p, (z, x; t) for the same values of parameters as in Fig. 5. Boundary
conditions are specular. One sees a phase-slip line in the component p, and a vortex (black spot) moving towards left in the
component p», just as in the case of diffuse boundary conditions of Fig. 6.
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FIG. 8. Time evolution of p (z, x; t) and p, (z, x; t) as in Figs. 6 and 7, but for a very wide channel with ur = 25, L = 7;
diffuse boundary conditions are applied. Here the period is 10to, the frames are taken at t2 ——t& + 0.5 to, t3 ——t& + 2.5 to, and

t4 = ty + 2.5 $p. A grayscale value is assigned to the amplitudes according to the code given at the top of the figure. At t&

there is a vortex in the p, component (the suppression denoted by the black spot close to the right wall). At t2 the vortex has

moved toward the left wall and a suppression of the p, component in the middle of the channel has occurred. At t3 a vortex

is formed in the p component, which at t4 has moved towards the left wall. Note that now both the components relax via

formation and motion of vortex structure.

odd Jh, the vortex nucleates at x = —w/2, instead.
Comparing Figs. 6 and 7 with Fig. 8, we observe differ-

ent types of phase-slip processes depending on the chan-
nel width. There can be phase-slip lines or vortices in one
or in both components of the order parameter. These are
finite-size effects due to the channel width: if the solu-
tion for p has to satisfy the boundary conditions p = 0
at x = kw/2, and also the condition p = 0 at x = 0
due to an a vortex in the middle of the channel, the
order-parameter component will have a very small am-
plitude for small m. This results in the formation of a
PSL instead of a vortex in the a component. The ef-
fect of a finite zo on the a, component is less prominent,
since there is no factor of 3 in the corresponding spatial
derivative terms for gradient energy.

The size effects due to finite L are observed in the
a, component. For L = 5, vortex formation in a, is
accompanied by a substantial suppression of p, on the

line z const, passing through the vortex along the
channel (a "laminar structure"). For the larger L = 6
and 7, this effect is less pronounced. The suppression of
p, is stronger on the background of the more developed
component p, as can be verified in comparing Figs. 6
and 8.

IV. DISCUSSION

A. Critical currents for vortex nucleation

The results obtained from extensive numerical compu-
tations for the critical current as a function of m for D
and S boundary conditions are collected in Fig. 10.

An analysis of the stationary solutions of Eqs. (14)
and (15) for low currents shows that for the very wide
channels, with m ~ oo, for which the distributions of p
and p, can be considered uniform over x and z, one has
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FIG. 9. Hodographs for the amplitudes a (full lines) and a (dashed) at different positions (z, x) in the two-dimensional
flow field. (a) For the diffuse case (Figs. 4 and 6), and (b) for the specular case (Figs. 5 and 7). Orbits for both a and a, at
z = I encircle the origin once, indicating phase slippage by 2m. The hodographs evolve gradually along z; they first develop
small loops that touch the origin at z = L/2, thus locating the phase-slip events for each component to the middle of the flow

channel,

1 2px =
2 ) pz = 4 q ) (28)

= 2jc 9 (29)

where 8&p, /Bz = Bp /Bz = q. Equation (28) applies
to both specular and disuse boundary conditions, since
the depressions of p and p, near the walls give only

negligible corrections. The supercurrent j,' = q —3q
has the maximum value

For a finite width, superfIuidity is preserved down to
m ~ 0 in the case of specular boundary conditions. For
small m there exists polar phase with p~ = 0 and constant
p~. Also in this case one finds j, = 9.

For diA'use boundary conditions at the side walls, su-
perGuidity in the channel and the critical current vanish
for m = x. With m ~ x, the maximum averaged super-
current density is

This coincides with the result of Fetter and Ullah, with
the proper choice for the order-parameter normalization.

(30)
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FIG. 10. Calculated critical currents j~ [in units of jo, de-
fined by Eq. (11)]for the diffuse (D) and specular (S) bound-
ary conditions as functions of m, the width of the channel [in
units of (7 (T), defined by Eq. (10)]. The circles indicate the
critical current obtained as the mean value of two currents,
such that the solution of the TDGL equations is stationary
for the lower current, while it exhibits phase slippages for the
higher current; the vertical bars denote the interval between
the two currents. Line (D) indicates that in region I the
solution for the diffuse case is stationary, while in region II
phase-slip solutions are encountered. Correspondingly, curve

(S) demarcates the regimes of stationary and periodic (region
III) solutions for the specular boundary conditions.

B. Models for vortex nucleation

It is interesting to relate our results for the crit-
ical current with known models of vortex nucleation
in superfluids. When superfluid helium is flowing

The circles in Fig. 10 display the values for the critical
current j, obtained by direct numerical solution of the
dynamic equations (13)—(15). For j, at each tv, we take
the mean value of two neighboring currents j„andj„
(j,, & j,, ), such that the solution remains stationary for

j = j„,while it is nonstationary already for j„.The
error bars in Fig. 10 indicate the intervals between j„
and j„.

For specular boundary conditions, there exists a min-
imum in j, as a function of tv due to a transition from
the polar phase with p, = const to the A phase with
a nonuniform distribution of p~. The critical current
initially decreases with increasing m; it then seems to
increase slowly, which can be seen from the fact that
the time period of phase-slip oscillations at j =j„in-
creases, thus indicating a decrease in the normal current.
The critical current seems to saturate for both specular
and diffuse conditions with further increase in te. Note
that the critical current for the vortex nucleation in wide
channels need not coincide with the bulk pair-breaking
current because of the effects of walls which may promote
the formation of vortices.

This critical velocity indicates when vortices can exist in
the channel; the other aspect of the problem is how they
can be created there in the first place. One possibility
is the nucleation of vortices at the walls of the channel.
However, the presence of the surface-energy barrier hin-
ders the nucleation of vortices.

In superfluid He II, this barrier can be lowered by
surface roughness; this promotes the formation of small
vortex loops, which then can grow, for example, due
to thermal activation. so The surface barrier may also
be overcome by quantum tunneling. In superfluid He,
surface roughness also promotes vortex formation, since
it suppresses the order-parameter components near the
walls, thus decreasing the energy barrier. For a smooth
surface, however, the barrier is very high at low velocities,
especially as it is to be compared with the much lower
temperatures pertaining to the existence of superfluidity
in 3He.

According to the theory of vortex nucleation in He II
of Ref. 31, which can also be applied to superfluid He,
the energy per unit length of a quantized vortex line due
to its interactions with the wall and with the superfluid
flow is, in order of magnitude,

zh p, ( z+( 4mzv, )
4mz ( ( fi )

where z is the distance between the vortex and the wall,

( is the vortex-core size, and v, is the flow velocity. Equa-
tion (32) applies to a single-quantum vortex with the "su-
perfluid particle" mass 2m. The first term is due to the
attraction of the vortex to the wall, while the second one
describes the interaction between the vortex and the flow
(the Magnus force). The limit for the validity of Eq. (32)
is z » (. However, it may be used as an interpolation
down to z (, since it accounts for the vanishing of en-
ergy as z -+ 0. The energy barrier is [i.e. , the maximum
of Eq. (32) as a function of z]:

(32)

7I'Tl pg vg v )E = In —' —1+—
~4m~ v v )

En, ~„vanishes at v = v„where

(33)

h
(34)

This is the critical velocity at which vortices are spon-
taneously formed off the walls of the channel. It differs
from Eq. (31);however, these two critical velocities agree
in their order of magnitude for channel sizes R (.

In He II, where f is small, the critical velocity in
Eq. (34) is very high. However, v, for sHe is much lower
and can be attained rather easily experimentally. For sin-

through channels having relatively large cross sections
of characteristic transverse size R, friction arises at quite
low flow velocities. It is supposed that dissipation is pro-
duced by the moving vortices and that it begins when
the flow velocity exceeds the critical velocity introduced
by Feynman:

(Rl
vFeynman (x
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gular vortices with ( ((T), the order of magnitude for
the critical velocity is the pair-breaking velocity (about
10 cm/sec), which is independent of the channel size.

For continuous vortices in He-A, the vortex-core size

( is considerably larger and can be even on the order of
the channel size, R, and hence the critical velocity is con-
siderably diminished. This conclusion agrees well with
the experimental observation that it is very difficult to
produce singular vortices in the B phase by rotating the
container, unless the velocity of rotation is quite high,
whereas continuous vortices in the A phase can be pro-
duced easily.

These simple arguments for the critical velocity of
spontaneous vortex formation (see also Refs. 1, 28, and
33), well agree with the results of our numerical com-
putat, ions for tlie critical current. The data in Fig. 10
yields directly the value of the current above which there
appears an instability against vortex formation. The crit-
ical current saturates for large u, in agreement with the
observation that the critical velocity (34) for the nucle-
ation of vortices with core radii on the order of ((T) does
not depend on the channel size.

it seems highly probable that the microscopic state of
the superfluid in the weak link is fixed locally by the
presence of the walls; this conforms with our model for
the fiow channel, see Fig. 3(a). These experiments were
conducted at 28.4 bars; they produced a staircase pat-
tern analogous to that first found in He II. The staircase
structure may be associated with the appearance of new
lines across the channel along which vortices are travers-
ing.

In our numerical simulation, the pressure difference be-
tween the ends of the channel increases during the pas-
sage of a, vortex and then relaxes to the value determined
by the difference j—j,. This situation differs from that in
the experiment, where the pressure at the channel ends
was kept constant. The approach used in the present
paper can be applied also for the problem with a given
pressure difference, the results are planned to be pub-
lished elsewhere.

D. Summary

C. Superfiuid-core vortices

We have found various types of phase-slip processes
depending on the channel width w. For small ui, vortices
in p, occur in conjuction with phase-slip lines for p .
For wider channels (tu ) 15) we observe vortices in both
components. One can describe the solutions in terms of
a global order-parameter phase, p, defined, for example,
as p = p, (L), since the phase difference p, —p is fixed
for z = L. The phase-slip solutions of both types are
equivalent to 2x vortices in y passing across the channel:
the global phase y relaxes through 2ir after each phase-
slip event, as can be verified with help of the hodographs
in Figs. 9(a) and 9(b).

A characteristic feature of the phase-slip solutions ob-
tained is that even though the phase slippage for each
component takes place on the line z = L/2, the points
where p, = 0 never coincide, except for the possible
situation when a vortex in one component (or a PSL)
catches up a vortex in the other one.

This can be seen in particular from the hodographs in
Figs. 9. On the line z = L/2 the trajectories in the ori-
gin intersect each other at different angles for varying z;
therefore, the phase slippages in both components take
place through different time intervals for the correspond-
ing z.

In other words, the vortices obtained have superfluid
cores, despite the fact that the L vector is fixed. In
contrast, to the continuous vortices in the A phase with
even number of circulation quanta, these singularities are
singly quantized. This does not contradict the general
topological classification of defects in superfluid He,
since here the superfluid vortex cores are on the order of
the coherence length, ((T). The momentum-space topol-
ogy of these vortices is similar to that for phase-slip cen-
ters in the one-dimensional flow.

First experiments on phase slippage in superfluid He-
A have been reported recently. In these experiments,

We have considered vortex formation in a channel un-
der a fixed total current of He flowing through it; we
have confirmed Anderson's scenario~ for superfluid phase
slippage through the traversal of quantized vortex lines.

In conclusion, we have studied t,he formation and struc-
ture of vortices in two-dimensional flow of superfluid
He-A through a channel with transverse dimensions on

the order of the coherence length, using computer sim-
ulations of time-dependent Ginzburg-Landau equations.
Depending on the channel width, phase-slip processes
in the two-component order parameter for He-A can
take place via the formation of vortices or phase-slip
lines in one or both components of the order parame-
ter. The phase-slip objects generated are singly quan-
tized superfluid-core vortices with a fixed orientation of
the L vector, in contrast to the continuous vortices in bulk
superfuid 3He-A.

Phase coherence in superfluids and superconductors
is a fundamental physical property, which arises from
the very existence of a macroscopic quantum-mechanical
order-parameter field reflecting the broken gauge sym-
metry. The order parameter in superfluid He pos-
sesses a particularly rich multicomponent structure; it
may prove useful for corresponding investigations of high-
temperature, heavy-fermion, and other novel supercon-
ductors exemplifying exotic pairing and exhibiting non-
trivial superconducting order parameters with internal
degrees of freedom.
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