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Amorphous-silicon thin-film transistors show a threshold voltage shift when subjected to prolonged
bias stress. For transistors made with silicon oxide as the gate dielectric, the threshold shift induced un-
der positive bias is due to the creation of dangling-bond states in the a-Si:H at low energy (D, states).
The threshold shift induced by negative bias stress is due to the creation of dangling-bond states at a
higher energy (D, states). In transistors made with silicon nitride as the gate dielectric, positive bias
stress causes an increase in the density of D, states, but negative bias stress causes mainly a reduction in
the density of D, states. Positive bias annealing of both oxide and nitride transistors leads to an increase
in the density of D, states and a reduction in the density of D, states. Negative bias annealing leads to a
reduction in the density of D, states and an increase in the density of D, states. The magnitude of each
change depends on the initial Fermi-level position, which is the main difference between our oxide and
nitride transistors. The results are explained by a defect-pool model for the dangling-bond states in
a-Si:H. Dangling bonds are formed by a chemical equilibration process, resulting in the formation of
dangling bonds in each of the possible charge states. This leads to a density of states in a-Si:H consisting
of coexisting components formed as negatively charged dangling bonds (D, states), positively charged
dangling bonds (D, states), and neutral dangling bonds (D, states). Fitting the calculated density of
states to the experimental results determined from the transistor characteristics leads to the conclusion
that the density of D, and D, states dominates over the D, states, for all Fermi-level positions. We
therefore conclude that there must be substantial densities of charged dangling bonds, even in undoped
a-Si:H. Because of the wide energy separation of the D,, Dy, and D, states, virtually all the states in the
lower part of the gap are D, states and all the states in the upper part of the gap are D, states. Raising
the Fermi level increases the density of D, states and lowers the density of D, states, but the density of
D, states remains the same. Lowering the Fermi level increases the density of D, states and reduces the
density of D, states. Bias stress of nitride transistors, at much higher fields, leads to larger threshold
voltage shifts, due to charge trapping in the nitride. Subsequent annealing leads to a new zero-bias
thermal-equilibrium density of states. Transistor characteristics can be optimized in this way.
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Amorphous-silicon thin-film transistors (a-Si TFT’s)
are important electronic devices with widespread com-
mercial applications in liquid-crystal displays, page-width
printers and matrix image sensors. In addition to the
practical applications, amorphous-silicon thin-film tran-
sistors are of great interest for the insight they provide on
the fundamental physics of amorphous silicon. The abili-
ty to move the Fermi level through most of the band gap,
by applying a gate voltage, without the complication of
introducing dopant atoms, allows important information
to be gained. This dual role is particularly significant
when it comes to the study of the instability mechanisms
in TFT’s.

The most important instability in a-Si TFT’s is a
threshold voltage shift that is observed after the pro-
longed application of a gate voltage {(bias stress). This
threshold voltage shift can limit the use of the devices in
some demanding applications and has therefore been
studied extensively in order to identify the physical mech-
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The technologically most important TFT currently
uses silicon nitride as a gate insulator, and early work in-
terpreted the threshold voltage shift solely as charge trap-
ping in the gate nitride, which is known to contain a large
number of traps.! Later work showed that there were
two distinct mechanisms responsible for the threshold
voltage shift, namely charge trapping in slow states in the
nitride and the creation of additional fast states in the a-
Si:H.? Detailed studies of the time, temperature, and bias
dependence of the threshold shift showed that the state
creation dominated at low positive bias and exhibited a
power-law time dependence and a thermally activated
temperature dependence, while the charge trapping dom-
inated at high positive bias and showed a logarithmic
time dependence and a weak temperature dependence.®*

Further experiments showed that state creation was
the only significant mechanism in transistors made with
thermal silicon oxide as the gate insulator. States were
created for both positive and negative bias and, further-
more, the energy of the created states were different when
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the states were created under electron accumulation or
hole accumulation.® In addition, we have recently stud-
ied the equilibration of deep states in TFT’s, using the
technique of bias annealing, and interpreted the results in
terms of a defect-pool model for Si dangling bond-states
involving the creation and annealing of dangling-bond
states at different energies in the band gap.®’ Detailed
investigations by Jackson have suggested that the equili-
bration mechanism is associated with the diffusive motion
of hydrogen,®® due to the observation of stretched ex-
ponential time dependence, as originally reported for a-
Si:H by Kakalios, Jackson, and Street.!° However, Cran-
dall'! proposed a model not requiring long-range diffusive
hydrogen motion, which also produces stretched ex-
ponential behavior.

The mechanism responsible for the threshold shift in
nitride transistors under negative bias stress is less clear.
Negative bias induces a negative threshold shift, which
we and others had associated with positive charge trap-
ping in the nitride.>® However, recently, Gelatos and
Kanicki!? have noted a similar time and temperature
dependence of the positive and negative shifts and associ-
ated both with charge trapping. In this paper, we present
results of the time, temperature, and bias dependence of
the threshold shift for both positive and negative bias.
We find that for low negative bias the dominant mecha-
nism is the bias-stress-induced removal of states. Charge
trapping dominates at high negative bias in the same way
as it does for high positive bias.

We present a unifying description of the state creation
and state removal processes in terms of a defect-pool
model involving states at different energies in the band
gap. The model is applied to both oxide and nitride
transistors. The main difference between our oxide and
nitride transistors is the positive fixed charge in the ni-
tride, giving an electron accumulation at zero bias, which
affects the initial equilibrium density of states. For ni-
tride transistors, further charge trapping in the nitride
alters this “quasi-fixed” charge and we show how the in-
terplay between charge trapping and the creation and re-
moval of states in different parts of the band gap can be
used to produce optimum transistors for device applica-
tions.

BIAS STRESS

The key method used to identify the different mecha-
nisms in a bias stress experiment is the simultaneous mea-
surement of the transfer characteristics before and after
the bias stress on an n-channel and a p-channel transis-
tor.2%~7 The expected observations are summarized in
Fig. 1. Creation of states in the upper part of the band
gap (above the zero-bias Fermi level) leads to a positive
shift of the electron threshold voltage (V%), an increase
of the electron prethreshold slope (dV, /d logolsp) and
a negative shift of the hole threshold voltage (V).
Creation of states in the lower part of the band gap leads
to a positive shift of the electron threshold voltage, a neg-
ative shift of the hole threshold voltage, and an increase
of the hole prethreshold slope. Charge trapping in the
gate insulator under positive bias leads to a positive shift
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FIG. 1. Schematic representation of the effect of state
creation and charge trapping on the transfer characteristics of
a-Si:H TFT’s. Solid line—initial characteristic; short dashed
line—state creation in the lower part of the band gap; chain
line—state creation in the upper part part of the band gap; long
dashed line—negative charge trapping in the gate dielectric.

of both electron and hole threshold voltages, with no
change in either prethreshold slope. The removal of fast
states in the @-Si:H and charge trapping in the gate
dielectric under negative bias lead to the inverse effects.
The clear distinction between the effects requires simul-
taneous measurements on n- and p-channel TFT’s.

A detailed analysis of both transfer characteristics can
give the energy-dependent density of states throughout
the band gap, using the field-effect method.!>!* The sepa-
ration of the electron and hole threshold voltages gives an
indication of the integrated density of states in the amor-
phous silicon (cm™2), provided the Fermi level is swept
through all the deep states between the two threshold
voltages.>’

Figure 2 shows examples of experimental results for
positive and negative bias on oxide and nitride transis-
tors. In this figure, we plot the normalized transfer
characteristics, as the sheet conductance (Q/0)7!
against the total-induced charge density (electrons/
cm™2). The sheet conductance is proportional to the
source-drain current and the induced charge density is
proportional to the gate voltage,

G =Ig, /Vsp(W/L)
Q = VGeins/qdins ’

where Igj, is the source-drain current, Vg, is the source-
drain bias, W /L the TFT channel width-to-length ratio,
V¢ is the gate bias, €, ; the gate insulator dielectric con-
stant, and d;,, is the gate insulator thickness. Plotting
the results in this way normalizes them for different gate
insulator materials and TFT geometrical parameters.

For oxide transistors, Fig. 2(a) shows that state
creation dominates for both positive and negative bias.
States are created in the lower part of the gap for positive
bias and in the upper part of the gap for negative bias.
For nitride transistors at low bias [Fig. 2(b)], the results
show that state creation in the lower part of the gap dom-
inates for low positive bias, while at low negative bias the
dominant mechanism is the removal of states from the
lower part of the band gap. However, at higher bias, Fig.
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FIG. 2. The effect of bias stress on the normalized transfer
characteristics of a-Si:H TFT’s. Solid lines—before bias stress;
dashed line—after positive bias stress; chain line—after nega-
tive bias stress. (a) oxide transistors, (b) nitride transistors at
low bias, (c) nitride transistors at high bias. The stress condi-
tions were as follows: (a) positive stress, +25 V, 25°C, 6 X 10°s;
negative stress, —25 V, 25°C, 6X10° s; (b) positive stress,
+60 V, 40°C, 4X 10° s; negative stress, —20 V, 80°C, 1X10° s;
(c) positive stress + 100 V, 25°C, 1X 10 s; negative stress — 100
V,25°C, 1X10%s.
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FIG. 3. Energy-dependent density of states for an oxide
transistor, before (solid line) and after (dashed line) positive bias
stress and negative bias stress (chain line) (Ref. 3).
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2(c) shows that charge trapping becomes the dominant
mechanism and that this occurs for both high positive
and high negative biases.

Figure 3 shows the calculated density of states for ox-
ide transistors, using the conventional field-effect anal-
ysis, before and after positive and negative bias stress.
Clearly, the states are created at different energies.’

Having identified the fact that each mechanism dom-
inates in different bias ranges, we can gain more informa-
tion by measuring the time, temperature, and bias depen-
dence of each mechanism independently. Figures 4-6
show examples of the bias, temperature, and time depen-
dence of the threshold voltage shift for n-channel TFT’s
with a silicon nitride gate insulator. These transistors
were made in a different growth system to those reported
earlier,~* but the results for positive bias show the same
general trends as previously reported. The new observa-
tions are the state reduction for negative bias and the
transition to a charge-trapping regime at high negative
bias.

In Fig. 4, we plot the threshold voltage shift as a func-
tion of the applied gate bias, which is maintained con-
stant during the stress time. The stress time and temper-
ature are fixed at 10° s and 25°C, respectively. For posi-
tive bias, the threshold shift increases roughly linearly
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FIG. 4. The bias dependence of the threshold voltage shift
for an n-channel nitride transistor. For each point the thresh-
old shift is measured for a constant bias Vs maintained for a
fixed constant time ¢ = 10° s and temperature T =25°C.



45 DEFECT POOL IN AMORPHOUS-SILICON THIN-FILM TRANSISTORS

10 ¢ T T n ]
T djps = 0.59um \ Veg=+20V
B t = 10%s 7]
S [ AN ]
> [ <N
2 | Vg = -20V 4
t = 10% \z\
100 1 1 1
25 27 29 3.1 3.3

1000 /7 (K™

FIG. 5. The temperature dependence of the threshold volt-
age shift for an n-channel nitride transistor, for the low bias re-
gion. Triangles—positive bias stress; open circles—negative
bias stress. The threshold shift is measured for a fixed time
t=10* s and fixed bias Vgz=+20 V (positive stress) and
Vee = —20 V (negative stress). Note that AV7 is positive for
positive bias and negative for negative bias.

with Vg — V§ up to about 50 V, then there is a transition
at V=55 V, above which the threshold shift is dom-
inated by charge trapping in the nitride. The charge-
injection mechanism is strongly field dependent, so in a
constant bias stress experiment the measured threshold
voltage shift increases strongly above the transition volt-
age. For negative bias, we see a similar transition at
about V;p = —30V, although some component of charge
trapping is also measured at lower bias.

Figure 5 shows the temperature dependence of the
threshold voltage shift measured for a constant time of
10* s and for a constant bias of either +20 or —20 V.
The temperature dependence measured this way is
thermally activated, with an activation energy E;=0.4
eV for positive bias and E,=0.25 eV for negative bias.
Figure 6 shows the time dependence of the threshold shift
measured for positive and negative bias, at constant tem-
perature. The positive bias data is measured using the
technique of constant-current bias stress, as previously
described.* There is a power-law time dependence for
both polarities. Clearly there is a similarity between the
state creation mechanism for positive bias and the state
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FIG. 6. The time dependence of the threshold voltage shift
for an n-channel nitride transistor.
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removal mechanism for negative bias. If we write the re-
lation for the threshold shift as AV~ (t/t,)P, then the
activation energy of the 7, term is given by E,=E_ /B,
which is found to be about 0.9 eV for positive bias and
also about 0.9 eV for negative bias. These energies are as-
sociated with a barrier to defect formation or defect re-
moval.

Similar experimental results were reported by Gelatos
and Kanicki,'? but they inferred there was charge trap-
ping for both polarities and identified the barrier with
some sort of activated charge injection. The results in
Fig. 2(b) show clearly that there is mainly state creation
and state reduction at these low biases.

BIAS ANNEALING

It is now well established that the density of states in
a-Si:H is dependent on thermal-equilibrium processes and
that a movement of the Fermi level away from midgap
causes the density of states to increase.!>!® In the bias-
annealing technique, we apply a bias to the transistor, an-
neal to 200 or 240°C and then cool to room temperature
with the bias still applied. With this technique, we ex-
plore the thermal-equilibrium density of states and inves-
tigate how this is changed by annealing with a bias ap-
plied.%” The bias moves the Fermi level in the interface
region and the annealing causes the density of states to
reequilibrate to the new Fermi energy. The integrated
density of states (cm ~2) and the energy-dependent densi-
ty of states, before and after the bias anneal, can be deter-
mined from n-channel and p-channel characteristics as
before.

Figure 7 shows the integrated density of one-electron
states, N,,, =2Npglcm ~2)=C(V£—V}), as a function of
the conductance activation energy after bias annealing
(with the bias still applied). Npg is the density of dan-
gling bonds and the factor of 2 is because these are am-

(-10)  OXIDE

Ny ( 102 cm™2)

FIG. 7. The integrated density of states Nyror =2Npg, given
by C(V§— V%), as a function of the conductance activation en-
ergy after bias annealing, for both oxide transistors (squares)
and nitride transistors (circles). Vertical arrows indicate the
zero-bias-anneal position. Figures in parentheses indicate the
bias-anneal voltages.
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photeric states. The conductance activation energy is a
measure of the Fermi-level position at the gate insulator
interface, under which the material has reequilibrated (a
statistical shift has to be taken into account to give the
true Fermi level). The figures in parentheses give the
bias-anneal voltages. Positive and negative bias anneal-
ing of oxide transistors create more states, whereas nega-
tive bias annealing of nitride transistors reduces the in-
tegrated density of states. It is significant that the zero-
bias integrated density of states is higher for the nitride
transistor, yet by negative bias annealing, this can be re-
duced to a lower value than can be obtained on the
transistor with a thermal oxide gate insulator.

Figure 8 shows the transfer characteristics for oxide
and nitride transistors after various extreme bias-anneal
voltages. For the oxide transistors there is an approxi-
mately symmetric shift of the threshold voltage with a
clear increase or decrease in the prethreshold slopes. For
the nitride transistor, negative bias annealing greatly
reduces V5 — V%, but the mean threshold voltage moves
to a more negative value indicating some charge injection
in the nitride as well. Nevertheless the hole threshold
voltage still moves to a more positive value and the
prethreshold slope (dV; /d log,olsp ) is decreased.
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FIG. 8. Normalized transfer characteristics after bias anneal-
ing with various voltages for (a) oxide transistors and (b) nitride
transistors. The curves are labeled by the bias-annealing volt-
age.
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Figure 9 shows the corresponding calculated energy-
dependent densities of states. The field-effect analysis as-
sumes a homogeneous density of states, but in reality the
result represents an average density of states, which is
weighted towards the interface and thus reflects the
equilibrated density of states for the Fermi energy at the
interface.’

Positive bias annealing increases the density of states in
the lower part of the band gap and reduces the density of
states in the upper part of the band gap. Negative bias
annealing increases the density of states in the upper part
of the band gap and reduces the density of states in the
lower part. The overall effect depends on the initial start-
ing condition and the new equilibrium Fermi energy.
The low conductance activation energy at zero bias, for
our nitride transistors, reflects the zero-bias electron ac-
cumulation layer in a-Si:H, which is present due to a pos-
itive fixed charge located in the silicon nitride. The
reduction in the density of states for negative bias anneal-
ing simply reflects the reequilibration to a Fermi energy
nearer to midgap.

In Fig. 7, we saw a similarity between the results for
oxide and nitride transistors, when plotted against the
conductance activation energy (a measure of the Fermi-
level position). The difference in the absolute densities of
states for the same Fermi-level position may reflect some
real material differences in the structure of the a-Si:H
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FIG. 9. The energy-dependent density of states after bias an-
nealing with various voltages. The results are calculated from
the transfer characteristics of Fig. 8: (a) oxide transistors, (b) ni-
tride transistors.
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near the interface. We are investigating this in a number
of material systems and some preliminary results compar-
ing different oxide transistors have been presented."
Further material systems are currently under investiga-
tion.

THE ROLE OF THE DEFECT POOL

In this section we discuss the physics of the state
creation and state removal processes. We base our dis-
cussion on the model that the defects are all Si dangling
bonds which are formed by the breaking of weak silicon-
silicon bonds.!®'® This may involve the diffusive motion
of hydrogen,®~1° although the specific microscopic mech-
anism is not essential to our discussion here.

The kinetics determining the rate of defect formation
and the equilibrium defect densities can be understood
with the aid of a configuration coordinate diagram such
as that shown in Fig. 10. The weak bond state is convert-
ed to a dangling bond, which is either positively charged
or negatively charged, depending on whether the states
are created under electron or hole accumulation,

Si)’+e—Siy,”, (1)
Si>+h—Siy* . 2

The Si;~ and Si;* states are the negatively and positively
charged Si dangling-bond states, alternatively labeled D~
and DV,

The diagram in Fig. 10 represents the situation for de-
fects formed at a single energy under electron accumula-
tion, i.e., with the Fermi level raised toward the conduc-
tion band. The barrier and formation energy for the D *
state is higher than for the D ™ state and, therefore, reac-
tion (1) occurs. A separate diagram is needed for hole ac-
cumulation, when the barrier and formation energy is
lower for the D * state and reaction (2) occurs.

The process during a bias-stress experiment is to con-

FIG. 10. Energy configuration coordinate diagram indicating
the interconversion of weak bonds (WB) and dangling bonds
(DB). ¢ is the barrier to defect formation, E¢,, is the formation
energy. A¢ and AE;,, are the differences due to the charge
state of the defects D and D~. AEg,,=2E—E*)—U,
where U is the correlation energy and E* is the energy of the
defect in the gap. ¢ and Eg,,, also have a distribution of values
over the different sites in the amorphous network.
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vert weak bonds into dangling bonds by the above reac-
tions. The rate of creation of dangling bonds depends on
the density of weak-bond sites, the number of electrons,
and the barrier to formation ¢. We note that the density
of dangling bonds is, in general, much less than the densi-
ty of weak bonds, which can therefore be considered con-
stant. The rate of formation does not depend on the for-
mation energy Eg,., since the bias used is large and the
reverse transition rate is negligible in comparison. If
there were a single value of ¢ for all sites, then the defect
formation rate would be constant. Therefore, there must
be a distribution of barrier heights, such that the sites
with the lowest barriers convert first and as the stress
time progresses, the barrier increases slightly, reducing
the rate of defect formation.

The power-law time dependence observed experimen-
tally in Fig. 6 is consistent with an exponential distribu-
tion of barrier heights.”~!! The fact that  is different for
the creation and reduction of dangling bonds implies that
there is a different distribution of barriers for the forward
and reverse reactions. However, the activation energy of
the ¢, term is closely related to the maximum barrier ac-
cessible on the time scale of the experiment, which is
similar for the forward and reverse reactions. We find
the power B to increase with temperature, but it is not
found to be proportional to absolute temperature as pre-
dicted for an exponential distribution of barrier heights.'°
For nitride transistors,  varies from 0.4 to 0.6 for tem-
peratures increasing from 40 to 100°C,* while for oxide
transistors, we find 8 varies from 0.2 to 0.4 over a similar
range, with the activation energy of the ¢y term again be-
ing about 0.9 eV. Further work is needed to properly ac-
count for the difference in 5, while maintaining an ap-
parently constant ¢.

The process of bias annealing also interconverts weak
bonds and dangling bonds. The key difference is that
now the temperature is raised, increasing the rates of
both the forward and reverse reactions. The equilibrium
distribution depends on the formation energy E; .., but
not on the barrier height ¢. Only the time to reach equi-
librium depends on the barrier height.

A crucial point, first pointed out by Bar-Yam and
Joannopoulos,? is that the formation energy depends on
the charge state of the defect and that the difference be-
tween the formation energy of a D~ or a D state and a
neutral defect depends on both the Fermi energy and the
energy of the defect itself. These facts are the essential
ingredients of the so-called defect-pool model.?%2!

When a D~ state is formed, the defect formation ener-
gy is lowered from that a neutral defect by the energy of
an electron falling from the Fermi level to the defect en-
ergy. When a DV state is formed, the formation energy
is lowered by the energy of an electron falling from the
defect to the Fermi energy. The difference in formation
energy for a defect formed asa D~ or a DV, at a single
energy E* for a given Fermi energy position (as in Fig.
10), is given by

AE; . =2E.—E*)—U, &)

where E; is the Fermi energy, E* is the defect energy,
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i.e., the +/0 transition energy, and U is the correlation
energy.'®

If we identify the formation energy of the neutral de-
fect with the one-electron energy difference between the
valence-band states (the weak bonds) and the dangling-
bond energy,'®!® then the expressions for the formation
energies of charged defects reduce to

Etom(D)=E,—E, , 4)
Eym(D " )=2E*—E,+U—E,, (5)

where E, is the valence-band energy.

If we now introduce the concept of a pool of potential
defects, P(E), which is the distribution of energies at
which a defect could form, then the distribution of de-
fects which are actually formed, D (E), depends on the
product of P(E) and the probability of defect formation
at an energy E.

D(E)=P(E)exp( —E, /kT*) , (6)

and there are separate contributions to D (E) for each
charge state. Because the formation energy for the D~
states depends on the energy of the defect, D (E) for the
D~ states has a peak which is shifted from the peak in
P(E). The peak for the D™ states coincides with the
peak in P(E) at E,, since the formation energy of the D +
states does not depend on the defect energy. If P(E) is
taken to be a Gaussian, then Eq. (6) gives the product of a
Gaussian and an exponential, which gives another Gauss-
ian of the same width, but with the peak shifted. The en-
ergljgz shift of the peak in D (E) for the D~ states is given
by

AE=20%/kT*—U , (7

where T* is the equilibration temperature and o is the
width of the Gaussian distribution. Note that in the case
of the D~ states, we have temporarily reverted to the no-
tation that E is the energy of the 0/ — transition, which is
U higher in energy, than the + /0 transition.

If we associate the weak-bond energy with the specific
valence-band tail states, which are exponentially distri-
buted, then Eq. (6) is replaced by an integral over the tail
states and the Boltzmann factor is replaced by a Fermi-
Dirac-like distribution function.’® Making the approxi-
mation, E,>kT*, and because the integral of an ex-
ponential is also an exponential, this leads to expressions
similar to Egs. (6) and (7), with kT* being replaced by
E,, the characteristic energy of the exponential tail-state
distribution, and E, replaced by E,=0. The density of
states is still the product of a Gaussian and an exponen-
tial, leading to the same expression for the energy shift of
the peak.?®

In Fig. 11, we show the resulting density of states, cal-
culated for each charge state. The coexistence of states
formed in each charge state was pointed out by Schumm
and Bauer.?? In Fig. 11, we introduce the labeling of the
states as D,, for the states formed as D ~, under electron
accumulation, and D, for the states formed as D™, un-
der hole accumulation. We also include in this figure the
fact that some states can be formed directly as D,,?° here
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FIG. 11. The calculated density of states in a-Si:H. D,, D,,
and D, are states initially formed as D™, D*, and DY, respec-
tively. States corresponding to the +/0 and 0/— transitions
for each type of state are marked in each case. All states would
be detected in any spectroscopy technique, like the field effect.
The valence-band and conduction-band tail states are also indi-
cated as exponential distributions. The valence-band tail corre-
sponds to the E used in the calculations.

labeled as D,,.

In this diagram, we also label all the states that would
be detected in a field-effect experiment, i.e., each of the
D,, D,, and D states have +/0 and 0/— transition en-
ergies marking the position of the single- and double-
occupancy levels, separated by U, all of which would be
detected. Thus, for example, we can distinguish D, ", Deo,
and D,", being the different charge states of the D, states.
DQ and D,' are states which are formed as D, states, but
lose one or two electrons when the Fermi level is swept
through them. We must remember that the states are
frozen in on cooling and the shift of the Fermi level will
not alter the density of states on the time sale of normal
device operation at room temperature.

The correlation energy is positive for all states. The
fact that the D,(0/—) energy is lower than the D,(+ /0)
energy results from the broad spread of possible
dangling-bond energies. Physically we associate the
different dangling-bond energies with different sites of the
dangling bond and the spread in energies with the
different local environments at each site. A D, state be-
comes a D," when it loses two electrons, not a D, which
is a different state at a different site.

In this picture, the density of states in a@-Si:H is dom-
inated by dangling bonds that are formed either as D,
states or as D, states by one of the reactions (1) or (2).
The additional states from the reaction that forms D,
states directly,?’ are relatively fewer in number, even in
undoped a-Si:H with the Fermi level near mid-gap.?? In
undoped a-Si:H there will, therefore, be substantial num-
bers of charged defects. We note, however, that some
neutral defects come from D2 and D states and not just
from D, states, while some D, states exist in their
charged state (D or Dg ).

In Fig. 12, we show the calculated effect of changing
the Fermi level on the equilibrium density of states distri-
bution. Lowering E, leads to an exponential increase in
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the density of D, states and an exponential decrease in
D, states [Fig. 12(a)], whereas raising E, does the oppo-
site [Fig. 12(b)].

The energy position of the D, and D, states does not
change. However, the nature and, hence, the energy po-
sition of the majority of the states changes from D, to D,
as the Fermi level moves through the energy gap. Note
that the directly formed D, states have a constant densi-
ty. Refinements of the model to include the entropy con-
siderations of specific microscopic mechanisms have been
made, which affect the calculated absolute densities of
states, but not the energy spectrum.'®2%22 In fact, we
used the full integral expressions with the entropy ap-
propriate to one H atom involved in the microscopic
mechanism,? in calculating the results in Figs. 11 and 12.
However, this does not affect the spectral distribution or
the relative magnitudes of each component in the density
of states.

The results were obtained with E,=1.4 eV, U=0.2
eV, 0=0.116 eV, and 202/E,=0.9 eV, which were
chosen to give the best fit to the experimental results.
These values lead to an energy difference between the
D,(0/—) and D,(+ /0) peak positions of 0.7 eV, which
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FIG. 12. The calculated effect of moving the Fermi level on
the density of states, compared to experimental results. The
latter are taken from the bias annealing of oxide transistors,
from Fig. 9(a): (a) for zero bias anneal; and (b) for +25 V bias
anneal.
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is also in agreement with photoemission results.??

For undoped a-Si:H, the densities of D, and D, states
are equal, while the density of D, states exceeds the den-
sity of D, states, for any set of parameters that satisfy the
inequality, 0>/E,> U. Physically, this corresponds to
the D,(0/—) energy being lower than the Dy(+ /0) ener-
gy. For the parameters used in our calculations, this en-
ergy separation is 0.25 eV and the D, and D, states dom-
inate (Fig. 11). This conclusion is different from that
stated by Winer,° but his analysis contained a slight er-
ror, which led to an underestimate of the density of D,
states. In fact, for the parameters used in his paper, the
density of charged defects would also dominate in un-
doped a-Si:H.

Because of the energy separation of the D, and D,
states, we can, to first order, identify all the states in the
lower part of the gap as D, states and all the states in the
upper part of the gap as D, states. This interesting result
has great physical significance. It means that a dangling
bond at a particular site with a particular energy will
tend only to be formed either as a D, (under electron ac-
cumulation) or as a D, (under hole accumulation). In
principle, a dangling bond at any energy could be formed
as a D,, D, or D, state, but in practice only a few states
near mid-gap can do this.

If we now compare the predictions of the defect-pool
model with the experimental results (included in Fig. 12),
then we can see that the key features are observed. The
deep states are divided into two broad groups, one in the
upper part of the gap and one in the lower part of the
gap. We identify the states in the upper part of the gap
as the D, states and the states in the lower part of the
gap as D, states. The + /0 and 0/— states are not
resolved with the parameters used in our calculations.
We feel this does reflect the real situation, but in any
case, the states are certainly not resolved by the field-
effect technique.!> Positive bias annealing increases the
density of D, states and decreases the density of D,
states. Negative bias annealing increases the density of
D, states and decreases the density of D, states.

These experimental results give perhaps the best evi-
dence for the validity of the defect-pool model for the Si
dangling-bond defects in amorphous silicon. Further-
more, it shows that the vast majority of deep states in a-
Si:H are part of this defect-pool and there is no distinc-
tion, for example, between metastable and stable defects.
We suppose all dangling bonds have the same physical
origin and are subject to the equilibration processes em-
bodied in the defect-pool model.

Finally, there is an important point concerning the
bias-stress experimental results. The results in Fig. 3
show that the energy of the created states is different for
electron accumulation and for hole accumulation. It is
important to remember that the rate of creating states in
a bias-stress experiment does not depend on the forma-
tion energy, yet the results suggest that the created states
can be divided into D, and D, distributions similar to the
equilibrated density of states. This result is not obvious
and it implies that the barrier to defect formation ¢ must
depend on the charge state, the energy of the formed de-
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fect E*, and the weak-bond energy, in the same way as
the formation energy itself.>* This result has significance
for the different possible microscopic mechanisms®!»%
and suggests that the barrier ¢ is associated with an ele-
mentary step involving the Si—Si weak bonds and result-
ing in the formation of a dangling-bond state.

OXIDE AND NITRIDE TRANSISTORS

The results presented in Fig. 7 show that there is a
similar dependence in the density of states on the Fermi-
level position in oxide and nitride transistors. There are
two main differences between thermal oxide and nitride
transistors. First, the Fermi level at zero bias is nearer to
the conduction band in nitride transistors. This is a re-
sult of the finite band bending and electron accumulation
layer at zero bias, due to a finite positive fixed charge in
the nitride.?® For thermal oxide transistors the Fermi en-
ergy at the interface is near midgap, with perhaps just a
small electron depletion layer.?® The second difference is
that nitride transistors can show charge trapping in the
nitride gate insulator, whereas no charge trapping has
been detected in thermal oxide transistors.

The charge trapping is observed at high applied fields
and we conclude that the mechanism for charge injection
is by direct tunneling into defect states in the nitride or
by tunneling into the silicon nitride conduction band, fol-
lowed by trapping in the defect states, located in the ni-
tride. These tunneling mechanisms account for the loga-
rithmic time dependence and the temperature indepen-
dence of the threshold voltage shift in this regime.* This
charge trapping alters the density of charge in the nitride,
which is not modified on the time scale of a field-effect ex-
periment. This can therefore be regarded as fixed or
quasifixed charge.

The density of states that is measured in an oxide or a
nitride transistor reflects the thermal-equilibrium density
of states to a particular Fermi energy position. In the
case of nitride transistors, the band bending associated
with the electron accumulation layer means that the sep-
aration of the Fermi energy from the conduction band
varies continuously from the interface into the bulk a-
Si:H, and so the equilibrium density of states will also
vary. Thus the density of states is necessarily inhomo-
geneous.” In general, the measured density of states is
dominated by the region with the higher density. This
may, in part, explain the discrepancy between the mea-
sured and calculated densities of states in the low-density
region. For example, the density of D, states remains
larger than that calculated when the Fermi level moves to
higher energy. For extreme Fermi-energy positions, the
density of one type of state is predicted to reduce to a
very low value.?®

The initial (as-grown) density of positive fixed charge in
the nitride depends on the deposition conditions in the
plasma-enhanced chemical-vapor deposition (PECVD)
process. In our experience, this can vary, although there
always seems to be a positive fixed charge in nitride
transistors. Nitride transistors reported by other groups,
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for example,”’ can apparently have lower fixed charges.
The resulting equilibrium density of states then has a
higher density of D, states and a lower density of D,
states and the transistor characteristics can be closer to
those of our oxide transistors. Similarly, we have been
able to prepare oxide transistors with PECVD-deposited
oxide layers that can be made to have variable fixed
charges, from negative through to positive, causing elec-
tron depletion through to quite strong electron accumula-
tion in the a-Si:H. The resulting transistor characteris-
tics vary systematically in accord with our model. We
therefore conclude that it is the magnitude and sign of
the fixed charge that determines the density of states.

Charge trapping in the nitride dielectric, followed by
zero-bias annealing, leads to a new equilibrium density of
states. A fraction of the charge injected into the nitride
under high field remains in the nitride after annealing and
this causes the density of states to reequilibrate to a new
Fermi energy.

Figure 13 shows the modification of our nitride transis-
tors. Large negative bias stress, followed by zero-bias an-
nealing, leads to positive charge trapping, an increase in
the positive quasifixed charge density, and a new equili-
brated density of states. The integrated density of states
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FIG. 13. The modification of nitride transistors by bias stress
and annealing cycles: (a) solid line—initial characteristic; short
dashed line—after +100 V, 1 =10°s, positive bias stress; long
dashed line—after subsequent zero-bias annealing; and (b) solid
line—initial characteristic; chain line—after —100 V, t =107,
negative bias stress; long dashed line—after subsequent zero-
bias annealing.
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has increased (larger Vi— V%) with more D, and fewer
D, Similarly, large positive bias stress followed by zero-
bias annealing leads to a density of states with a de-
creased integrated density, with fewer D, and more D,
corresponding to a reduced positive fixed-charge density.

This interplay between the fixed charge in the gate in-
sulator and the resulting equilibrium density of states
gives us a means of optimization of transistor characteris-
tics. Most current applications of a-Si:H TFT’s use them
as a simple switches, where we need a high on-off ratio
for the lowest possible switching voltage. This means
good n-channel transistors, with no hole conduction at
moderate negative bias. For the lowest prethreshold
slope (dV /d logolsp ), we require a low density of D,
states and for the suppression of the hole conduction we
require a large density of D, states. A large equilibrium
density of D, states also makes the transistor more stable
to subsequent positive bias-stress-induced-state crea-
tion.?* These characteristics are ideally met by our ni-
tride transistors, as deposited. However, in cases where
the ideal characteristics are not met, as deposited, then a
post-deposition cycle of bias stress and annealing can give
improved transistor characteristics.

For example, in some transistors where there is
unwanted hole conduction at negative gate biases, nega-
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FIG. 14. The modification of the transfer characteristics of
n-channel nitride transistors, by bias stress and annealing cycles:
(a) +100 V positive bias stress followed by annealing, and (b)
—100 V negative bias stress followed by zero-bias annealing
(legend as in Fig. 13).
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tive bias stress followed by zero-bias anneal causes the
hole threshold voltage to be permanently shifted to a
more negative value and the electron prethreshold slope
is improved. Such procedures have been used in a real
production process by a Japanese company, although we
reveal here the underlying physical processes involved.
Figure 14 shows the modification of the characteristic
of a single n-channel transistor, subjected to the same
bias stress and annealing cycles as in Fig. 13. For transis-
tors measured with ¥V, =15 V, some finite hole conduc-
tion appears at negative bias, though V% is displaced by
the partially blocking contact. Nevertheless, the separa-
tion of V% and V% is reduced by positive bias stress fol-
lowed by zero-bias anneal and increased by negative bias
stress followed by zero-bias anneal, as observed in the
separate n-channel and p-channel results in Fig. 13.

SUMMARY

We have shown how the threshold voltage shift that is
observed in amorphous-silicon thin-film transistors is re-
lated to the creation and reduction of dangling-bond
states in the amorphous silicon. The process can be un-
derstood in terms of a defect-pool model, involving a pool
of potential dangling-bond states with a spread of ener-
gies, which extends across the entire band gap.

The displacement of the Fermi level toward the con-
duction band leads to the increase in density of dangling-
bond states in the lower part of the band gap and the
reduction of states in the upper part of the band gap.
The displacement of the Fermi level toward the valence
band leads to the increase in the density of states in the
upper part of the gap and a decrease in the density of
states in the lower part of the gap. The overall net effect
depends on the initial starting conditions.

We label the states low in the gap as D, states (formed
under electron accumulation) and the states in the upper
part of the gap as D, states (formed under hole accumu-
lation). This result is consistent with the defect-pool
model for Si dangling-bond states and is a direct result of
the defect formation energy being dependent on the de-
fect energy itself, which has a spread of values due to dis-
order.

Bias annealing leads to the complete thermal re-
equilibration of the density of states to the new Fermi-
energy position. Bias stress at room temperature leads to
the creation of one type of defect and the removal of the
other type at a rate determined by the barrier height and
the density of the starting species. The fact that the ener-
gy separation of the D, and D, states is maintained in a
bias-stress experiment means that the barrier to defect
formation also depends on the defect energy in the same
way as the formation energy.

The initial density of states measured in an a-Si:H TFT
depends on the Fermi energy position at the gate-
insulator interface and thus depends on the insulator
fixed charge. For oxide transistors the Fermi level is near
to midgap. Positive and negative bias stress and bias an-
nealing lead to an overall increase in the density of states.
Nitride transistors have electron accumulation at zero
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bias, and this leads to different behavior. Positive bias
stress still leads to state creation, but negative bias stress
and negative bias annealing both lead to an overall reduc-
tion in the density of dangling-bond states.

For nitride transistors, we can get charge trapping in
the nitride, at high fields. Subsequent zero-bias annealing
leads to reequilibration to a new density of states, with a
certain fraction of the injected charge remaining in the
nitride. This procedure can be used to optimize nitride
transistor characteristics.
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