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A phenomenological model F of the superconducting phase of electronic systems with strong short-

range repulsive interactions is studied. Fluctuations of the connection a of an internal U(1) gauge sym-

metry suppress local charge fluctuations. Above H, &, magnetic flux can pierce the superconductor in

vortices with flux hc/2e throughout the superconducting phase, but regimes are found in which the
lowest-energy configuration has vortices with flux hc/e. Experiments by Little and Parks and others,
which examine periodicities as a function of a varying magnetic field, always observe a period in external
flux of hc/2e. The low-energy properties of a symplectic large-S expansion of a model of the Cu02 lay-

ers of the cuprate superconductors are shown to be well described by F. This analysis and some normal-

state properties of the cuprates suggest that hc/e vortices should be stable at the lowest dopings away
from the insulating state at which superconductivity first occurs, unless the superconductor-normal tran-
sition is strongly first order.

I. INTRODUCTION

Much attention has recently focused on the anomalous
normal-state properties of the cuprate superconduc-
tors. ' A promising description of the high-temperature
state of these materials has emerged from recent gauge
theories. These theories began by assuming a separa-
tion of the spin and charge degrees of freedom, but never-
theless found that they were strongly coupled by an inter-
nal U(1) gauge symmetry [hereafter denoted U, (1)] and
the associated gauge connection a. In contrast, few
unusual properties of the superconducting state have
been suggested. Experimentally, too, the superconduct-
ing state appears rather conventional, with most of its
properties well described within the usual phenomenolog-
ical Landau-Ginzburg framework of a charge 2e order
parameter. This paper will address the issue of whether
the unusual normal-state properties of these systems have
any remnant in the superconducting phase. We will do
this within the framework of a phenomenological model
I' which incorporates the U&(1) gauge symmetry; a closely
related phenomenological free energy for superconduc-
tors with broken time-reversal invariance has been dis-
cussed by Wen and Zee —time-reversal invariance will
be assumed to be preserved in this paper. Our main re-
sult will be the existence of parameter regimes in which
the lowest-energy mechanism for magnetic flux to pierce
the system is with vortices carrying flux hc /e: the cores
of these vortices lose superconducting coherence without
a decrease in antiferromagnetic correlations. Magnetic
flux can also penetrate in vortices with flux hc/2e, but
such configurations are not always globally stable. A pre-
vious syrnplectic large-W expansion. ' of a model of the
Cu02 layers suggested that the region of stability of the
hc/e vortices is the low-doping boundary of the super-
conducting state, i.e., the superconducting region closest
to the half-filled insulating state. We will argue that this
conclusion is also supported by dift'erences between NMR
experiments on the normal state in the small- and large-

dia =fiahi

where i is a site label, a= 1, 1 is the spin index, f is a fer-
mion annihilation operator, and b a boson annihilation
operator. The local constraint

b b+f"J' =1. . . (1.2)

projects out states with two holes on a Cu orbital; b b is
the number operator for sites with no holes. It was ar-
gued in Ref. 3 that at suSciently high temperature the b
and f quanta behave like independent excitations, lead-
ing to a separation of the spin and charge degrees of free-
dom.

At lower temperatures we expect the spin-singlet pair-
ing correlations induced by the antiferromagnetic ex-
change interactions to become important. We therefore
introduce the pairing amplitude

—( &agf t~t ) (1.3)

doping regions. However, a strong first-order
superconductor-normal transition could preempt the ex-
istence of stable hcle vortices. Flux decoration experi-
ments of these "low" T, superconductors will therefore
be of great interest.

An important property of the model of this paper is
that the preference for hc/e vortices is purely energetic.
The fundamental "flux-quantum" remains at hc/2e. In
particular, experiments which examine periodicities as a
function of a uarying magnetic field observe a period in
total magnetic flux of hc/2e throughout the supercon-
ducting phase (see Sec. II B). One such experiment is that
of Little and Parks which measures shifts in T, of a
thin-walled superconducting cylinder in an axial magnet-
ic field.

The crucial ingredient of the gauge theories' of the
normal state is the representation' '" of the creation
operator d; for holes on the Cu d orbital in the following
form:

45 389



390 SUBIR SACHDEV

ft~ft exp(iy iev—co),

b, ~h exp(2iy 2i vcr—),
b ~b exp[ —ig ie(1——v)co],

d t~d exp( —ie co ),
a~a —Vg, A~ A —Vco .

(1.4)

where i,j are nearby sites. The antiferromagnetic ex-
change interaction between the Cu orbitals will promote
the existence of large values of h. A nonzero local value
of 6 measures the amplitude for the existence of a singlet
bond, but does not imply the existence of
superconductivity —this point will be discussed in
greater detail below. Superconductivity requires in addi-
tion the condensation of b. In contrast to earlier asser-
tions' we have shown elsewhere the condensation of sin-
gle b quanta (and not just pairs of b quanta) occurs in the
presence of incommensurate spin correlations—
incommensurate correlations have recently been ob-
served in neutron scattering experiments. ' The phenom-
enological free energy F will therefore be expressed in
terms of the condensates 6 and b.

The form of the phenomenological free-energy-
controlling fluctuations of the fields 5 and b is essentially
dictated by gauge invariance. In the continuum limit, it
is easily shown that the action must be invariant under

Normal State II

b=o ~~o

Normal State III

I
b=0 ~=O

r p

b~o

Normal State I

FIG. 1. Mean-field phase diagram of F as a function of r&

and r2 for v & 0 and U & u
&
u&. The point 0 is r

&

=0 and rz =0.
The mean-field phase transitions are shown by dashed lines.
The boundaries of the superconducting phase are given by
F& =r& —(r2U)/u2=0 and F&=r2 —(r&u)/u& =0. The expected
location of the superconductor-normal transition in the pres-
ence of fluctuations is shown by the solid line; the various nor-
mal states only have quantitative differences in their properties
and are expected to be connected by smooth crossovers in d =2.
The region of stability of the hc/e vortices is close to the
superconductor-normal-state II phase boundary and well away
from the superconductivity-normal-state I boundary.

Here y generates the internal U&(1) gauge symmetry in-

troduced by the decomposition (1.1) and a is the associat-
ed vector potential. The electromagnetic gauge symme-
try U, (1) is generated by co and its vector potential is
A. We have absorbed a factor of I/(Pic) in the magni-
tude of e. The d fermion carries electromagnetic charge
e; we have placed ve of this charge on the f fermion and
the remainder (1—v)e on the b boson. At this point the
parameter v is arbitrary and the properties of the theory

should be independent of its value. The physical super-
conducting order parameter %';~ = ( s d;~d, p )
course invariant under U, (1) and transforms like a charge
2e scalar field %s ~% exp( 2ieco} und—er U, (1}.

In, or close to, the superconducting phase we expect
that the fermions can be safely integrated out and the sys-
tem described solely in terms of b„b and a. The invari-
ances (1.4) dictate that their action for static fluctuations
be of the following form:

= fd r l(V+2ia —2ievA)hl +r~ I~I + Ihl +I[V ia ie(1 ——v)A—]bl

+r, lbl'+ Ibl'+Ulbl'I~I'+ (VX A)'+ —(VXa) +
2 8m' 2

(1.5)

with u „u2 )0 and v & u, u2. The fields 5 and b have
been rescaled to make the coefficients of their gradient
terms unity. We expect the cross coupling u & 0 because
the constraint (1.2) suggests that lb, l

becomes larger
when Ibl becomes small and vice versa. The parameters
r„r2, u „u2, u, and 1/o all have the dimensions of 1/L
(L is the unit of length) and are expected to be of roughly
the same order of magnitude; an exception to this is the
region close to the superconductor-normal phase bound-
ary when a combination determining the superconduct-
ing coherence length (see Sec. II) will become large. The
electric charge e has dimensions of 1/L; we will study

only strong type-II superconductors, in which case
4me «u„u2, 1/o. It is the inequality 4me «1/o.
which distinguishes the role of U, (1) and U,(1): it im-

plies that the fluctuations of A are almost pure gauge
while the Aux VXa is strongly fluctuating. The connec-
tion between F and a symplectic large-N expansion on a
realistic microscopic model of the Cu02 layers will be
discussed in Sec. IV; this analysis will give some informa-
tion on the variation of the parameters in F with temper-
ature and doping.

A cross term (V X a).(V X A) in F is also permitted by
the gauge symmetries of (1.4). However we can use the
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freedom in the value of v to adjust the coefficient of this
cross term to 0. Application of this criterion to the
large-N expansion in Sec. IV yields the value v=0; this
corresponds to complete spin-charge separation as the
electromagnetic charge is carried completely by the b
quanta. However, it is clear that the more general con-
text of Landau theory also permits partial separation of
spin and charge with the values 0 & v & 1.

We also introduce the gauge invariant currents

Ja= —Im[h*(V+2ia —2iev A)b, ],1

l

Jb = —. Im I b *[V i a—ie—(1—v) A]b ] .1

Upon examining variations of F with respect to A, the
electromagnetic supercurrent is easily seen to be
J, = —e(1—v)Jb —2evJt, . Stationarity of F with respect
to variations in a leads to the condition

—2Ja+ Jt, =o'V X (V Xa) .

This equation can be interpreted as the consequence of
the local constraint (1.2); the terms on the left-hand side
represent the current of pairs of f fermions and the bo-
son current, respectively, while the right-hand side is the
current of the single f fermions which have been in-
tegrated out.

We now discuss qualitative features of the phase of F in
the simplest mean-field theory which ignores the fluctua-
tions of the gauge fields. The results of a minimization of
F with respect to the mean-field values 5=A and b=b
are shown in Fig. 1 as a function of r, and rz. At the
mean-field level, the point r, =0, rz=0 behaves like a
tetracritical point' with four regions converging upon it.
These four regions are characterized by finite or zero
values of ~Z~ and ~b ~; the existence of these four regions
was also noted by Wen and Zee. We discuss the four re-
gions, and the nature of the boundaries between them, in
turn.

(i) Superconductor Only the .region in which both ~Z

and ~b ~
are nonzero is superconducting as 4 -b,b . All

other regions are "normal" and do not display a Meissner
effect for A. The boundaries between the superconduc-
tor and its neighboring regions are thus true phase transi-
tions. The normal phases however display important
quantitative differences in their properties.

(ii) Normal state I. T-his is the region with only b
nonzero and is most like a conventional Fermi liquid.
We will show in Sec. II C that the transition between this
region and the superconducting phase is well described
by the fluctuations of a scalar, %z„which is invariant un-
der Ut(1) and carries electromagnetic charge 2e.

(iii) Normal state II. Here only -b, is nonzero. This is
expected to lead to a pseudogap feature in the f fermion
spectrum and a suppression of the spin susceptibility.
The transition between this phase and the superconduc-
tor is shown in Sec. II D to be controlled by the fluctua-
tions of a scalar, V„which is invariant under U&(l) and
carries electromagnetic charge e. We expect E to display
a smooth crossover in the superconductor-normal transi-
tion between regimes dominated by fluctuations of scalars

with charge e and 2e as one passes from normal-state II
to normal-state I.

(iu) Normal sta-te III Now both the mean-field values
b and 6 are zero. The novel properties of this region
have already been examined by Nagaosa and Lee and
Ioffe and Weigmann.

The consequences of gauge-field fluctuations upon the
transitions between normal-states I, II, and III are ex-
pected to be significantly different from those between the
superconductor and the normal states. The supercon-
ducting order will be coherent between the Cu02 layers
and the critical fluctuations near the superconductor-
normal transition will be three dimensional. In contrast
the U,(1}gauge connection can only be defined within
each layer; fluctuations between the normal states are
therefore described by a two-dimensional Abelian Higgs
model which is expected to possess a smooth crossover
and not a phase transition. ' The nonlocal order parame-
ter construction, ' which demands the existence of a
phase transition between the Higgs and normal phases,
fails in d =2. Of course, none of the above considerations
rule out a first-order transition between the normal states.

NMR data of the Cu Knight shift in YBa2Cu306 5+&
for 5-0. 1 (Ref. 8}shows a strong temperature dependent
suppression of the spin susceptibility at temperatures
above the superconducting T, . This is consistent with
these compositions and temperatures being identified as
normal-state II. At larger dopings near 5-0.5, the spin
susceptibility of the nonsuperconducting phase is temper-
ature independent, consistent with the properties of
normal-state I. I am grateful to A. Millis for drawing my
attention to this data. Finally, the normal-state-III re-
gion is expected to appear at higher temperatures at all
doping concentrations.

These assignments are also consistent with the results
of a previous microscopic large-N calculation on a three-
band model of the CuOz layers; this calculation is re-
viewed in Sec. IV and the results are summarized in Fig.
2. Note that the overall topology of the phases is con-
sistent with the Landau theory results summarized in
Fig. 1; the control parameters r, r2 have now been re-
placed by the temperature T and the doping 5. Just as
was argued in the previous paragraph, we find normal-
state I in the small doping region, normal-state II in the
large doping region, and normal-state III at high temper-
atures. The transition between normal-state II and the
superconductor is found to be first order at the lowest
temperatures in the large Nlimit (Fig-. 2).

We finally turn to a discussion of the structure of
votices of F in the superconducting phase. It is of course
important to characterize the vortex by gauge-invariant
quantities. Far from the core of the vortex, finiteness of
the energy demands the configuration

b(r}=6exp[iP, (r)],
(1.8)

b(r}=b exp[i/2(r)] .

The values of the phases P, , P2 are non-gauge-invariant,
but the integers n,-

n;= i f cVP, .dr-=1 (1.9)
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FIG. 2. Phase diagram from Ref. 7 of the symplectic large-N
calculation on a model of the CuO& layers. The axes are the
temperature T and the hole concentration 5. Notice the similar-
ity in the topology of this figure and the Landau theory results
of Fig. l. The solid line is the only true phase transition and
separates the normal states from the superconductor. The thick
line at small doping denotes a first-order transition; elsewhere it
is second order. The region of stability of the hc/e vortices is
expected to be the superconductor closest to the normal-state II
phase.

(where i = 1,2 and the contour C encircles the core of the
vortex) are invariant under nonsingular gauge transfor-
mations of both Ui(1) and U, (1). Each pair of integers
(n„nz) thus defines a topologically distinct vortex
configuration. The existence of a two-parameter family
of vortices has already been pointed out by Wen and
Zee. To determine the values of the fluxes of a and A,
we apply the usual argument' for the finiteness of the
vortex energy to the two gradient terms in F. This yields
the constraints (after restoring factors of irtc )

2 f d —r(V Xa), + f d r(V X A), =2mn&,
Pic

fd'r(V Xa), + f dzr(V X A), =2~nz,
Ac

(1.10)

for a vortex in the x,y plane. Solving for the total elec-
tromagnetic flux we find

f d r(V X A), = (n, +2nz)
2e

which is independent of v. Note that, in contrast to the
conventional Abrikosov theory, the electromagnetic flux
does not uniquely define a vortex configuration; there is
an infinite number of choices of the integers n, , n2 for a
given em flux.

For a vortex with flux hc /2e, the lowest energy
configuration is obviously n, =1, n2 =O. The existence of
a nontrivial winding in the phase of 6 now demands that
~
5

~
vanish at the core of the vortex. A standard estimate

shows that the energy cost of this core will scale linearly
with ~r&~; here ri=ri —(rzu)/uz is the renormalized
"mass" of the b, field (Sec. II C) and equals the horizontal
distance to the superconductor-normal-state I boundary
in Fig. 1.

For vortices with flux hc/e, the choice for the lowest
energy is not a priori obvious: there are two reasonable

candidated n, , =2, n2 =0 and n, =0, n2 =1~ The first
choice is however expected, by a standard argument, ' to
be unstable to splitting into two hc/2e vortices and wi11

therefore not be considered further. The situation for the
second configuration n, =0, n 2

= 1 is completely
different. The nontrivial phase winding now occurs sole-
ly in the phase of b; by an argument parallel to that of the
previous paragraph, ~b~ vanishes at the core and the
core-energy cost will now scale linearly with

~
r z ~

[again rz =rz —(r& U)/ u& is the renormalized ~b
~

"mass" and equals the vertical distance to the
superconductor —normal-state-II phase boundary]. In
Sec. III A we will estimate the energy contribution of the
region outside the core but within the London penetra-
tion depth (this a large region for a strong type-II super-
conductor) for both the n, =1, nz=0 and n, =0, nz= 1

vortices. We find that the energy from this region is pro-
portional to the physical electromagnetic superfluid
stiffness in both cases, with the contribution to the n, =0,
n2=1 hc/e vortex being four times larger than that to
the n& =1, n2=0 hc/2e vortex. The superfluid stiffness
is in turn shown to be approximately proportional to the
smaller of ~ri) and ~rz~.

The estimates of the last two paragraphs suggest that a
remarkable situation can develop in the parameter regime
~r, ~

) ~rz~. The energy of the hc/2e vortex is dominated
by the core contribution and scales linearly with ~r, ~. In
contrast the energy of the (n, =0, nz= 1)hc/e vortex
scales linearly with

~ rz ~. It is thus entirely possible that if
~ r, ~

is suSciently larger than
~ rz ~, then the energy of a

hc/e vortex can become smaller than twice the energy of
a hc/2e vortex. If so, the vortices forced into the super-
conductor by an external magnetic field above H„will
carry fiux hc/e. ' The above scenario has been confirmed
by detailed numerical calculations on vortex solutions of
F. Details will be discussed in Sec. III B. An experimen-
tal test of this scenario will clearly be useful. It is of
course necessary to search for a regime in which
~r, ~

) ~rz~. This is most likely in the region closest to the
superconductor —normal-state-II phase boundary and mell
away from the superconductor normal state —Iphase--
boundary. From Figs. 1 and 2 and our earlier discussion
of the NMR experiments and the large-N expansion, we
conclude that the most favorable regime is near the low
doping onset of superconductivity as one moves away
from the insulating state. A strong first-order transition
between the superconductor and normal-state II could
however prevent the existence of a region in which

~ r, ~ /~rz ~
is large enough; the large-N calculation did find

this transition to be first order at the very lowest temper-
atures (Fig. 2).

The outline of the rest of the paper is as follows. In
Sec. II we will examine the properties of homogeneous
phases described by F. We will determine the London
penetration depth in the superconducting phase and the
nature of the critical fluctuations near the phase transi-
tion between the superconductor and the normal states.
We will also examine the consequences of a Little-Parks
experiment on a system described by F and find that the
results have a period in external fiux of hc /2e (Sec. II 8).
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Section III will turn to an examination of vortex solu-
tions of F. Some exact analytic results will be obtained in
the London model of the region well outside the core in
Sec. IIIA. The results of numerical calculations are
presented in Sec. III B. Section IV will review the large
N calculations of Ref. 7 and outline a microscopic deriva-
tion of the action F. Finally Sec. V will conclude and re-
capitulate the central results.

II. PROPERTIES OF THE SUPERCONDUCTING PHASE

In this section we examine the properties of the action
F [Eq. (1.5)] in or close to the superconducting phase.
We will focus in particular on the response of the system
to an external magnetic field and the magnitude of the
London penetration depth. In Sec. IIA we study the
bulk response of the system in the region deep within the
superconducting phase. In Sec. II B we consider the mul-

tiply connected Little-Parks configuration of an axial
magnetic field piercing a thin-walled superconducting
cylinder. The nature of the phase transition between the
superconductor and normal-states I and II will be exam-
ined in Secs. II C and II D, respectively.

B. Little-Parks experiment

In this section we determine the value of the "flux-
quantum, " as determined by a Little-Parks experiment. '

We will find that it takes the value hc/2e throughout the
superconducting phase.

Consider a thin-walled superconducting cylinder of ra-
dius R with electromagnetic flux 4 ~ along the axis of the
cylinder. Ignoring the radial dependencies, we expect
that the fields will take the value

6=6, exp(in, 8), b = b exp(in28),
(2.5)

2mR
'

2m.R

12K I'
FR 2 2 ~1+

4m R Ae

'2

where 8 is the angular coordinate, and the integers n &, n2
and the real number 4, must be chosen to minimize the
value of F in the presence of the electromagnetic flux 4„.
Inserting (2.5) into F we find that the free-energy density
FR 1s

A. Electromagnetic response in the bulk superconductor

Deep within the superconducting phase, it is permissi-
ble to replace 5 and b by the mean-field values 5 and b
which minimize F:

2

+ 2mn —4 — 4 +e(1 —v)—
2 g A

(2.6)

where we have reinserted factors of Rc and the omitted
terms are independent of the fluxes and the phase wind-
ings n&, n2. Finally, we minimize FR with respect to 4,
and obtain

r&u2 —rzv r2u& r,v—
Q)Q2 V Q1Q2 V

(2.1)

'2
Inserting this into F [Eq. (1.5)], the resulting action for a
and A takes the form

F, = fd r [a+e(1—v) A] Ib I
+4(a ev A)—l~l

me 1 hcFR= (n, +2n2)
h c R 1/Ibl +I /2IZ

I

" 2e

(2.7)

+ (VX A) +—(VXa)
8~ 2

(2.2)

We may now integrate our the massive a fluctuations and
obtain the following effective action for the electromag-
netic field for small e:

Two important features of FR are immediately apparent:
(i) the minimum value of Fz over the set of integers n &, n2
is a periodic function of 4„with period hc/2e; (ii) the
amplitude of the oscillation is proportional to the
superfluid stiffness, or equivalently, the inverse London
penetration depth squared [see Eq. (2.4)].

F, = fd r (VXA)+ A
1 1

8m' X2
(2.3) C. Superconductor —normal-state-I phase transition

The London penetration depth A, is found to be indepen-
dent of v and is given by

1 2 1=8n.e
1/lbl +1/I26I

(2.4)

Notice the inverse-square London penetration depth, or
equivalently the superfluid density is approximately pro-
portional to the smaller of Ib I and b

I
. In the event that

either of them vanishes, so does the superfluid density
and the Meissner response.

r, + v l el e' 2.
Q2

(2.8)

Inserting this into the expression for F, and keeping only
lowest order terms we obtain the following effective ac-
tion:

As this region is well away from the region in which
Ib I

vanishes (r2 ((0) it should be permissible to neglect
magnitude fluctuations in Ibl. We therefore fix Ibl at
the value —( r2 + v

I
6

I ) /u 2 which minimizes F and
parametrize
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Fz, = f d r ~(v+2ia 2—ievA)b ) +r& ~b ~
+ ~b

~
+ [V/2 —a —e(1 —v) A] + (VX A) +—(VXa)

2 Q2 8~ 2

(2.9)

where r, =r, —(rzu)/u2 and u, =u, —u /u2. The a field is now massive and can be integrated out. For large ~r2~ this
now produces

QjFz= f d r ~(V+2i Vgz 2ie—A)A~ +r, ~b, [ + ~b,
~

+ (VX A) (2.10)

2ig&%„=de (2.11)

where the v dependence has dropped out. Finally, we in-
troduce the field

which is identical to the usual Ginzburg-Landau func-
tional for a conventional superconductor. In mean-field
theory the location of the phase boundary is determined
by the change of sign of r „which is identical with the re-
sults quoted in Sec. I and Fig. 1.

Notice from the gauge transformation in Eq. (1.4)
that %2, is invariant under U&(1) and carries electro-
magnetic gauge charge 2e. In terms of %2„ the
effective action controlling fluctuations near the
superconductor-normal-state I boundary is finally

F2, = fd r ~v 2ie —A)4 2~ +r, ~+z, ~

D. Superconductor- normal-state-II phase transition

i$)
e (2.13)

The analysis is complementary to that of Sec. IIC,
with 5 and b interchanging roles. We neglect magnitude
fiuctuations in b, (r, ((0) and parametrize

r, +uibi

+ l~„l'+ (vx A)'
2 ' 8m.

(2.12)

Inserting this into the expression for F, and keeping only
lowest order terms, we obtain the following effective ac-
tion:

Fb, = f d r ~[V ia ie(—1 —v—)A]b~ +r2~b~ + ~b~ + (VP, +2a —2evA) + (VX A} +—(VXa)
Q) 8m

(2.14)

where r 2
= r 2

—
( r

&
u ) /u 1

and u 2
=u 2

—u /u, . As before,
the a field is massive and can be integrated out. For large
~r, ~

this now produces

Fb= f d r ~(v+ivg~/2 ie A)b~—

+r2ibi + fbi + (VX A) . (215)
2 8~

Finally, we introduce the field

4 =bee (2.16)

+ '~e, ~'+ ' (VxA}'
2 ' 8m.

(2.17)

Notice from the gauge transformation in Eq. (1.4) that 4,
is invariant under U, (l ) but carries electromagnetic
gauge charge e. In terms of 4„ the effective action con-
trolling fiuctuations near the superconductor —normal-
state II boundary is finally

F, = f d r (V ie A}%,~

+—r2~%, ~

which is identical to the usual Ginzburg-Landau func-
tional for a conventional superconductor apart from the
important difference that the scalar 4', carries charge e.
The location of the phase transition in the mean field is
determined by the change of sign of r, (Fig. 1). As stated
earlier, we expect the full action F to display a smooth
crossover between the regimes described in Secs. II C and
II D. Simplification of F is not possible in this crossover
regime.

III. VORTICES IN THE SUPERCONDUCTING PHASE

This section will examine in detail the structure of sin-

gle vortex solutions of F. It will, of course, not be possi-
ble to obtain an exact analytic solution. We will begin in

Sec. III A by examining the region well outside the core:
analytic progress can be made here using the analog of
the London equations. The complete solution for the
structure and energy of the vortices will be examined nu-

merically in Sec. III B.
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A. Solution in the London model

To simplify the somewhat cumbersome algebra, we will

restrict the analysis in this subsection to the case v=0.
We will only be interested in the leading contributions,
for small e, to the energy of the region outside the core:
it is not difticult to show that this leading term is in-
dependent of the value of v.

In a strong type-II superconductor, the magnitude of
the order parameter is essentially constant outside the
core of the vortex. We expect similar behavior here at
distances away from the core greater than g, which is
roughly

1 1g= max
Qri

(3.1)

We therefore use the parametrizations in Eq. (1.8) in the
expression for F [Eq. (1.5)]:

F,'= Jd r (Vgz a —eA—) IbI +(Vp, +2a) IhI

+ (VX A) +—(VXa)
8m 2

(3.2)

Using an analysis very similar to that reviewed by Fetter
and Hohenberg in Ref. 17, the equations implying sta-
tionarity of F,' with respect to variations in A and a and
the line integrals (1.9}yield

1
V B+IbI (h+eB)=2mIbI nz5 (r),

8m.e

——V2h+4I&l'h+ Ib I'(h+eB }
2

(3.3)

n &+2n2 7Tn 20'F'= B(r-g) — h(r-g) .
8e 2

(3.4)

It is straightforward, though tedious, to obtain the ex-
act solution to Eqs. (3.3) by a Fourier transform. We
present only the 1eading contribution to the result in
strong type-II limit 4m.e &&Q, Q2 1/o

n ) +2np
Ko(r /A, ),

28K,
T

IbI +i+2+2
(3.5)

=2~( —2n, I
&I'+ n, lb I')&'(r),

where B=(VX A), and h =(V Xa), . These are the ana-
logs of the usual London equations governing the decay
of the magnetic fields away from the core of the vortex.
By inserting the solutions of Eqs. (3.3) into (3.2), and sim-
plifying using the method Ref. 17, we obtain the contri-
bution of the region outside the core to the energy of the
vortex

(ni+2n2 }
F,'= ln

16e A,

=2m(n, +2ni ) ln
bI'+4 Z ' (3.6)

where we have used Eq. (2.4} and the fact that
Ko(x )-—lnx for small x. The first of these expressions
is identical to the energy of a vortex with flux

(ni+2nz)(hc/2e) in the usual Ginzburg-Landau func-

tional. ' Thus at distances greater than g away from the
center of the vortex, the energy is almost entirely carried
in the kinetic energy of the electromagnetic supercurrent
and the electromagnetic field. Currents associated with a
are largely screened out. In this region the properties of
F are almost indistinguishable from conventional super-
conductors; a substantial difference will of course appear
when effects at length scales shorter than g are con-
sidered in Sec. III B.

A crucial feature of the result (3.6) is that the prefactor
of the logarithm is independent of e . As claimed in Sec
I, the prefactor is roughly proportional to the smaller of
I r, I, I r2 I. It is thus possible for the core contributions the
vortex energy to be of the same order or larger than those
of Eq. (3.6).

B. Numerical results

A complete solution of the vortex configurations of F
requires numerical analysis. Here we will present numer-
ical results for single-vortex solutions which are axially
symmetric about the origin. Such configurations are
completely specified by the pair of integers (n„n2)
defined by Eqs. (1.8) and (1.9).

Using the axial symmetry, F can be expressed as a
functional of ~b(r)I, Ib(r)I, B(r), and h(r) where r is the
radial coordinate. The functional was discretized on a
line of up to 4400 points and then minimized by a
conjugate-gradient algorithm. The minimization pro-
cedure was found to be much more robust than the alter-
native of solving the coupled differential equations ob-
tained from variational derivates of F. While the latter
procedure was faster, it was highly unstable due to the
possibility of mixing in exponentially growing solutions.

An important dimensionless parameter which must be
varied is the Ginzburg-Landau parameter ~. Unfor-
tunately, as there is more than one length scale determin-
ing the variation of the fields b, and b, there is no simple
choice for the length g. Close to the
superconductor —normal-state phase boundary there are,
however, natural choices. Near the superconductor—
normal-state-I phase boundary we use the effective action

F2, in Eq. (2.12) to define /=1/Qri. Using the value of
A. in Eq. (2.4) we obtain

where A, is the London penetration depth given by Eq.
(2.4) and ICO is a Hankel function of imaginary argument
and zero order. Inserting the results (3.5} into (3.4) we
obtain the following vortex energy for small e .

1

V'8me'
(3.7)

Similarly near the superconductor —normal-state-II phase
boundar~ we use the action F, in Eq. (2.17) to define

(=1+r, and
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TABLE I. Energies of the vortices c.„„with fluxl' 2

(ni+2n2)(h/2e) as a function of rz with ul =1.0 02=1.0,
v=0. 5, 0.=0.5, v=0. 8, IT=10, and rl = —1.0. Also shown are
the values of the renormalized masses r&=r2 —(vri)/0] and

F& =r, —(vr, )/u2. By interpolation we conclude that hc/e vor-
tices are stable in the region —0.47 & r, (0.

0.4

0.2

0.0

—0.7
—0.8
—0.9
—1.0
—1.1
—1.2
—1.3

—0.2
—0.3
—0.4
—0.5
—0.6
—0.7
—0.8

—0.65
—0.60
—0.55
—0.50
—0.45
—0.40
—0.35

c] o/(2')

0.775
0.796
0.801
0.793
0.771
0.736
0.688

Co I /(4m )

0.354
0.521
0.682
0.834
0.977
1.108
1.223

-0.2—

-0.4—

10
I

20
I

30
I

40

K— 1
(u2)(8ne)'~. (3.8)

FIG. 4. The fluxes 4&,4, with a radius r associated with the

A, a gauge fields [Eq. (3.10)) for the vortex of Fig. 3. Notice the

compression of the scale of the x axis from that of Fig. 3. From
Eq. (3.11) these fluxes satisfy 4&~0.5 and 4,~—0. 1 as
T~ oo.

In the following we will simply present the solutions as a
function of the compromise choice a = I /+8m e .

The results presented here are with the choices
u, =1.0, u2=1.0, v =0.5, 0.=0.5, v=0. 8, and

r, = —1.0. For a variety of values of K, the parameter rz
was then varied to approach the super-
conductor —normal-state-II phase boundary. It is near
this boundary that we expect hc/e vortices to become
stable.

The results for the energy of the hc/2e vortex with
(n i

= 1, n2 =0), e( & are tabulated in Table I as a function
of rz for K=10. Also listed are the renormalized masses

r2, which vanish at the superconductor —normal-state-II
mean-field phase boundary, and r, . The energy, cp, , of a
hc/e vortex with (n, =0, n2 = 1) is in the final column of
Table I. The condition for hc/e vortices to appear in the

presence of an external magnetic field is'

~o, &

p 0 e

2
(3.9)

@„(r)—— f 2 pdnp8(p),2' 0

4, ( r ) = f 2n.p d p h (p ) .
277 0

(3.10)

We notice that this happens at a value r2=r2 = —0.47.
The hc/e vortices are favored in the region r2 & r2 &0.

The configuration of the fields in the (n, =1, nz =0)
vortex for r2 = —0.8 and K=10 are shown in Figs. 3 and

4, and those for the (n, =0, n2 = 1) vortex in Figs. 5 and
6. We show tnagnitudes of the order parameters (b(r)~
and ~b(r)~; these approach ~Z~ and ~b as r~~. The
gauge fields A, a are specified by plots of the total cruxes

4~,4, within a radius r:

0.8

0.6 Ibl
0.8—

0.4

0.2

n1=1 n2=0

I

10

0.6

0.4

0.2
I

Ibl

112 1

FIG. 3. Values of the fields ~b,
~

and ~b~ as a function of the

radial coordinate r for a vortex solution of F. The winding in

the phase of ~h~(b) is 2nn, (2mn2); we have n, =1 and n2=0
The parameters in F have the values u& =1.0, u2=1.0, V=0.5,
0 =0.5, r2=0. 8, IT=10, v=0. 8, and rl = 1.0.

I

10

FIG. 5. As in Fig. 3 but for the vortex with n, =0 and n2 = 1.
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1.0-

0.8

n1=0 n2=1

TABLE II. The critical value of Fz as a function of k at which
the condition (3.9) is first satisfied. Vortices with flux hc/e are
stable in the region Fz &F2&0. Other parameters in F have

been chosen as in Table I.

0.6

0.4

0.2

2
10
20
40

—0.58
—0.47
—0.43
—0.39

10 20
r

30 40
p 2

ln17
(3.12)

FIG. 6. As in Fig. 4 for the n& =0, n2 =1 vortex of Fig. 5.
The fluxes satisfy 4& ~1.0 and 4,~0.8 as r~ ~. IV. LARGE-N EXPANSION FOR CuOg LAYERS

lim 4„(r)=
@~00

n ) +2np

2

(v —1)ni+2vn2
lim 4, (r)=

f~ 00 2

It is easy to show that these fluxes satisfy

(3.11)

We have already mentioned in Sec. I the results of a
previous large-N expansion based upon the symplectic
groups Sp(N) [Sp(1)-=SU(2)] on a model Hamiltonian of
the Cu02 layers. Here we will briefly review this analysis
and outline the extensions necessary to derive the
effective action F from this model.

The model Hamiltonian considered in Ref. 7 is com-
posed of three parts:

Finally Table II has results for the critical value rz at
which Eq. (3.9) is first satisfied, as a function of F As a.
consequence of the logarithmic dependence upon I7 in Eq.
(3.6) of the contribution of the outer regions we expect
that

H =H~+Hc+HJ . (4.1}

The first term Hz is the kinetic energy of holes moving
on the Cu d 2 2 and the 0p,p orbitals on a square lat-

X

tice of N, sites

Hsc —(~d —
(M) gd~~di~+(ez p)gpk~k+—pN, N(1+5)— —g r/, kd~~k+H. c. ~&~ g 'gkipk~i

(i, k) (k, l)

(4.2)

b;b;+f J'; =N. (4.3)

Finally Hz is the nearest-neighbor exchange interaction
among the d holes

(yafif tJ' t )( y gsf'y )
(&,J)

(4.4)

which is included explicitly following Ref. 20. The an-

We use indices i,j (k, l) to denote sums over the vertices
(links) of a square lattice. The Sp(N} index
a=1, . . .,2N, the g;k are phase factors arising from the
spatial form of the d and p orbitals, p is the chemical po-
tential which fixes an average of N(1+5) holes per unit
cell, cd and c are on-site energies for the Cu and 0 sites,
and t d and t are hopping matrix elements.

The second term H, represents the Coulomb interac-
tions among the holes. Following previous work, ' '

only an infinite on-site repulsion between d holes was in-
cluded. This is implemented by inserting the decomposi-
tion (1.1) of d; into Hx. The constraint (1.2) is general-
ized to

tisymmetric tensor 8 is an Sp(N) invariant and a general-
ization of the totally antisymmetric tensor e of SU(2);

.=5 e, a=(m, o ), m =1,. . .,N, o = 1', $.
The large-N expansion performed in Ref. 7 begins by

decoupling HJ by a Hubbard-Stratonovich field 5," into

N/b,
+b,;.(P~f;J' ~+H.c.

(i,j)
(4.5)

The constraint (4.3) is implemented by a Lagrange multi-
plier A. Upon integrating out the fermions f and p
and parametrizing the boson b =VN p it was found that
the only N dependence of the resulting effective action for
5, A, and p was a prefactor 1V. In the large-N limit one
may then use a saddle-point expansion of this action.
The results of such a calculation are summarized in Fig.
2.

In this paper we extend the above analysis by expand-
ing H to H' =Hz +H~+ Hz+ Hdd where the last term is
a direct d-d hopping term
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defined in the normal-state II phase. This can easily by
remedied by introducing the additional term

(4.6) (4.9)

We have explicitly displayed the coupling to an external
electromagnetic vector potential A, as it will be needed in
the analysis below. This can be decoupled by a
Hubbard-Stratonovich field Q," into

+Q; ftJ'" +Q e "btb, . ( . )

(I,j) dd

The previous method of integrating out the fermions f,
and p and parametrizing the boson b =&N p also gen-
erates a large-N expansion of H' where the effective ac-
tion is now a functional of b„A, p, and Q.

It is best to consider the functional integral over the
complex field Q as two functional integrals over the real
field Q and Q with Q =Q + iQ . It is, however, ex-
pected that the saddle-point values of Q and Q will be
complex, leading to different mean-field hopping ampli-
tudes Q and Q for the bosons and fermions, respective-
ly. Upon considering the fluctuations of Q" and Q
about this saddle point, we expect that the phases of the
effective hopping amplitudes are the only modes which
can possibly lead to singular effects; there phases trans-
form like a vector potential under Ui(1) and their long-
wavelength fiuctuations can cost very little energy. We
therefore parametrize the fiuctuations of Hdd about the
saddle point as

g (Qfe
' iJIt~a+Qbe ' ji ' ijbtb )

(i,j )

(4.8)

In the continuum limit, the field a; becomes the field a
considered earlier and transforms under U, (1) as in Eq.
(1.4). The effective action for the fields, A, 6, b, and a ob-
tained after integrating out f and p' is strongly con-
strained by the gauge invariances in (1.4) (A transforms
like the time component of a vector potential. ) It is
inevitable that its low-order terms have the form of F
[Eq. (1.5)] for steady-state configurations.

Several important technical points about this large-N
expansion should be noted.

(i) The expansion could formally have been carried out
without introducing the Hubbard-Stratanovich decou-
pling field Q;, in Eq. (4.7). It is easy to show that just by
parametrizing b, =&N p, and integrating out the fer-
mions, one obtains a large-N saddle point completely
equivalent to the one discussed above. However a
difference does arise upon considering the structure of the
fluctuations in the long-wavelength limit. The expansion
without the Q," fields will only include long wavelengths
in the single boson field b, In the pr.esence of the Q,f,
long wavelengths in both the single boson b,- and bilinear
boson fields b,- b. will be present. The latter procedure is
clearly more complete and is the one followed here.

(ii) There is no saddle point with (b ) =0 and either
(f,"J' )%0 or (b; b )%0 for i,j nearest neighbors on the
square lattice. Therefore, the gauge-field a cannot be

which can be considered to have been generated by in-
tegrating out the short-wavelength fluctuations of the b
quanta. For appropriate values of J it is now possible to
have (f,Q~ )WO in all the phases.

(iii) The field whose phase defines the vector potential a
(e.g. , Q) also breaks the staggered component of the
internal U,(1) gauge symmetry. A theory with a gauge
connection a for the uniform part of U, (1) and gapless
gauge-field fluctuations associated with an unbroken stag-
gered symmetry is therefore not consistent.

(iv) The fluctuations of the Lagrange multiplier A are
associated with gapless modes in the normal-state III
which are important in their transport properties. How-
ever in both the low-temperature phases (normal-state II
and the superconductor), the U,(1) gauge symmetry is
broken and the fluctuations of A become massive. Thus,
they are not expected to be relevant for the steady-state
configurations of the superconducting phase considered
in this paper. [The case of normal-state I is more subtle:
although the U, (1) gauge symmetry is formally broken, "
the presence of gapless fermion excitations makes the
propagator of the longitudinal part of a a singular func-
tion of momentum and frequency. ] The saddle-point
value of A will of course be space dependent for the vor-
tex configuration, ' with space dependence chosen to pre-
cisely satisfy the constraint (1.2) at all points in space.
The length scale associated with these variations will be
roughly I/(ri)'~, which is smaller than the supercon-
ducting coherence length 1/(r2)'~ near the
superconductor —normal-state II boundary. The conse-
quences of the variations in A can therefore be safely sub-
sumed into renormalizations of the parameters of F.

(v) The nature of the coupling of the f' to a in (4.8)
shows that no term like (VXa) (VX A) is obtained.
Thus the particular large-X expansion described leads
naturally to the choice v=0. However, in the more gen-
eral spirit of Landau theory we expect the coefficient of
( V X a) (V X A) to vanish for a value of v of order unity.

V. CONCLUSIONS

This paper has examined a phenomenological model of
superconductivity in strongly correlated electronic sys-
tems. ' ' The local constraints associated with the
strong repulsive interactions are implemented by the
decomposition (1.1) of the physical fermion operators.
This introduces a local U, (1) gauge symmetry which is
crucial in restricting the form of the phenomeno1ogical
free energy. The presence of the local gauge symmetry
also implies that simple gradient terms of the f and b

operators in (1.4) are forbidden. The motion of these
quanta can only be facilitated by a gauge connection a
which transforms under U, (1). Such a gauge connection
had been introduced earlier in the context of an analysis
of the normal-state properties of these strongly correlated
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systems. ' With the introduction of a pairing field 6 for
the f fermions, a gauge-invariant free energy F [Eq.
(1.5)j of the superconducting phase was obtained.

An attempt was then made to determine if F displayed
any measurable difference from the usual Landau-
Ginzbrug free energy of a conventional superconductor.
If was found that over a large portion of the supercon-
ducting phase, the two approaches were essentially indis-
tinguishable. One striking difference did, however, ap-
pear in the response of the superconductor to an external
magnetic field. Near the phase boundary in F between
the superconductor and normal-state II (see Fig. 1 and
Sec. I) vortices with fiux hc/e generically become the op-
timum way for the magnetic field to pierce the system.
These vortices are stabilized because their cores lose su-
perconducting coherence without a significant decrease in
antiferromagnetic correlations; in contrast the cores of
the hc/2e vortices lose both superconducting and antifer-
romagnetic correlations. In the cuprate superconductors,
the most favorable region for the stability of hc/e vor-
tices is the lowest doping concentrations at which super-
conductivity first occurs. The hc/e uortices also become
increasingly likely as thegeld goes from H„ to H, 2.

' this is
because the vortex core energy contributes the largest
fraction of the total energy at H, 2. An experimental
search for such vortices will be quite useful. An impor-
tant caveat is that the hc/e vortices could be preempted
by a strong first-order transition between the supercon-

ductor and the normal state. In either case, an experi-
mental test of the scenario of this paper is available.

Some additional theoretical issues on the properties of
F and related models remain open. A complete study of
the transport and thermodynamic properties of normal-
state II should be performed. This will complement the
studies of the anomalous properties of normal-state III in
Ref. 3. Monte Carlo simulations on the phase transitions
displayed by F will also be of great interest. In particu-
lar, a detailed understanding of the crossover in the
superconductor-normal phase transition from an order
parameter with charge 2e to charge e should be obtained.
Finally the nature of the interlayer coupling and the
crossover to three-dimensional behavior should be ex-
plored: in particular anomalous fluctuation effects may
exist between the superconductor and normal-state II.
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