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In the next section we brieAe rieAy present the equations that

The basic idea is to use the one-electron ei en t t
plicit in the sim 1

'
ens a esim-

plest multiple-re6ection pictur t 1

late inverse-photoemission
ure o ca cu-

rgy. e use the one-dimensional
orm employed in the systematic study of Ref. 8; see Fi .
1. Taking x as the coordina
with

inate along the surface normal
wit the metal in the region x )0, we write

Vc(x), O&x
V(x)= '

Vtt(x), x (0, (l)

where the crystal potential is described b a
(pseudo)potential coefficient Vgk
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along the surface normal. The solid curve is

n i s gra ient vs po-
e so id c e i

e ere and the la
' — e ot er aVh

e pseudopotential parameters V =2 5

ast layer of atoms is at x=0. The other a-
rameters are given in the text. Note how y p

ecays as one moves into vacuum.

define our model of invers
'

verse photoemission and note th
'

relation to previous wo
calculations that illustrate the

r . en in Sec. III
ustrate the range of possible behavior.

p o spectral data, e poi t

been observed.
a some qualitative features of our result th hs at ave

II. MODEL

45 3744 1992 The American Physical Society



45 MODEL CALCULATIONS OF INVERSE PHOTOEMISSION 3745

where g,. and E; refer to the initial state and fur is the
photon energy. The final states have a subscript f if they
lie in a continuum and a subscript s if they are discrete
(i.e., true surface states). The ~g, ) are normalized so that

Vc(x) =2Vgcos(gx ) .

We are considering only the simple case (relevant to

( 100) or [ 111) surfaces) where the reciprocal-lattice vec-
tor responsible for the Bragg scattering of interest also
lies along the surface normal. Its length, g =2m/d. , is
determined by the spacing d between layers of atoms.
Eigensolutions in the crystal are Bloch waves, which we
find in a two-plane-wave approximation as a linear com-
bination of e' and e'" ' . The Bloch wave vector k is
real valued in the allowed bands and complex valued in
the forbidden energy gap.

For the surface barrier we write"

while for the continuum states with a common form

~ Qf lgf'& =2're(q q'—} (6)

where the wave vector q here and in Eq. (4) may be either
a Bloch wave vector or an asymptotic free-electron wave
vector in vacuum, depending on the form of the final
state. '4

In order to compare the relative strength of the two
contributions in Eq. (4) we will convolve the Ef depen-
dence of the raw spectrum with a Gaussian. This is the
only broadening that we introduce. If there are transi-
tions that conserve crystal momentum, the above pro-
cedure is inadequate where they contribute. Rather than
generalize our method for these cases, we simply do not
examine such regions of Ef space. Our rationale is two-
fold: First, our present interest lies in the surface, not
bulk, transitions, and second, the existing formalisms for
treating surface and bulk transitions on a common basis
are computationally intensive, ' ' and hence, although
more realistic, are neither as flexible nor as transparent as
our scheme.

There remains the choice of parameter values. We fix
the photon energy at 9.7 eV and take the potential pa-
rameters as mostly those of the (111) face of Cu. Thus
d=a/&3 with a =3.61 A, xo= —1.27 A, d(, =0.62 A,
and U0=11.99 eV, which follows from a work function
of 4.94 eV and a free-electron Fermi energy of 7.05 eV.
The remaining parameter is V, which for the L gap in
Cu should be about 2.5 eV; but we shall calculate for a
range of values of Vg Thus in effect we hold the
surface-state or resonance positions (nearly) fixed and
vary the band-edge locations. We note that a similar cal-
culational approach has been used by Jurczyszyn, ' but
he examined only the density of final states, not the ma-
trix elements found here. By comparing his figures with
ours, it is obvious that the influence of the matrix ele-
ments on the shape of the spectra is significant. Still the
Green's-function approach he uses, ' ' or the alternate
one developed by Radny, ' may provide a convenient
way to treat the direct transitions we avoid.

e /4 xlx —xo I

(1—e '), x(xo
x xo / (3)V~(x ) —Uo=

—Uo/(I+Ae '
), xo&x .

—plx —xol

The parameters A and P are fixed by requiring Vs to be
continuous in value and slope at x =xo. This leaves Uo,
A, , and xo to be chosen. Solutions of Schrodinger's equa-
tion with Vz are found by numerical integration.

Eigenfunctions of the total potential energy V are ob-
tained by matching half-space solutions across the plane
at x =0. These may carry a net current either into or out
of the crystal or possibly no current at all. The latter
case has several subcases, depending on whether the ei-
genvalue lies in the forbidden gap or below the vacuum
threshold or both. It is only for the last subcase that one
has a true surface state.

The calculation of inverse photoemission is easy to for-
mulate if one exploits its close relation to photoemis-
sion. ' ' Our procedure here is similar to what we did in
the jellium-model calculations. ' The eigenvalue spec-
trum is now more complicated, having both continuous
ranges within bands and discrete values within a gap, and
one must take care to use a proper normalization
scheme. ' However, the present calculations are also less
sophisticated than the earlier ones in that we completely
ignore the spatial variation of the photon field. Such an
approximation in jellium can change the pi'edicted yield
by orders of magnitude, ' but does not strongly distort its
qualitative shape. It has the numerical advantage that
one only needs matrix elements of the gradient of the po-
tential energy. For the V of Eq. (1), there is a discontinui-
ty at x =0 which leads to a 5-function term in
V'=d V/dx. In Fig. 1 (but not in the calculations of Sec.
III) we spread out this spike over a distance 0.07d to
make its relative strength apparent. In more realistic
treatments such spikes would be absent if V were every-
where continuous.

The quantity we have calculated is proportional to a
differential yield and is defined by the Fermi-golden-tule
combination of one-dimensional matrix elements

III. CAI.CULATIONS

A collection of our results is presented in Figs. 2 and
3, which show the behavior of Y near the upper and
lower band edges, respectively. In the spirit of a qualita-
tive survey we have ignored the constraints of the Fermi
level, which for Cu is near 7 eV. However, we have not
shown calculations below Ef =6 eV because the direct
(momentum-conserving, bulk) transition around Ef =4
eV rapidly becomes dominant. The broadening parame-
ter for all cases is 0.2 eV full width at half maximum,
which generally blurs out all but the first image-potential
state or resonance.

(4)

2

2w f (' dx f) dEf
2
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valued reflection amplitudes from V~ and V~, respective-
ly. When the energy lies below the vacuum threshold

~ r~ ~

= 1, while when it is inside the band gap ~ rc ~

= l.
When both constraints are satisfied, we can write

B crz =e and rc =e, with real-valued Ps and
Then the minimum of ~1 rz—rc ~

becomes the well known
requirement'

(t~+Pc =2vrn (7)

10
E,(eV)

12 14

As V increases, one leaves the jellium limit by devel-
oping band edge and surface resonances, and the latter
eventually becomes true surface states. In both figures
we have indicated where the multiple reflection argument
would predict the surface states and/or resonances to be.
The location of each burst symbol is determined by
minimizing

~
1 r~rc, wh—ere rs and rc are the complex-

FIG. 2. Inverse-photoemission yield Y vs final-state energy
Ef. The electrons are incident along the surface normal and the
photon angular dependence has been factored away (see Ref.
10). The different curves are for different values of Vg, which
runs from 0 to 4.5 eV in steps of 0.5 eV as one moves from the
top to the bottom of the picture. The origin for Yjumps by one
unit between curves. Along each Y=O level the squares denote
the upper edge of the band gap and the bursts give the surface-
state or -resonance prediction of the phase-accumulation model.
The vertical dashed line marks the vacuum level.

with n an integer. The solutions of Eq. (7) give the exact
surface-state locations, but when either r does not have
unit magnitude, Eq. (7) is not relevant and even the loca-
tion of a minimum in ~1 rzrc~ —is only suggestive of
where the peak in Y will occur, not a rigorous prediction.
This is especially evident in Fig. 2, where the first image-
potential-state peak broadens and shifts away from its
predicted location as it moves into the upper band.

In Fig. 4 we plot a summary of energy locations of
structure in our results. For true surface states the pre-
dicted and "observed" locations agree perfectly, but for
surface resonances there is in general no agreement. We
have also shown in Fig. 4 the location of other peaks in
Y which are not related to surface states and/or reso-
nances. They arise from a variety of causes. Those just
inside a band we call band edge effects and discuss in
more detail below. Those above the vacuum level are due
to a peak in the distribution of the inverse of band-gap
photoemission. ' As is evident from the bottom three
curves in Fig. 2, these peaks are the maxima of quite
broad structures and would be dificult to identify experi-
mentally. We only stress that in our calculation these
peaks are not due to higher members of the image-
potential-state series, which always lie below the vacuum
level and are in addition quite weak. For instance, when
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FIG. 3. Inverse-photoemission yield Y vs final-state energy
Ef. The plotting scheme is essentially the same as Fig. 2 except
that the curves have been shifted both vertically and horizontal-
ly for clarity. The squares now locate the lower edge of the
band gap and the bursts again are the predicted location of sur-
face states and/or resonances. The pair of crosses along each
Y=O level marks the range of Ef between 6 and 10 eV. From
top to bottom the value of Vg ranges from 0 to 2.5 eV in steps of
0.5 eV.

FIG. 4. Final-state-energy locations of peaks in the inverse-
photoemission yield vs the strength of the pseudopotential.
These locations are extracted from curves such as in Figs. 2 and
3. For reference the solid lines give the band-gap positions and
the dashed line is the vacuum level. The diamonds are peak lo-
cations associated with surface states and/or resonances; the oc-
tagons describe peaks produced by other causes (see text); and
the bursts are where the multiple-reAection model predicts
peaks should be.
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V =4.5 eV, the (visible) first image-potential-state con-
tribution to Y at 11.24 eV is seven times stronger than
that of the (invisible) next image-potential state at 11.78
eV. This weakening of the excitation efficiency is easy to
rationalize because the higher image-potential states sit
farther out in vacuum where the coupling V' in Fig. 1 is
smaller. The other additional peaks between 9 and 10 eV
at small V are also associated with very broad structures
and arise from gradual changes in both the matrix ele-
ments and the density of states.

Returning to Figs. 2 and 3 we now discuss in more de-
tail the cause and evolution of structures. The strength
of Y is generally greater for final states near the top of the
lower band than for states near the bottom of the higher
band. This difference is due to different symmetries of
the eigenstates and persists even as V ~0, as we illus-
trate in Fig. 5. For the range of V used in this figure no
surface states yet exist. The increasingly strong peak just
below the lower band edge might be interpreted either as
a surface resonance or as a bulk band-edge effect. The
two locations stay close over an extended range of Vg as
shown in Fig. 4. This surface resonance becomes the
Shockley surface state for Vg 0.5 eV but it remains too
weak and too close to the band edge to be seen separately
until Vg reaches 1.3 eV. Near the same values of Vg the
bmn6-edge peak is monng smsy from the edge sad
becoming merely a shoulder on the incipient direct tran-
sition. Returning to Fig. 5 we note that in spite of the
strong changes near the band edges, the values of Y just
below the vacuum threshold are hardly affected, so the
peak that appears near 11.6 eV is essentially due to in-
terference effects in the matrix elements. '

This peak does eventually change as V increases, shift-
ing down and nearly disappearing when V reaches 0.5
eV, then sharpening and continuing to shift towards the
predicted resonance location as the growing V puts it
closer to the band edge. This surface resonance becomes
especially strong just before it enters the band gap as the

first image-potential state. In Fig. 6 we show in more de-
tail how the surface resonance transforms into a surface-
state peak. The surface state already exists at V =2.4
eV but its excitation strength is too weak to produce
structure discernible from that due to the band edge. At
V =2.6 eV, one has two peaks below 11~ 5 eV. The low-
energy one is due to the first image-potential state while
the second one is a band-edge peak, lying just above the
band edge at 11.26 eV. The higher image resonances are
clumped into the peak just below the vacuum level.

After a surface resonance has become a surface state
(with initially zero excitation strength), it quickly, but
continuously, grows in excitation strength as its energy
moves away from the band edge. This holds for both the
Shockley and image-potential states. One might think
that the order-of-magnitude difference in excitation
strength between the two could be understood by the
same reasoning as used earlier for the successive image-
potential states. However, we find that interference
effects in the matrix elements are important, especially
for the Shockley state whose eigenfunction overlaps
strongly with both the bulk and surface parts of V'.

Since it is unreasonable to claim a priori that our model
calculations should reproduce real data, we take an
empirical approach and simply note two areas of qualita-

ve agzeemmg. Pcr Cz(~~~a She- rely&ve exn$ahoe
strength of the two surface states agrees with our calcula-
tions. For Au(111), the image resonance is more than
an eV inside the upper band, which roughly corresponds
to our case of V =1.5 eV, and is shifted above the loca-
tion predicted by the phase-accumulation model by
several tenths of an eV. The sign and magnitude of this
shift is consistent with our results in Figs. 2 and 4. These
favorable comparisons suggest that further cases should
be considered, adjusting the form of V to give not only
peak positions but also strengths and widths. It would
also be interesting if the detailed behavior shown in Fig. 6
could be confirmed. The standard way in which one ob-

M
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FIG. 5. Inverse-photoemission yield Y vs final-state energy
Ef. The configuration is the same as in Figs. 2 and 3 and Vg
equals 0.0, 0.03, 0.1, or 0.3 eV. Note the contrasting behavior at
the two band edges and the minimal changes near the vacuum
level.

FIG. 6. Inverse-photoemission yield Y vs final-state energy
Ef. The configuration is the same as in Figs. 2 and 3 and
Vg =2. 1 eV (long-dashed line), 2.3 eV (solid line), 2.4 eV (short-
dashed line) and 2.6 eV for (dash-dotted line).
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serves a surface state transforming into a surface reso-
nance is by varying the parallel momentum. ' For our
simple model this would not happen since formally the
band edge and any surface state or resonance would shift
at the same rate. One needs to mix in more plane waves
in the theory to produce a relative motion of a band edge
and a surface state or resonance with parallel momentum.
Such a theoretical effort would probably require more
complete theories' ' to produce reliable results.
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