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The paper reports results on intrinsic, device-quality amorphous silicon obtained with use of photo-
thermal deflection spectroscopy. The gap-states distribution is obtained by means of a simple and reli-
able derivative procedure on the absorption-coefficient spectra. A comparison with other models is
made. Finally, it is shown that the peak energy of the defects can be different for surface and bulk states,
and so a shift of the occupied defect peak is observed if a considerable number of surface states are intro-
duced. This explains the higher values for the dangling-bond correlation energy obtained by means of
optical methods and agrees with other experimental evaluations of the distribution of surface states such
as those carried out by means of total-yield spectroscopy.

INTRODUCTION

Photothermal deflection spectroscopy (PDS) (Ref. 1) is
a versatile experimental tool for the determination of the
absorption coefficient spectra of amorphous silicon films.
These spectra are closely related to electronic transitions
involving deep defects and shallow band-tail state densi-
ties so that quantitative information on the density of
states (DOS) can be, in principle, deduced from optical-
absorption data.’

In the case of amorphous semiconductors, the sub-
band-gap region (with photon energies smaller than the
optical band gap) has been extensively studied in the re-
cent past.®> A widely accepted model for intrinsic, hydro-
genated a-Si:H assigns an exponential energy dependence
for both valence and conduction tails, while two peaks,
considered as Gaussian, are located towards midgap.’
These peaks, whose correlation energy is of the order of
0.2-0.4 eV,* are generally ascribed to D°-D* and D%-D ~
transitions.

It is also remarkable that similar results can be ob-
tained by means of other techniques, like photoconduc-
tive spectroscopy.5 In that case, however, only electronic
transitions involving filled defects are detectable in intrin-
sic, device-quality a-Si:H.

The dependence of PDS results on the film thickness
has been recently addressed,” and this suggests that the
surface defects play a non-negligible role in affecting the
optical sub-gap properties of films with thicknesses of the
order of 1 um. Furthermore, the possibility of deep inho-
mogeneities in intrinsic a-Si:H films has been suggested.’

These spatial inhomogeneities have been studied exten-
sively and it has been found that an exponentially de-
creasing distribution from surface to bulk can account for
the thickness dependence of PDS spectra,2 and, in some
cases, for the mismatch between photothermal and pho-
toconductive spectroscopies.® At the present stage, little
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is known about the spectral distribution of these surface
defects: Schumm and Bauer’ have applied modulated
primary photocurrent spectroscopy to study the influence
of interfaces in the gap-state distribution of a-Si:H films.
It has been found that interfaces with both doped amor-
phous silicon films and metal films show a density-of-
states (DOS, cm ™2 eV ™)) distribution which differs in a
considerable way from that of intrinsic, bulk ¢-Si:H. The
aim of the present study is to deconvolute the PDS spec-
tra as obtained on intrinsic, device-quality e-Si:H films
with different surface-to-bulk absorptance ratios in order
to provide information about the surface and bulk DOS.

THEORY

We start from a model for the DOS (Ref. 8) of intrinsic
a-Si:H which assigns a value of E,=1.9 eV for the mo-
bility gap. A filled peak that can be ascribed to D%-D*
transitions lies 0.9 eV above the valence-band edge. As-
suming a correlation energy of 0.310.1 eV a second
(empty states, D°-D ) peak is located 0.7+0.1 eV below
the conduction-band edge. The Fermi energy is assumed
to be at 0.8 eV below the conduction-band edge.®

The absorption coefficient a(hv) can be considered as
the convolution integral of initial N; and final N, states
that are involved in the electronic transitions. Thus, if
the optical-transition matrix element is assumed to be en-
ergy independent,? it can be written

althv)=4 [ "7 NAEWN(E+hv)f(E)
X[1—f(E+hv)]dE (1)

where A is a constant matrix element and f(E) is the
Fermi distribution that can be approximated by a step
function.

A further approximation in (1) is to simplify the onset
of the density of states at the conduction-band edge to a
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step function® ©(E). This permits extracting the density
of initial states by means of a simple derivative procedure
on a(hv).

This approximation is valid in two particular cases
when no transitions involving empty defects are detected:
these are the cases of spectral photoconductivity (e.g., the
constant photocurrent method, (CPM) (Refs. 5 and 8)
and of spectral evaluations on n-type films.” In these
cases, in fact, the final states involved in the detected
transitions are all extended states.

In the case of intrinsic ¢-Si:H films both transitions in-
volving filled and empty defects are detected. According
to the model previously assumed, these transitions occur
at different energies: at ~1 eV for the transitions be-
tween filled defects and conduction bands and ~1.2 eV
for those between valence bands and empty defects.
Transitions involving tail states also contribute to the ab-
sorption process: if the valence-tail inverse slope is as-
sumed to be 50 meV (Ref. 2) and the conduction tail one
is of the order of 30 meV,° it can be easily estimated that
a non-negligible tail-to-tail contribution is present at 1.2
eV. On the other hand, it can be calculated that a
valence-tail—empty-defect transition can occur at 1 eV.
In this case, however, this contribution is negligible with
respect to that arising from filled defects—conduction-
band transitions, because of the much higher number of
states involved in this process.

Thus, the conclusion that can be drawn is that the
quantity d[a(hv)]/d(hv) represents the density of states
of intrinsic a-Si:H only in two well-defined spectral re-
gions: for hv=1 eV (filled defects to conduction band)
and for hv=1.9 eV (valence band to conduction band).
In the intermediate region, a further deconvolution has to
be applied in order to separate the valence-band-to-
empty-defect and the tail-to-tail contributions. As a
consequence of this further deconvolution, results ob-
tained on the distribution of the empty defects are
affected by a higher degree of uncertainty.

EXPERIMENT

The application of the aforementioned derivative pro-
cedure on the absorption coefficient of intrinsic a-Si:H
films requires PDS spectra with a very low signal-to-noise
ratio. Furthermore, the unwanted modulation due to
light interference within the film can complicate the
analysis. Finally, much attention must be paid in minim-
izing the substrate contribution to absorption'! that is
non-negligible especially for device-quality films grown
on glass substrates. The simplest way to solve these prob-
lems is to grow thick films on quartz substrates, the limi-
tation being the possibility of sample peeling off.

Samples of device-quality, intrinsic e-Si:H were grown
by rf plasma decomposition of silane. The deposition
conditions and the predeposition and postdeposition
treatments were approximately the same for all the
samples. Slight deposition temperature variations
(260-320°C) between different runs were adopted in an
attempt to change the bulk defect density of the samples
within the range permitted for device-quality material.
The idea behind this procedure is to change the defect
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density of the samples without greatly affecting other op-
tical properties, say the optical gap or the Urbach tail
slope. In this way it is also possible to change the relative
weight of bulk states with respect to surface states in the
samples. In one case, a high density of ‘“surface” defects
has been artificially introduced within the sample by in-
terrupting the deposition run several times and exposing
the sample to air contamination. For all cases the sample
thickness ranged from 2 to 4 um, except for one sample
whose thickness was 16 um. In a separate case, a sample
having a thickness of 1.6 um has been considered in order
to extract information about the surface defect density by
means of an independent method which considers the
anomalous value for the interference fringes contrast as
linked to the surface absorption.'?

The measurements were carried on in a conventional
PDS apparatus, with CCl, as the deflecting medium. In
order to further improve the signal-to-noise ratio a lock-
in time constant of 1 s was chosen, and the data for a sin-
gle energy value were averaged to obtain an uncertainty
below 20%. It has to be noticed, however, that a
double-beam PDS apparatus (as used by us) provides
more reliable results.

In a double-beam PDS apparatus, the pump beam
outcoming from the monochromator is split by a beam
splitter (we use a chopper wheel with a specular surface)
and the reference beam is directed to a detector (in our
case a photoacoustic cell with carbon black). The respon-
sivity of the system has been measured by comparing two
photoacoustic cells, one of them placed in the sample po-
sition. This configuration reduces the experimental er-
rors deriving from the standard procedure in which two
separate measurements are done, one for the sample and
one for the reference. These errors are dramatic in the
case of nonstable discharge lamps (as in our case). More
generally, in the double-beam apparatus the errors on the
grating positioning or on the exit slit width, thus on the
photon energy values, do not propagate to the a spec-
trum.
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FIG. 1. Some typical PDS spectra as obtained on the samples
under study. The curves are shifted by 1 decade for clarity pur-
poses.
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In Fig. 1 some spectra, as obtained on the samples un-
der study, are reported. The lower curve pertains to the
sample showing the anomalous value of the fringes con-
trast (3—-3.5) while the upper curve is related to the sam-
ple in which a number of interfaces have been introduced
as described above.

The (small) noise affecting the spectra has been further
reduced by means of fast Fourier transform filtering. The
same method has been used to eliminate the interference
fringes modulation'? when necessary.

RESULTS AND DISCUSSION

Figure 2 shows some example of the first derivative
spectra obtained on different samples. A broad structure
around E,,~1 eV is detectable. This structure can be
ascribed to D%-D* transitions. In fact, the energy posi-
tion E ., of the peak above the valence-band edge can be
easily obtained by means of

Epeak:Ey,_Eexpt . (2)

This energy position seems to change from sample to
sample. As a comparison, the same deconvolution pro-
cedure as carried out on a typical CPM spectrum is re-
ported, leading to an energy shift of 0.1-0.2 eV. The
derivative structure shows a Gaussian shape with half-
width 0~0.1-0.15 eV: this result is in excellent agree-
ment with other evaluations® and confirms the reliability
of our deconvolution procedure.

As it can be recognized, another structure is embedded
in the exponentially steep increase at E~1.4 e¢V. This
structure can be ascribed to D%-D ~ transitions. In order
to extract more quantitative information about this de-
fect band, a further deconvolution procedure has been
applied to the high-energy portions of the first derivative
spectra, assuming that they are composed of a Gaussian
curve and an exponential function. For this purpose, the
program MINUIT, which fits the spectra in the five-
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FIG. 2. First derivative spectra obtained for the samples
whose absorption curves are reported in Fig. 1. The lower part
of the first derivative spectrum as calculated on a CPM curve is
shown for comparison.
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dimensional space of the parameters, has been used. For
both peaks, a numerical fit was carried out and the co-
variance matrix was extracted. The energy position of
the filled (empty) defect peak has been evaluated with an
uncertainty of the order of 8% (15%) while the error on
the half-width is of the order of 3% (5%). The error
affecting the evaluation of the peak intensity is 13%
(50%). As a matter of fact, the errors on the unoccupied
defects distribution are considerably higher than those
typical of the filled defect distribution as a consequence of
the further deconvolution procedure. Figure 3 summa-
rizes some typical results showing the defect bands in the
gap. The origin for energies has been fixed at the
valence-band edge. The hatched regions represent the es-
timated uncertainty in the determination of the parame-
ters of the defect distributions. As can be seen, the peaks
are well correlated both in width and intensity, suggest-
ing an equilibrium between filled and empty dangling
bonds.

In the case of the upper curve in Fig. 3, the empty-
defect distribution is quite narrow, if compared with the
other evaluations. A possible explanation for this effect
arises if the corresponding upper curve in Fig. 2 is con-
sidered. This curve, which has been obtained on a high-
interface-defect sample, shows a broadening of the struc-
ture at 1 eV towards lower energies. If we ascribe this
effect to a partial filling of empty defects, due to a Fermi-
level shift, a narrower distribution of the ‘“residual” emp-
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FIG. 3. Some defect distributions as inferred by deconvolut-
ing the first derivative spectra. The hatched regions represent
the uncertainty in determining the defect distribution.
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ty defects is expected.

As a matter of interest, no structure at ~ 1.4 eV can be
seen in CPM derivative spectra, confirming that only
transitions leading to free electrons are detected. Recent-
ly,® a similar structure has been detected by CPM on il-
luminated samples: the interpretation for this effect has
that an additional defect band arose close to the valence
tail because of light degradation. This interpretation has,
however, to be verified: in fact, as clearly stated by
Kocka, Vanecek, and Triska,’ in light-soaked material
the mobility-lifetime product for electrons is comparable
with the same quantity for holes, thus all the electronic
transitions involving filled and empty defects are detect-
able, as in the case of PDS. The detected structure could
thus be due to empty defects, as in the present work.

The calculation of the defect density is a key step in the
characterization of amorphous silicon films. Among the
various method suggested to achieve such quantitative in-
formation, the integration rule of Jackson and Amer'*
has been widely used. In this approach, a spectrum of
defect-related absorption coefficient a.,,, is obtained by
subtracting the exponential Urbach slope aypach
=aqgexp(hv/E,) (E, is the Urbach energy) from the ex-
perimental absorption coefficient a:

aexpt(hv)=a(hv)—aUrbach(hV) (3)

from the lowest energy for which a is obtainable to the
energy where the defect absorption is supposed to ter-
minate. To compute N, (cm3), Qexpt 1S integrated with
respect to photon energy:

N,=constX [ a o (hv)d(hv), @

where the constant was taken to be 7.9 X 10" cm ~2eV !,
This procedure has been recently questioned!’ on the
basis of the fact that the optical sum rule (4) is incorrectly
applied to electronic transitions.

The deconvolution method suggested in the present pa-
per, on the other hand, provides detailed and reliable in-
formation especially for the distribution of filled defects.
Thus a quantitative evaluation for the concentration of
such defects can be extracted by integrating with respect
to energy the Gaussian peak present in the first derivative
spectra and centered at ~1 eV. The derivative spectra
need to be normalized to a value of the density of states.
As it has been explained in the preceding sections, the
first derivative spectrum represents, with a good accura-
cy, the density of states in the energy ranges hv=1.9 eV
and Av=1 eV. Thus, normalizing the spectra at 1.9 eV
to the density of states allows one to obtain the concen-
tration of filled defects. At Av=1.9 eV the DOS can be
assumed® to be 2X10%! cm 3eV L

Figure 4 reports the results obtained by means of this
procedure and compares them with those extracted fol-
lowing Ref. 14. It can be seen that a close correlation
occurs suggesting that the integration rule, even if it has
to be considered as an empirical approach,!® is able to
provide realistic results in the case of intrinsic, device-
quality a-Si:H.

The examples of defect DOS reported in Fig. 3 suggest
a high effective correlation energy for the peaks. As a
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FIG. 4. Correlation between the defect density as inferred by
our method and the same quantity as obtained according to the
integration rule (Ref. 14).

matter of fact, the average value, as calculated on our set
of samples, is U =0.510.1 eV.

This result is in very good agreement with the evalua-
tion as carried out by means of another “purely optical”
method like photomodulation spectroscopy'® (PM). Oth-
er evaluations, based, e.g., on photoconductivity,5 pro-
vide a lower value for U.. Furthermore, Fig. 2 clearly
shows that the experimental energy for transitions involv-
ing filled defects differs from sample to sample and de-
pends on the spectroscopic technique. As an example,
the CPM evaluation assigns to the peak energy within the
gap the value E ., =0.9 eV. It is remarkable that such a
value has been extracted also by other workers® by means
of the same method on several samples.

We will focus on the filled defect peak energy, because
this quantity is extracted with a low uncertainty. We
suggest that the particular sensitivity of purely optical
techniques like PDS or PM to surface states is responsi-
ble for such a mismatch. The relative weight of surface
states with respect to bulk states W can be calculated in a
simple way:

_LNsurf

W= ’
d Ntot

(5)

where N, is the surface-state density (in cm™2), N, is
the total defect density as evaluated by means of our
method described above, and d is the film thickness. We
assume N, ;=3X10'2 cm~? in agreement with the data
available in literature.? In the case of the sample showing
the anomalous fringes contrast (Fig. 1, lower curve) the
density of surface defects has been evaluated to be
Nous=7X10"? cm ™2 The absorption properties of the
sample in which interfaces have been artificially intro-
duced have been assumed as dominated by surface
(W=1). In the case of CPM, due to the relative insensi-
tivity of this technique to surface states, it has been as-
sumed that W=0. Figure 5 reports the results relative to
the peak energy as a function of the parameter W. As it
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FIG. 5. Dependence of the experimental peak energy (Fig. 2)
on the relative weight of surface states in the absorption pro-
cess. The straight line is the linear fit of the data.

can be seen, besides the experimental uncertainties, the
experimental peak energy increases together with the rel-
ative weight of surface states. Thus, the filled defect peak
should increase in intensity and shift towards the valence
band (E ., =~0.8 eV) when moving from bulk to surface.
A confirmation for this interpretation is suggested by the
results inferred by total-yield spectroscopy,'”!'® which
demonstrate that a filled defects peak is located at
E e =0.6 eV. This technique probes the first 5-10 nm
of the sample, thus it is intrinsically sensitive to surface
states. PDS, on the other hand, averages the surface, in-
terface, and the bulk absorption contributions. It seems
very realistic to forecast for the results obtained by PDS
a situation that averages between the opposite behaviors
of total-yield spectroscopy and CPM. Some of the main
differences between the physical systems investigated by
PDS and total-yield spectroscopy are summarized below.

The surface of the samples studied by PDS is covered
by a layer of native oxide. This layer is due to room-
temperature oxidation in the air and has a thickness of a
few nanometers.!® The conclusion is that an upward
band bending?® at a-Si:H surfaces covered with native ox-
ide is present. Of course, this bending cannot be revealed
by PDS. Moreover, because of the extremely low intrin-
sic surface-state density in a-Si:H, oxidation produces
surface gap states that pin the Fermi level. All these phe-
nomena tend to affect the optical properties of the film
surface because the absorption coefficient depends on the
amount of defects, on their energy position with respect
to the band edges, and also on the occupation probability.

There is, however, another subtle difference: in total
yield, due to the short light penetration depth, both ex-
tended and localized states are probed on the sample sur-
face; in PDS, most of the localized states which are
detected are on the surface, but the extended states are
bulk states. The reason is that even at high energies (2
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eV), the penetration depth is of the order of the sample
thickness (10™* cm). In the case of small variations of
the optical gap on the surface, due to alloying with oxy-
gen, the resulting effect could be a different value for
E peak*

The same considerations could be applied to the case of
the empty-defect peak located at ~1.4 eV from the
valence-band edge. It can be reasonably assumed that
this peak shifts towards conduction-band edge when
moving from bulk to surface. This is because the D © and
D™ levels could be symmetrically displaced from
midgap?' (“charge conjugation symmetry”). A
confirmation to this reasoning derives from the analysis
of PDS spectra as obtained on very thick samples. In
fact, as it can be concluded by comparing Figs. 1 and 3,
there is a close correlation between the knee energy in
PDS spectra and the energy position of the empty-defect
level. This is because the knee represents the transition
between tail-dominated and empty-defect-dominated ab-
sorptions. The comparison between spectra as obtained
on films having different thicknesses? shows that the knee
shifts towards lower energies when the thickness in-
creases, say, the relative weight of surface states de-
creases. In fact, in the case of the sample having a thick-
ness of 16 um the knee is detected at lower energies (1.4
eV). The deconvolution between a Gaussian and an ex-
ponential function shows that the Gaussian peak is cen-
tered at 1.31+0.1 eV, thus the empty levels lie deeper in
the gap. It is not possible, however, to search for a corre-
lation like that described in Fig. 5 for the filled peak due
to the large errors affecting the unoccupied defects distri-
bution. It is interesting, however, that the partial result
in the case of a very thick sample provides support to our
interpretation.

These results can be explained by considering a defect
pool?? mechanism for defect creation. We assume that
three types of defects, namely A4, B, and C defects, can be
created in the film. Defects of type B are located near
midgap, while 4 and C defects are shifted towards the
valence band and conduction band, respectively. Furth-
ermore, the formation energy of groups A and C is
greater than group B. In the bulk the number of sites
with B defects is much higher than the number of sites
with A4 and C defects. At the surface, on the other hand,
the oxygen-induced band bending resembles in a higher
carrier concentration. This carrier concentration lowers
the formation energy of either the A- and C-type defects,
so defects which are invisible in the bulk can be dominant
on the surface. A similar mechanism could also be con-
sidered for the substrate interface. Thus, the conclusion
that can be drawn is that defect bands that can be detect-
ed by PDS in commonly thin films (1 um) are of a
different type than those detected by PDS in thick films
(10 um) or by other, surface-insensitive techniques.

CONCLUSIONS

The first results on the distribution of defect states on
a-Si:H oxidized surfaces, as inferred by PDS, are provid-
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ed. It is shown that, even if a great deal of complications
is present, these results can be compared with those by
total-yield spectroscopy. A method for the evaluation of
the defect content in a-Si:H is suggested: this method
agrees with other empirical models but allows a deeper
physical insight. The high values for the defect effective
correlation energy as obtained by purely optical methods
are interpreted in terms of sensitivity of such techniques
to surface states. These states should lie closer to the cor-
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responding mobility edges according to a “‘defect pool”
formulation.
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