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The tunneling of the total magnetization of a small (-100-A-diameter) magnetic particle out of meta-
stable easy directions or between degenerate easy directions is studied. The previously known Wentzel-
Kramers-Brillouin exponents for the tunneling rates for these processes are supplemented by calcula-
tions of the prefactors, for various forms of the magnetocrystalline anisotropy. The calculations are
done using spin-coherent-state path integrals. The formalism for evaluating fluctuation determinants for
such path integrals is developed.

I. INTRODUCTION

A. Statement of the problem

Consider a spherical ferromagnetic particle of radius
-50 A. Such a small particle is typically a single
domain, and at low temperatures (mK) the individual
moments can be expected to rotate in unison in response
to externally applied fields. The magnitude Mo of the to-
tal magnetization is then fixed, and its orientation M is
the sole dynamical variable. The magnetocrystalline an-
isotropy creates easy and hard directions for M, and it is
interesting to ask if one can see tunneling out of metasta-
ble easy directions in the presence of external fields, or
resonance between equivalent easy directions. The obser-
vation of these phenomena would provide new instances
of macroscopic quantum tunneling (MQT), or coherence
(MQC), respectively, in the sense that one would then
have evidence for the superposition of states that differed
in the behavior of a macroscopic number of particles—
10 —10 magnetic moments in this case. ' There is no
evidence to date for MQC, and the only one for MQT is
from experiments on current biased Josephson junc-
tions. '

The possibility of macroscopic quantum phenomena in

ferromagnetic particles has been pointed out by Chud-
novsky and Gunther, who showed, somewhat surprising-
ly, that with typical material parameters, the rate for
MQT in ideally isolated particles could be made as high
as 10 —10 sec '. Since dissipation often reduces tunnel-
ing rates substantially, we investigated the effect of the
magnetoelastic coupling between the magnetization and
elastic waves. ' We found, also surprisingly, that this is
an extremely weak effect; the Wentzel-Kramers-Brillouin
(WKB) exponent is increased by a relative amount
10 —10 in magnitude. This makes the experimental
search for MQT in magnetic particles very interesting.

Chudnovsky and Gunther calculated the exponential
factors in the WKB rates for a few examples of MQC and
MQT, choosing in each case the simplest possible form of
the magnetic anisotropy energy. Subsequently, we calcu-
lated these factors for MQT for all the major crystal sym-
metries.

In this paper, we complete the above calculations by
finding the prefactors in the WKB tunneling rates. To be

more specific, we note that quite generally, the tunneling
rate, I for MQT or the splitting for MQC is given by an
expression of the type

I =p co (S„/2m)' e (1.1)

where ~ is the small-angle precession or oscillation fre-
quency in the well, and S,&

is the WKB exponent. The
notation comes from the fact that in standard instanton
methods, S,&

is the classical action for the instanton (in
units of fi). Usually, S,i=0(E&/fico ), where Et, is the
barrier height. The dimensionless prefactor po can often
be of order 10 or so, and is therefore relevant to experi-
ments. Our calculations may also be of some wider in-
terest, since they involve spin-coherent-state path in-
tegrals in such a way that they cannot be obviously re-
duced to path integrals for motion in one dimension. The
calculation of prefactors for one-dimensional problems is
quite old, ' ' but we are unaware of similar calculations
for spin-coherent-state path integrals.

The plan of our paper is as follows. We describe the
general setup for MQT and MQC below. In Sec. II, we
formulate the problem of calculating an element of the
density matrix for a single, large spin degree of freedom
in general terms, without assuming a specific form of the
anisotropy energy. We derive general formulas for the
prefactor and the exponent in the WKB tunneling rate.
Our approach follows that of Refs. 11—13 quite closely.
In Sec. III we apply these formulas to MQT for biaxial,
tetragonal and cubic crystal symmetries, and in Sec. IV,
to two examples of MQC.

B. General setup for MQT and MQC

The general configuration for MQT that we shall con-
sider consists of a spherical particle with its magnetiza-
tion pointing along an easy axis, which we denote z, and
an external field H applied opposite to z. The crystal
symmetry of the magnetic material determines the form
of the rnagnetocrystalline anisotropy energy density
E, (M), and this in turn determines the easy axis. ' Since
E,(M)=E, ( —M) for general M by time-reversal sym-
metry, there are at least two equivalent easy axes, z and—z when H=0. We denote the magnitude of the field at
which z is rendered classically unstable by H, . The possi-
bility now arises that for H (H„ the particle will tunnel
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II. INSTANTON CALCULATIONS
FOR SPIN-COHERENT-STATE PATH INTKGRALS

In order to treat the magnetization quantum mechani-
cally, we regard the total magnetic moment of the parti-
cle as equivalent to a large spin of magnitude J, given by

J=Muua/iris', (2.1)

where Me= ~M~, va is the volume of the particle, and

y =gpss/R. We shall take the Hamiltonian for this spin
to be such that

(n~H ~n &
=vDE(0, $), (2.2)

where ~n& is a spin-coherent state along a general direc-
tion n with polar coordinates 0,$, and E(0,$) is the
total-energy density (1.2). This choice guarantees the
correct semiclassical dynamics for the spin.

In order to calculate the tunneling rate for either MQT
or MQC, we consider matrix elements of the following

type:

(~
[

—HT[~ } (2.3)

where n, =nz is the metastable direction in the case of
MQT, and n, and nz are two of the energetically
degenerate —possibly the same —directions in the case of
MQC. The calculations for MQT and MQC are very
similar, so we will discuss only the former explicitly. In
the limit that T~ ~, we expect that

out of the metastable direction z. All our calculations
will be done to leading order in e=(—1 H—/H, ), since it
turns out that to get an appreciable rate e must be of or-
der 0.01—O. OOI. This corresponds to an escape angle of a
few degrees.

The general configuration for MQC consists of a simi-

lar particle, with the applied field being either zero, or
along a special direction that makes equal angles with
two or more zero-field easy directions. As long as the ap-
plied field is not too large, the total-energy density,

E(0,$)=E,(M) —M H, (1.2)

has at least two degenerate minima, and the object is to
study resonance between them.

Af [dn]exp[ —S[n(r)]], (2.6)

where JV is a normalization factor, and S[n(r) ] is the di-
rnensionless Euclidean action

S[n(~) ]= f [
—iJ cos0 $+fi 'uDE(0, $) ]dr. (2.7)

ifxJ sin0 0=uaE&(0, $),
i AJ sin0 P= vDEs(0, $)—,

(2.8)

where E&=BE/BP and Es=BE/B0 An imm. ediate

problem is that these equations form a second-order sys-
tem, but we must satisfy four boundary conditions, so
that the problem is overdetermined, and a solution does
not in general exist. The resolution of this difficulty was
given by Klauder some time ago, ' ' although the
present authors only learned of it recently. It seems
worthwhile to discuss this point, since none of the other
papers on this subject (Refs. 6—9) have done so. '

Klauder showed that the action (2.7) could be replaced
by S„,given by

S [n(r)]=S[n(r)]+ —fdr Jil(0 + sin 0$ ), (2.9)

The paths appearing in Eq. (2.6) are fixed at the end
points ~=+T!2and we will change the notation slightly
and write the general boundary conditions as
n(+T/2) =n+.

We now use standard instanton methods to evaluate

Eq. (2.6). Such a calculation consists of two major steps.
The first is to find the classical, or least-action path. This
is usually relatively easy and gives the WKB exponent.
The second step is to expand the action to second order
in the fluctuations about the classical path, and evaluate
the determinant (the so-called Van Vleck determinant) of
the resulting quadratic form. This is much harder, and
gives the less important prefactor. It is the second step
that requires extra efFort for calculating spin-coherent-
state integrals, but we shall see that the first also has
some interesting features.

To execute the first step, we must find the path (or
paths) 0(r), $(r), that minimizes S[n(r)], with boundary
conditions 0(+T /2) =0+ and P(+ T /2 ) =P+. This path
satisfies the equations of motion

I &nil@0& I'e (2.4)

where ~$0& is the wave function for the particle to have
M —Mpn, , and Ep is the corresponding energy. Since the
state ~$0& is unstable, ED will have an imaginary part,
which is related to the decay rate I by the usual formula,

I = —2ImEp . (2.5)

We can therefore obtain I if we can calculate the matrix
element (2.3) in the limit T~ oo. The tunneling matrix
element for MQC can be found by a similar procedure.

A matrix element such as (2.3) is given by the spin-
coherent-state path integral,

with the proviso that the limit g~O be taken after doing
the path integration. This has the e6'ect of making the
Euler-Lagrange equations a fourth-order system, allow-

ing a solution to exist. The classical path develops
boundary layers at ~=+T/2 whose width is of order g.
Outside the boundary layers the equation of motion is
well given by Eq. (2.8). In the layer at —T/2, the path
evolves rapidly from 0,$ to new values, which we

denote by 0,$ . It then evolves by Eqs. (2.8) to values

0+,p+ at r=(T/2) —O(il). The final boundary layer
connects these values to 0+ and P+. Klauder showed

that the contributions due to the term of order g in Eq.
(2.9) could be dropped, and we could revert, in effect, to
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the original expression (2.6), provided we used the
modified boundary conditions 8(+T /2) =8+ and
P(+T/2)=P+. The boundary layers provide two con-
straints among 8+,P+, ensuring solvability of Eq. (2.8).

We can exploit these considerations for MQT calcula-
tions in the following way. We choose n, =z. As usual, z
is a coordinate singularity of the spherical polar coordi-
nates and P is undetermined there. Since the classical
trajectory for the matrix element (2.3) now begins and
ends at z, we can take 8+=0, and let P+ take on whatev-
er value Eqs. (2.8) dictate, leaving it up to the boundary
layers to connect to arbitrarily specified P+. In this way
we ensure that our answer for ( z

~
e

~
z ) will be

smoothly connected to (z'~e ~z"), where z' and z"
are directions infinitesimally close to z, for which P+ is
well specified.

The second major step is to evaluate the Van Vleck
determinant for small fluctuations about the classical
path. We write

I(8, )=f (AH, +CH, )dr,

with

(2.14)

C =C i—J [( sinH Ev&
—cosH E& )/2E&& ] . (2.15)

JVf [dn ]= lim
gg~ cc

(2.16}

where nk =n( —T/2+ kr)), and r) = T/(n + 1) is the
width of the time slices. Further,

We shall see from the final answer for I that it is not
necessary to find B or C explicitly.

We next turn to the normalization factor for the
remaining path integral over Hi. To do this, we write
(2.6) as the forrnal limit of a discrete-time multiple in-

tegral. In other words, we write
n

2J+ 1

8(r)=8(r)+Hi(1 ), $(1 ) (b( )r+fi(r), (2.10) dnk = sinHk dHk dpk ——sinHk dHi k dpi k . (2.17}

and evaluate the action to second order in Hi and Pi.
Writing S[n(r)]=S,i+5iS, we have

r

5 S= iJf— sin88, P, dr+ Jf—cos8$82idr

We do not need to write the discretized version of 5 S ex-

plicitly. In addition to generating contributions to the B
and C terms in the discretized version of Eq. (2.12}, the
Gaussian integration over pi k will yield a factor of

+ (EseHi+2Ee~Hig, +E~~gi }dr .
2

(2.11)
[2m /r)v OE~~(8k, pk ) ]'

and we can write

We have already done an integration by parts and used
the fact that 8i and Pi vanish at the boundaries. The par-
tial derivatives Eee, E&&, etc., are evaluated at the classi-
cal path. We complete the square for P„and effect the
Gaussian integration over Pi. ' This integration pro-
duces a determinantal factor that can be viewed as modi-
fying the normalization factor JV. We ignore this effect
for the moment, and focus on the term needed to com-
plete the square. This term, along with the 8& terms in

Eq. (2.11) leads to the following remaining action for 8i.

I(Hi) =f ( A 8, +88i8, +CHi)dr . (2.12}

Here,

A =AJ sin 8/2voE&&,

8 =iJ( sin8Ee& —cosH E& }/E&&,

C=vo[E&&(E&v cotHEe) (Ee&—cotHE&—) ]/2fiE—
&~

.

(2.13)

We now transform the B term by writing
HiHi =

—,'d(8, )ldr, and integrating by parts. This gives

( z~e HT~z ) ~e — cl f [dH ]e i

~here

(2.18)

ds =drl2A (8(r),P(r)) . (2.21)

Then, in terms of discretized variables, our matrix ele-
rnent becomes

n

JV"= lim g [2mr)vvE&&(8k, pk )] ' sinHk,
n cok 1

2

(2.19)

and I[Hi(r) ] is given by Eq. (2.14).
We now cast the 8& path integral into the standard

form for a one-dimensional potential problem. We first
note that in the limit of large J,

n

A'= lim g (Aklirr))'
Pf ~ OO

where Ak ——A(8k, pk). [We also de6ne Ck C(8k, pk).]-—
Next, we change to a new time variable s defined by

s,e 'hm Qf
k = i V 2ir~k

e"p g ~ (HlkHl, k —1), +2~k AkCkHl, k
2

k=1 k

(2.22)

where 0& 0=0, and 6k, the width of the kth time slice in s, is given by

~k (sk sk —1) )/2Ak (2.23)

Equation (2.23) is precisely the standard path integral for one-dimensional motion, with Feynman s measure. Introduc-
ing a normalization constant N so that the measure agrees with Callan and Coleman, ' '3—see Eq. (2.29) below —and
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writing

V(s) =43 [0(r),P(r)]C[0(r),P(r)],
we finally have

(z~e ~z) =e "N f [d0&] exp ——f2

2
dO, + V(s)0, ds .
ds

(2.24)

(2.25)

We now follow Refs. 12 and 13 to find the determinant
of the quadratic form in Eq. (2.25). This form is diago-
nalized by the eigenfunctions u„(s) defined by '2 2

I

where S„ is fixed by the normalization condition (2.27).
We thus get

d2u
+ V(s )u„=A.„u„,

ds

u„(+T/2) =0 .

Since the u„'s form a complete orthonormal set,

f u„(s)u (s)ds=5„

(2.26)

(2.27)

d0 f &/& 1 d0
d7 —T/2 2A d7

(2.35)

We shall see that it is not necessary to calculate S„ex-
plicitly.

To perform the integration over c„we note that the
change induced in 0, by a small change in the center of
the instanton is

we expand 0, as d0, = d~.dO

d7
(2.36}

0,(s)= gc„u„(s) . (2.28)
Equating this to the change induced by a change in c, ,

The normalization constant N is chosen so that in terms
of the expansion coefficients c„ the measure [d0, ] is
defined as

d0, =u, (s)dc, =S„' dc, ,
&/p d0

(2.37)

[d0 ]= g(2 ) '~d „. (2.29)
we get

(2n) '~
dc& =(S„/2')'~ dr . (2.38)

As usual there exists a zero mode corresponding to a
translation of the center of the instanton, and a negative
eigenvalue in the MQT case, which leads to the imagi-
nary part of Eo. The only novel point is the handling of
the zero mode, which we now discuss. It is apparent that

~ ~

5 S vanishes for (0„$,)=(0,$). To see that I(0, ) van-

ishes for 8& =9, let us write 5 S using a generalized opera-
tor notation as

So the factor from the zero mode to be included in the
one instanton contribution to the matrix element (2.25) is
(S„/2~)'"T.

The calculation now follows Refs. 12 and 13 once
again. All the arguments about summing multi-instanton
configurations go through as before, and we get for the
decay rate

I = —2ImEO
L ee Leg t9i

5 S=(0, P, ) (2.30)

If we complete and remove the p, square, we get I(0& } in
the same notation:

' I/2

=k, 2'
det'[ —8, + V(s ) ]

det( —8,'+p')

(2.39)

I(6, ) =0)(Lee Le~L~~'Le~)0, —.
~ ~

Since 5 S(0,$)=0, we have

Lee6+Le~g=O,

Le~B+L~~Q=O .

Eliminating P from these equations, we get

(L ee Le~L ]~'L e~ )0=0—,

(2.31)

(2.32)

(2.33}

Here, k, is the number of equivalent escape directions,
i.e., the number of classical paths with the same action
S,&, the prime on the det indicates that the zero eigenval-
ue is to be omitted, and p is given by

p = V(+oo)=4ACi, (2.40)

The final point concerns the evaluation of the ratio of
determinants. As explained in Ref. (13), this can be got-
ten from the asymptotic behavior of the zero mode. It
follows from the differential equation (2.26} for u

&
(s ) that

we must have
i.e., I(0)=0.

Let us write the zero mode eigenfunction u
&

as u(s)=aS„' e "', as s~~, (2.41)

u, (s ) =S„'i (s)&/p dO

d7
(2.34)

where we have written the normalization factor S„'
from Eq. (2.34) explicitly. In other words,
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d8/dr=ac "' as s~~ .

Then

(2.42) minant in general terms, we shall not do so here. Instead
we turn directly to applications of this formalism.

det'[ —il, + V(s ) ]

det( —8,'+p')
S„

2a p
(2.43)

(The minus sign reflects the one negative eigenvalue. ) We
thus get

I'=k, ~a ~(glar)' e (2.44)

The quantities a and p that appear in this formula can be
obtained without calculating most of the intermediate
quantities introduced above. A11 that is necessary is to
differentiate the classical path to get d8/d~, convert
from ~ to s, and read off a and p by comparison with Eq.
(2.42). It is not even necessary to integrate Eq. (2.21) to
get the general relation between ~ and s. Only the asymp-
totic relation is needed, and this is often very much easier
to get.

In performing the Gaussian integral over Pi, we have
implicitly assumed that

III. TUNNELING RATE
FOR VARIOUS CRYSTAL SYMMETRIES

A. Biaxial symmetry

Let the easy axis be z, and the hard axis be x. In the
presence of an external field H antiparallel to z, the ener-
gy E(8,P) [Eq. (1.2)] is given in this case by

E(8,$)=(K, +K2 sin P) sin 8+MOH cos8 . (3.1)

~here the anisotropy coefficients K, and K2 are both pos-
itive. We assume that the higher anisotropy coefficients
are negligible. The coercive field H, =2K, /Mo, and in
the limit of small e=(1 H/H, )—, we get

~~ 4E(8,$)=K,e8 +K28 sin P
— 8 + (3.2)

In this section we shall apply the formalism of the pre-
vious section to calculate the MQT rate for various crys-
tal symmetries. ' We have presented the values of the
classical action for many of these in Ref. 9, and we shall
adhere to our earlier notation as far as possible.

E~~ &0 . (2.45)

This also ensures that A & 0, and that s is a monotonical-
ly increasing function of v, which in turn makes the path
integral in Eq. (2.25) well defined.

Condition (2.45) need not always be satisfied. If it is
not, we can ask if it is possible to integrate out 0&. Using
the equations of motion [Eq. (2.8)], the condition on the
positivity of the coefficient of 8i in Eq. (2.11) can be writ-
ten as

where we have subtracted a constant term.
There are two degenerate classical paths:

8(&)=23/esech(co r),
1/2E,e

P(r) = i— tanh(co r)+nor,

where n =0 or 1, and ai =(2uo/@gal)(K, K e)i/2

corresponding classical action is

(3.3)

Egg —cotO Eg & 0 . (2.46)
=(8/3)e3/2J(K /K )i/2 (3.4)

If this holds, we can repeat the above analysis and end up
with a one-dimensional path integral over i)), . The
equivalent of Eq. (2.14), the reduced action for P„ is

It suffices to consider the path with n =0 in Eq. (3.2). As
required by energy conservation,

I(P, )= J (A'Q, +C'Qi)dr, (2.47) p7= K, (e 8 /—4)/K2 —. (3.5)

with Note that E&& ——2K~8 )0, so we can integrate out P, . It
is easy to show that

A'=fiJ sin 8/v2(0E e—e cot8Ee),
C'= (uii/2A') [E~~ Ee~ /(Eee cot—8 Ee )]—(2.48)

A(r)=iriJ /4voK2,

C(r)=uoK, e[1—6sech (co r)]/A' .
(3.6)

+iJ [Ee& sin8/(E&& —cot8E&)] .

The determinant of the operator in Eq. (2.47) is evaluated
using techniques already described, and we will not dis-
cuss it any further.

For all the cases we have considered, one of the two
conditions (2.45) and (2.46) always holds, and so we can
always integrate out 8i or Pi. Although this procedure is
somewhat ad hoc and it is probably possible and reward-
ing to formulate the evaluation of the Van Vleck deter-

dO = —4e co~ exp[ J(K,e/K2)'/ s—] . (3.7)

Thus, ~a
~

=4e' co, and @=J(Kie/Kz)' . Substituting
in the general formula (2.44), and using k, =2, Eq. (3.4)

Since A (w) is a constant, s and r are simply related by a
change of scale. [We give the quantity C(r) so that
readers can verify that V( ~ ) =p . ] It is a simple matter
to show that
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for S,&, and the equation just above it for co, we get the
result

I =2&12co (S,&/2m. )' e (3.8)

B. Tetragonal symmetry (Ref. 19)

Again, E& & 0 H =2K] /Mo and in the small-E limit, we

get (up to a constant)

E(8,$)=EK, H KH —K28 —cos(4$) .

We have defined

(3.10)

K=(K, —4K')/4, (3.11)

and we can always choose Kz &0. %'e also assume that
(K2+K ) & 0. The exit point [the point where
E(8,$)=0] is then found to be

Ho=K, e/(K2+K) . (3.12)

[If ( K z +K ) (0, the exit angle is nonzero even when
@=0.] We also define

K.= [K'—(K', )2]'", (3.13)

and assume that this is real; if not, the correct answers
can be obtained by analytic continuation.

The classical equations of motion (2.8) are tedious to
integrate, and the final answer is

8 (w) =K, e/[K+ K z cosh(4' ~}],
(3.14)

We once again take the easy axis to be z. The energy
E(8,$) is given by

E(8,$)=E& sin 8+[E2 K2 —cos(4$)] sin 8+MoH cosH .

(3.9)

We can now read off p and a by combining Eqs. (3.16)
and (3.18). Substituting the results in Eq. (2.45) and using

k, =4, we finally get
' K/2E —s„I =8' e2'' K+I(

(3.19)

It is not particularly illuminating to write out the prefac-
tor po [see Eq. (1.1)], although it can be seen that it is di-
mensionless and independent of Uo.

C. Cubic symmetry

The energy E(8,$) is given in this case by

E(8,$)=K,(a,a +a a, +a,a„)+MoHcosH,
(3.20)

where a„, a, and a, are the direction cosines of M.
There are two cases to consider: K

&
& 0 in which case the

easy axis is [100], and K, &0 in which case the easy axis
is [111].

If the easy axis is [100], H, =2K& /Mo, and to leading
order in e, we have

E(8,$)=K, eH (9/8)K,—H (1/8)K,—H cos(4$) .

(3.21)

This is of the same form as the tetragonal case Eq. (3.10)
with %=9K&/8, K2=K&/8, and K =5' K&/2. Substi-
tuting these values in Eqs. (3.15) and (3.19), we get

S,~

=Je5 '~ ln(2+&5),
(3.22}

I =6 588' (S.„/2n )'~ e

and we have chosen to write the answer in the form (1.1).
If the easy axis is [111],H, =4~K,

~ /3Mo, and to lead-
ing order in e, we have

P(r)= ie~r . —

where co =eyH, . (We have not bothered to state the
symmetry-related values of P. ) The classical action is
found to be

S„=—' J
"

8 (r))dr=(Jco, /2) f 8 (r)dr

The classical path is given by

8(r)=v'2e sech(3' r),
p(~)= ice r, —

~
K

& ~

8' cos(3$ ) . (3.23)

(3.24)

=J(K,e/4K ) ln[(K+K )/K2] .

As s—+ao, we have

(3.15)

8= —2' (2K, e/K~)' e
P

(3.16)

Once again E&& & 0 and we can integrate out P, . We find

that,

where, now, co& =2m~K& ~/3J, and we have again omitted
symmetry related paths. Once more, E&& &0, so p, can
be integrated out. The quantity A(r)=ar2/12UolK, I&,

which is again a constant, so that the relation between s
and ~ is very simple. It is easy to do the rest of the calcu-
lation, and we finally get

$8V'2~ {S,/2m-)'I' e

A(r)=(iriJ /32uo)(eK, KH )—(3.17) S )=2Je /3 .
(3.25)

J E
2~~~= —s+ ln

4 2E
(3.18)

so that the asymptotic relation between s and w involves
the r integral of 8 . This can be read off from Eq. (3.15),
and after some algebraic manipulations we get

IV. MACROSCOPIC QUANTUM COHKRKNCK

In this section we shall apply our formalism to two ex-

amples of macroscopic quantum coherence. The simplest

way to obtain degenerate easy directions is to not apply
any external field. If the crystal has biaxial symmetry,
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the easy directions are 180' apart, and the tunnel splitting
is small, since the angle through which the magnetization
must tunnel is large. We can increase the splitting by ap-
plying a field at right angles to the easy axis, as this
moves the easy directions toward one another. This
problem is solved in Sec. IV A. A system where one may
get large splittings without applying any field is one with
easy-plane hexagonal symmetry. The rotational symme-
try in the basal plane will be broken by a sixth-order an-
isotropy term that is likely to be small, and hence lead to
large tunneling matrix elements between the six easy
directions in the basal plane, i.e, large splittings. ' We
study this in Sec. IU B.

A. Uniaxial symmetry

where sin8p =HMp /2E, and it is assumed that
H &H, =2K/Mo. The easy directions are n„nz, with
polar coordinates 8=80, m

—80, and /=0. We have
chosen E=0 along these directions.

Energy conservation gives the following relation for
the classical path:

sin (t))/2)= —
( sin8 —sin80) /4sin8sin80, (4.2)

and combining this with the equations of motion, the in-
stanton that goes from 8p to 7T 8p is found to be

We consider a uniaxial system with an easy axis z, and
apply a field H along x. Ignoring anisotropy in the basal
plane, the energy can then be written as

E(8,$)=K sin 8—HMO sin8cosg+H Mo/4K

=E( sin8 —sin8o) +2K sin80sin8(1 —cosP),

(4.1)

ds &vo 1 1
2—— +C.C.

2 1 i—tan8O cosh(cobr)

Evp
s 27-—

AJ

cosep 1 + cos8p
ln

2' b 1 —cos8p
(4.8)

We also have from Eq. (4.3),
2COb 7

8(r) =n —80—2 cot80e

which gives

d8/dr=4cot 80cobe

(4.9)

(4. 10)

Combining Eqs. (2.43), (2.44), (4.8), and (4.10), we finally

get for the tunnel splitting 6,
1/2 5/2

' (1/2)cos80J yg cos 8p 1 cos8p6=8 e
Mo sin8o 1+ cos8o

(4.11)

In the limit H ~H„we get 80 =m /2 —(2e) '

cob =(e/2)'~ yH, S„=(2J/3)(2e) ~, and

5=8&3cob(S //277)' e (4.12)

This is the answer for a particle in a one-dimensional
quartic double-well potential, with 2cob being the small
oscillation frequency in either well. In fact, we also have
S,&

= 8 Vp /3cob, where Vp =vpE e is the barrier height.

B. Hexagonal symmetry

(4.7)

where c.c. stands for complex conjugate. It follows that
aS 7~ ao)

cos8 = —cos80 tanh( co& r ),
cot 80sech (cobr)

sinP=—
2 [1+cot 80sech (cour)]'

(4.3)
Our second example of MQC is a system with hexago-

nal symmetry, with six easy axes in the basal plane. The
anisotropy energy for a hexagonal system can be written
as

1 + cos8p
S i =2J cos8p+ —ln

2 1 —cos8o
(4.4)

Here, co& =(yH/2) cot80, which is half the small oscilla-
tion frequency in either well. Note that we have the hap-

py circumstance that the boundary conditions are
satisfied by both 8 and P, so no boundary layers are need-
ed. The action associated with this instanton is found to
be

E(8,$)=K, sin 8+K& sin 8

+K3 sin 8—K3 sin 8cos(6$) . (4.13)

We would like 8=m/2 to be the easy axis. We ensure
that by having K, &0 and Kz, K3,K'3 «~K, ~. We will

assume that ~K, ~
is sufficiently larger than the other

coeScients that the fluctuations of 8 about m/2 are small.
Writing 8=~/2+ a, and expanding to second order in a,
we get

To find the prefactor, we note that
E(a,g)= —K(1—3a )cos(6$)+K'a (4.14)

E&& =2K sin80 sin8 cosP =K( sin 8+ sin 8o), (4.5)

which is positive, so we can integrate out P, directly.
From Eq. (4.5), we get

where K =K3, K'= —E, —2K2 —3E3;K'))K)0.
Energy conservation gives

a = —K[1—cos(6$)]/[K'+3K cos(6$)] . (4.15)
AJ sin 8

2&vp sin 8+sin 8p

Substituting the solution (4.3) in Eq. (4.6), we get

(4.6) Combining this with the equation of motion

i cosa = (2y /Mo )a[K'+ 3K—cos(6$)], (4.16)
d
dT
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and expanding to lowest order in a, we get

d =+(2y/Mo) [ [1—cos(6$) ]d7.

which is not always positive, and so we cannot integrate
out P, . Instead, we can integrate out O„since

Eee —cotOE& =2(1+et )[K'+3K cos(6$)]

X [KK'+3K cos(6$)]]'
=2K'+0(K) &0 . (4.24)

cos(3$)= —z, tanh(co r)/[zz —tanh (co r)]'

where

co =(6y/Mo)(2KK'+6K )'

is the small oscillation frequency, and

z, =[(K'—3K)/6K]'i

z~ =[(K'+3K)/6K]'

(4.18)

(4.19)

(4.20)

Note that since z, =zz —1, leos(3$) l
( 1, and P(~) is real.

The solution for tT(r), on the other hand,

a(r) = i sech—(co ~)/&3z, , (4.21)

is purely imaginary. The action for the instanton (4.18) is
given by

S„= iJf d—~ sin[a(r) ]
dP

oo d~

(4.17)

It is straightforward to integrate this equation, and the
instanton that goes from /=0 to /=2'/6 is found to
satisfy

(n, le ~Tin, ).„,,„„,„,.„=l(n, l@o) l2b, Te

(4.25)

with

5=2co~ (S,~
/2m. )

' e (4.26)

Here, n, and nz are the directions with 0=m/2, and
tt =0,2rr/6, respectively. As before, lgo) is the wave
function for the particle to have M =Mon&, and Eo is the
corresponding energy.

We can now sum over multi-instanton configurations
to obtain the effective tunneling Hamiltonian H,z. Ignor-
ing the constant Eo, and denoting the states with
$=2rrj /6 by lj ) (and defining l6)—:l0) ), we get the cy-
clic matrix

(4.27)

The energies are +2%A and +Ah, the latter two being
doubly degenerate.
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(4.23)

This research was supported by the National Science
Foundation through Grant No. DMR-9102707, and
through the Northwestern University Materials Research
Center, Grant No. DMR-8821571. One of us (A.G.)

would like to thank for its hospitality and support, the
Aspen Center for Physics, where a portion of this work
was done, and where he enjoyed several discussions with
A. Auerbach and C. L. Henley on related problems.

'For a review of macroscopic quantum phenomena, see A. J.
Leggett, in Percolation, Localization, and Superconductivity,
edited by A. M. Goldman and S. %'olf, NATO Advanced
Study Institutes, Series B, Vol. 109 (Plenum, New York,
1984), p. 1.

~For MQT, see A. O. Caldeira and A. J. Leggett, Phys. Rev.
Lett. 46, 211 (1981); Ann. Phys. (NY) 149, 374 (1984); 153,
445(E) (1984).

3For MQC, see S. Chakravarty and A. J. Leggett, Phys. Rev.
Lett. 52, 5 (1984); A. J. Leggett, S. Chakravarty, A. Dorsey,
M. P. A. Fisher, Anupam Garg, and W. Zwerger, Rev. Mod.
Phys. 59, 1 (1987).

J. M. Martinis, M. H. Devoret, and John Clarke, Phys. Rev.
Lett. 55, 1543 (1985).

~For a review of the experiments, see John Clarke et al. , Sci-
ence 239, 992 (1988).

E. M. Chudnovsky and L. Gunther, Phys. Rev. Lett. 60, 661
(1988).

7Anupam Garg and Gwang-Hee Kim, Phys. Rev. Lett. 63, 2512
(1989)~

8Anupam Garg and Gwang-Hee Kim, Phys. Rev. B 43, 712
(1991).

Anupam Garg and Gwang-Hee Kim, J. Appl. Phys. 67, 5669
(1990).
J. S. Langer, Ann. Phys. (NY) 41, 108 (1967).
S. Coleman, Phys. Rev. D 15, 2929 (1977).

~~C. G. Callan and S. Coleman, Phys. Rev. 0 16, 1762 (1977).
t3S. Coleman, Aspects of Symmetry (Cambridge Univeristy

Press, 1985), Chap. 7.
If the particle is not spherical, but is still small enough to have
a uniform magnetization, we must add the shape anisotropy
energy to the magnetocryalline anisotropy energy F, and



45 MACROSCOPIC MAGNETIZATION TUNNELING. . . 12 929

minimize the sum to find the easy axes, etc.
~J. R. Klauder, in Path Integrals, Proceedings of the NATO

Advanced Summer Institute, edited by G. J. Papadopoulos
and J.T. Devreese (Plenum, New York, 1978).
J. R. Klauder, Phys. Rev. D 19, 2349 (1979).
In fact, except for a (erroneous) footnote in Ref. 9, these pa-
pers only deal with the WKB exponent, which is just —S,~,

where S„is the least action. One does not explicitly need the
time dependence of the paths to calculate S,&

since the second
term in Eq. (2.7) is a constant of motion, and the first term
can be integrated by using this constant to write P as a func-
tion of 8. The existence of the classical path is nevertheless
assumed.
In order to do this, we must have E&& )0. %'e will discuss this
point below. See the discussion surrounding Eqs.
(2.45)—(2.48).

' In addition to the cases presented here, we have also done the

calculation for hexagonal symmetry with an easy direction
along the c axis. The formulas are very complicated, so we do
not give them here. It is worth noting, however, that just as
the driving term for tetragonal symmetry is E2, it is now E3,
the term that breaks the rotational symmetry in the basal
plane. The exponent S,&

is given in Ref. 9.
The prefactor for this case can also be obtained by noting that
Mz 6, My 6, and M, =Mp M& /2Mp so that if only
leading-order terms are kept, the equations of motion for M
and M~ are identical to those to the position x and momen-
tum p for a particle moving in a one-dimensional quartic po-
tential well. The prefactor for the latter problem is known.
In footnote 9 of Ref. 9, we cited the answer using this ap-
proach, but we forgot the all important factor of 2 in Eq.
(2.5), and so our result printed there is half the correct one.

'We thank C. L. Henley for suggesting this example to us.


