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Formation of C6o clusters via Langevin molecular dynamics
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We examine the formation of C6p clusters via a Langevin molecular-dynamics simulation. Our simula-
tion incorporates a carbon interatomic potential which reproduces correctly the binding energy and
bond lengths of the stable carbon polymorphs. We find that it is possible to nucleate a C6p fullerenelike
cluster with no symmetry, or volume imposed constraints from a "weakly" interacting "hot gas" of car-
bon atoms. We propose that the growth sequence for C6p fullerene in the initial phase is dominated by
the nucleation of long carbon chains. As the nucleation process proceeds, these chains branch and form
polycyclic rings. We find an abrupt onset of ring formation at a temperature which corresponds approx-
imately to the melting point of graphite. Also, we propose an annealing technique that expedites the for-
mation of stable clusters.

I. INTRODUCTION

Understanding the nucleation process by which the C6p
fullerene molecule forms is a formidable undertaking. '

The molecule has complete symmetry since each of its 60
carbon atoms resides in an identical environment. It is
hard to envision a process for the formation of such a
highly symmetric molecular system of this size. Crystal
growth can be envisioned to proceed from a small nu-
cleating "seed" and ending in an interface, or free sur-
face. In this manner, an ideal, periodic structure can be
formed with the surface, or interface, being an inherent
"defect." For C6p, no such interfacial "defect" is present,
and the nature of a nucleation seed is problematic. Most
models for the creation of C60 fullerenes (Refs. 4 and 5)
avoid details of the process. Some workers have speculat-
ed that the formation of C6p proceeds via a nucleation
seed of a symmetric "subunit" such as a pentagonal, or
hexagonal ring, or combinations thereof. Typically, the
hydrocarbon corannulene molecule which contains a five-
fold carbon ring surrounded by sixfold rings serves as a
generic example of a nucleation site. This molecule is
thought to be nonplanar and effectively forms half of the
base of a C6p molecule. However, this picture excludes
any discussion of how the nucleation site is formed, and
relies on thermodynamic arguments to justify the C6p ful-
lerene structure. While such arguments are valid in
terms of "ground-state" stability, they do not illuminate
the details of the kinetics.

A different point of view can be considered. Suppose
one starts from a gas of "weakly interacting" carbon
atoms. One can ask such questions as: "What are the
most stable units of carbon at high temperatures?" and
"How do these units change as the system is cooled?" In
our approach, we will study carbon atoms in a hot gas
and examine the evaluation of chains, rings, and ful-
lerenes as the system is cooled. By examining this envi-
ronment, we hope to learn likely "seeds" from which the
C6p molecule may grow, and determine the qualitative

features which may enter the formation process.
To understand dynamical processes, we have

developed an interatomic potential for carbon which will
allow complex systems to be simulated. For systems of
more than a dozen atoms, it is not possible to model the
dynamics of a system via direct quantum-mechanical cal-
culations, except for extraordinarily short time spans. A
common practice is to replace quantum-mechanical
interactions by "classical interactions" which are derived
from interatomic potentials. The implementation of
"classical" interatomic potentials can reduce by orders of
magnitude the computational effort for dynamical simu-
lations. This reduction in computational effort gains lit-
tle if the essential features of the system are lost in the
transcription of quantum-mechanical interactions into
classical forces. Clearly, this transcription can be made
for closed-shell systems. The use of van der Waals poten-
tials for simulating the inert gases is a common example.
Also, for ionic materials, Born-Mayer potentials work
very well.

For solids composed of open-shelled species, the issue
of generating accurate potentials is unresolved. For
group-IV-element solids, the diamond structure is a sig-
nature of quantum-mechanical covalent bonding forces.
Open structures cannot be rationalized by consideration
of two-body, or classical, forces. However, the construc-
tion and implementation of three-body, or angular, forces
for these systems is nontrivial. Some workers have sug-
gested that such potentials are of limited utility at best as
many-body interactions, by definition, are strongly depen-
dent on the local environment. We have found that this
need not be the case, if some care is taken in choosing the
data base to construct interatomic potentials. For sil-
icon, we used two divergent data sets: (a) the high-
pressure phases of silicon which contain "overcoordinat-
ed" silicon atoms, i.e., atoms with more than four bonds,
and (b) clusters of silicon which contain "undercoordinat-
ed" species. Our goal was to build these divergent bond-
ing configurations into our potential. We succeeded in
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this attempt as much as we could predict "magic" num-

bers for the reactivity of small silicon clusters and, more
recently, to predict an isomeric transformation of silicon
clusters. '

Here we focus on building a potential for carbon which
will be applicable to modeling the nucleation of the C6p
molecule. Unlike silicon, carbon can exist with multiple-
bond formation, and as a consequent, is more challeng-
ing. Our starting point will be to consider our silicon po-
tential and make changes to reQect differences between
silicon and carbon. Our approach will allow us to exam-
ine differences between the two species, and provide a
"unified" approach.

With our interatomic potential, we will examine the
state of carbon atoms at high temperatures, and the nu-
cleation process, as we quench the system. Our simula-
tion will be focused on Langevin molecular dynamics.
This type of simulation allows much longer time steps
than traditional molecular dynamics,

" and allows one to
incorporate a "heat bath" to control the cluster ternpera-
ture in a physically appealing manner.

II. INTERATOMIC POTENTIALS FOR CARBON

S," ranges from 0 for metallic structures with small bond
angles to 2 for covalent systems. Also, for 8;k (~/3
(8,Jk )2m/3) we saturate c os(38, ~k} so that
cos(38;,.„)= —1 [cos(38,"k )=+1].

From a rescaling of our silicon potential, we find the
denser polytypes of carbon are poorly replicated. The en-

ergy separation of these dense phases from the diamond
structure is too small, e.g. , the separation between the
simple cubic structure and diamond is nearly 1 eV, in-
stead of the -3-eV separation determined by pseudopo-
tential calculations. ' This error is to be expected as the
angular energy terms in silicon are less important than in
carbon, i.e., bond-bending forces in carbon phases are
stronger than in the corresponding silicon phases. Upon
refitting the angular terms, we could move these poly-
types to higher energies. Also, a refitting is necessary to
stabilize graphite versus the diamond structure: by
penalizing structures with small bond angles, the dia-
mond structure becomes slightly less energetically favor-
able than graphite. Our potential yields accurate energies
and bond lengths for carbon in the diamond and graphite
structures and does a reasonable job for the denser po-
lyrnorphs of carbon. In Fig. 1 we compare the equations

—
g,"exp( —P2R," ) /R, , ] .

R; is the interatomic distance between (i,j) and the
many-body interactions are contained within the factor
g;J. g;J is constructed to be large for covalent, open-
structure systems (structures with large bond angles, such
as diamond or graphite} as compared to close-packed sys-
tems such as the face-centered-cubic structure. We define

gJ as

g;J =gP+g)S,J.SP

where

(2)

To construct an interatomic potential for carbon, we
use a functional form which is similar to that of our sil-
icon potential. To fit the parameters of this potential, we
employ the structural energy of various other polytypes
of carbon, e.g., carbon in the body-centered-cubic,
simple-cubic, and face-centered-cubic structures, as ob-
tained from ab initio pseudopotential total-energy calcula-
tions. ' ' Pseudopotential calculations have yielded ac-
curate structural properties for known forms of carbon,
and should be accurate for hypothetical dense phases. '

The form of our bulk carbon potential, following the
silicon work, is given by

E [ [R] ]= g [ A exp( —P&RJ )/RJ

8

-4

bG

OJ

-6

-8

0

80
-2

bO

e 4

-6

(a)

(b)

Atomic Volume (A. )

sc

CC

bcc

10

S;.=1+& cos(38, k)),
&f(8;, )) =If]/[ll
[f( 8;~k ) ]= g f ( 8;~k ) exp( —~,8;Jk ) exp( &2R,Jk ), —

k
kWi,j

with R;„=(R,+R,k)/2. 8,,k is the an.gle between R;.
and R,k. This form represents a short-ranged function
which has sharp angular and radial cutoffs. The factor

-8
10

Atomic Volume (A. )
FIG. 1. Equations of state for carbon in the diamond (dia-

mond), simple-cubic (sc), body-centered-cubic (bcc), and face-
centered-cubic (fcc) structures as calculated from (a) ab initio
pseudopotentials (after Ref. 12) and (b) interatomic potentials as
defined in the text.
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E(c)=E(co)+b, Iexp[ bz(c ——co)]—1I (3)

where co corresponds to the equilibrium c parameter, b,

of state from our interatomic potentials to ab initio pseu-
dopotential calculations for diamond and the denser
phases. ' In Table I we compare the structural proper-
ties of diamond and graphite as determined by our intera-
tomic potential to experiment. Values for the potential
parameters are A =45.59 eV A, P& =0.80 A, P2=0. 35
A, go=1.33 eVA, g& =6.09 eVA, A&=(2/m), and
A~=0. 961 A

We note that graphite is a major challenge for any car-
bon interatomic potential. The forces within the graphi-
tic plane are covalent whereas the interplanar forces are
commonly attributed to van der Waals interactions. The
form of our potential does not contain van der Waals in-

teractions, and so one might expect some significant short
comings. Schabel and Martins' have suggested the
cohesive energy of graphite as a function of the interlayer
distance, given by the c-axis structural parameter, can be
written as a Morse potential of the form

corresponds to the interplanar binding energy, and b2 is a
parameter giving the range of the interplanar interac-
tions. In Table I we give values to the fit of our potential
to this functional form. In Fig. 2 we show the quality of
this fit and compare our interatomic potential calculation
to the pseudopotential calculation. As expected, we do
not replicate the interplanar binding energy. Our poten-
tial yields a binding energy of approximately 0.5 eV/atom
whereas experiment and the pseudopotential work sug-
gests a much smaller binding energy of approximately
0.02 eV/atom. Our large binding energy is refiected in
the uniaxial compressibility of graphite which is about a
factor of 3 smaller than experiment. Unlike the quantum
calculations which have many electronic degrees of free-
dom, our potential has only "nuclear" coordinates. A
common occurrence in this situation is for the energy
differences between structures to be exaggerated.
Despite this expected deficiency, our "predicted" value
for the c axis is 6.2 A, in credible agreement with the ex-
perimental value of 6.7 A. Also, the functional form of
the crystal energy versus the c parameter is reproduced
accurately with a Morse potential. The range of our po-

TABLE I. Structural properties of carbon in the diamond, graphite, and C6p fullerene forms from ex-
periment and theory. The theoretical values are determined from the interatomic potential as defined

by Eqs. (1) and (2) and (4)-(6).

Structure

Diamond
Cohesive energy
Lattice constant
Bulk modulus
Pressure derivative

of bulk modulus

Experiment

7.37 eV/atom'
3.57 A
4.42 Mbar'

4d

Theory

7.28 eV/atom
3.53 A
4.7 Mbar

5.3

Graphite
Cohesive energy
Lattice parameters:

ap

Cp

Morse parameters:
bi
b2

Uniaxial compressibility

7.41 eV/atom'

2.45 A
6.67 A

22.8 meV/atom~
0.971 A
2.7 X 10 ' cm /dyne"

7.33 eV/atom

2.51 A
6.17 A

580 meV/atom
0.783 A
0.7 X 10 cm /dyne

C6p
Cohesive energy
Bond lengths:

Short bond
Long bond

-7.0 eV/atomt

1.40 A
1.47 A

6.9 eV/atom

1.42 A
1.49 A

'L. Brewer (unpublished).
J. Donohne, The Structure of the Elements (Wiley, New York, 1974).

'H. J. McSkimin and P. Andreatch, Jr., J. Appl. Phys. 43, 9856 (1972).
Estimate from K. Gschneidner, Jr., Solid State Physics, edited by H. Ehrenreich, F. Seitz, and D.

Turnbull (Academic, New York, 1964), Vol. 16, p. 275.
'N. N. Cxreenwood and A. Earnshaw, Chemistry of the Elements (Pergamon, Oxford, 1984).
Y. Baskin and L. Mayer, Phys. Rev. 100, 544 (1955).
H. Drickamer, Science 156, 1183 (1967).

"R.Nicklow, W. Wakabayashi, and H. G. Smith, Phys. Rev. B 5, 4951 (1972).
'Estimate from pseudopotential calculations, N. Troullier and J. L. Martins (unpublished).
'W. Kratschmer, L. D. Lamb, K. Fostiropoulos, and D. R. Huffman, Nature 347, 354 (1990).
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tential shown by b2 is entirely consistent with the pseudo-
potential calculations' and Thomas-Fermi models'
which yield b2 =0.8 A

If one compares the energy and structure of the C6O

molecule as determined from experiment' and from
pseudopotential calculations' ' to interatomic potential
calculations using the potential defined above, the agree-
ment is not satisfactory. The energy of C60 is underes-
timated by -20% and, more significantly, the structure
is not dynamically stable as compared to a large
diamond-structure "fragment. " Our interatomic poten-
tial as defined above contains no information on isolated
carbon rings, or graphitic sheets, as will be important for
modeling C60. This situation is similar to silicon. Small
silicon clusters are known from sophisticated quantum
calculations' ' to be close packed in contrast to the
ground-state structure of silicon, i.e., the diamond struc-
ture. For silicon, it was necessary to change the silicon
"bulk" interactions as these interactions would yield "in-
correct" cluster structures corresponding to open struc-
ture, diamondlike, fragments. We modified the silicon

potential so that two-body interactions were strengthened
at the expense of three-body interactions. Physically, this
change corresponds to strengthening the backbonds of an
undercoordinated silicon atom. For carbon, we proceed
in a similar manner as we modify the bulk interactions.
However, unlike silicon, small carbon clusters are
thought to form as chains, or rings, and not as close-
packed fragments. One can view this difference as aris-
ing from multiple-bond formation in carbon which is ab-
sent, or nearly so, in silicon. We are primarily interested
in replicating the behavior of isolated sheets of graphite.
We do not expect to be able to model small carbon clus-
ters in which double or triple bonds might exist besides
single bonds.

We alter bulk interactions to strengthen the bonds in
C60. Also, we include an additional angular factor which
ensures that isolated graphitic sheets will not be stable in
a planar geometry, but will prefer to "buckle. " The form
of this modification follows from our silicon work, and is
fixed by a comparison to total-energy calculations' ' for
the solid-state C6o.

'

We introduce a "dangling-bond vector" 0;. This vec-
tor is defined as

(a)
D; = —g R; exp( —

A, 3R;J )

J,JXl
exp( —A.3R;J ) . (4)
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FIG. 2. Total energy of graphite plotted vs the c-axis param-
eter. Two calculations are shown: (a) is from ab initio pseudo-
potential calculations {after Ref. 14) and (b) interatomic poten-
tials as defined in the text. The solid curves are determined by a
fit to a Morse potential [Eq. (3) in the text]. The energy zero is
taken to be the equilibrium energy of graphite. Note the change
in scale.

This vector vanishes for the crystalline polymorphs, but
will be present for systems which do not have a local in-
version center such as the C60 molecule. We define an an-
gular term as

Q,J =1+zD;sin[a(8;~ —tr/3)] .

We combine this term with the dangling bond to modify
our g;. term. We take

Ago�

/go =p(Q q Q; —1)exp( —P2R, ) . (6)

The C60 bonds will now be stabilized versus diamond
fragments, and the angular term will facilitate "buckling"
of graphitic sheets. We note two features of this potential
which differ from silicon. The range of the bond-
strengthening term is longer than silicon, i.e., we imple-
ment a Gaussian weighting in Eq. (4) instead of a
exp( —

A,3R,") term. The range of this term must exceed
the size of one hexagonal ring to ensure that ordering be-
tween fivefold and sixfold rings is possible. We do not
weaken the bulk angular terms in Eq. (6), i.e., change g&,
as we did for silicon. For silicon clusters, this
modification led to close-packed clusters which would
not be correct for carbon. The potential parameters for
Eqs. (4)—(6) are a=2.25, z =0.132/A, A.3=0.0319 A
and p=4. 0.

Our interatomic carbon potential from Eq. (1) and (2),
as modified in Eqs. (4)—(6), yields a dynamically stable
C60 fullerene. The bond lengths and energy are given in
Table I, and are compared to theoretical estimates for the
cohesive energy of the molecule and to experimental
values for the bond lengths. Two bond lengths exist for
C60. The longer bond is shared between fivefold and six-
fold rings; the shorter bond is shared between sixfold
rings, respectively. The bond lengths in Table I are taken
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from the molecular solid; we do not expect the bond
lengths to be significantly different for the molecule.

III. LANGEVIN SIMULATIONS
OF THE FORMATION OF C60 CLUSTERS

Assuming our interatomic potential replicates accu-
rately the forces between interacting carbon atoms, we
need a procedure for determining the optimal structure
for a given number of atoms. We will integrate the equa-
tion of motion of a particle using the Langeuin or,
Brownian, molecular-dynamics approach. " Within this
approach, a particle is considered to move in a viscous
medium and experiences a rapidly fluctuating random
force besides the interatomic forces from other particles.
The fluctuations of the random force are dictated by the
temperature of the medium.

This method has several advantages over other sirnula-
tion techniques. The time steps used to integrate the re-
sulting equations of motion" can be quite long, e.g., one
or two orders of magnitude longer than other molecular-
dynamical simulations. This will permit longer time
frames to be considered. The temperature of the system
is introduced in a natural way without having to scale the
kinetic energy of the system in an ad hoe fashion. The
thermal bath has a physical analogy to the real system:
Namely, the C6O molecule is nucleated in a buffer-gas en-
vironment. ' The viscous medium can play the role of
the buffer gas. The only "significant" disadvantage of
this method is shared with other simulation methods,
e.g., the time frame of a molecular-dynamics simulation
is much shorter than relevant experimental times.

The trajectory of a free particle within this picture" is
given by

m = —yv+G(t, T},dv
dt

where m is the mass of a carbon atom, y is the viscosity,
and G is a rapidly fluctuating force which is temperature
dependent. This equation can be used to describe a parti-
cle in a hypothetical viscous medium executing Brownian
motion if the random forces have a zero mean, and a
correlation function for each ith-spatial component given
by

The viscosity parameter ensures one that the fluctuation-
dissipation theorem is obeyed, i.e., the work done by the
random force is dissipated by the viscous friction. "
The stochastic nature of this simulation will destroy in-
formation about the initial condition of the system and
drive the system to equilibrium which is characterized by
the temperature.

When we consider an additional force which arises
from particle-particle interactions, we have the coupled
dynamical equations

dr =v,
dt

m =F—yv+G(t, T) .dv
dt

Owing to the random thermal fluctuations in G, the par-
ticles explore many difference configurations at high tem-
peratures. We then cool the system by lowering the
thermal fluctuations in the random force G. If we cool
slowly enough, we hope to "quench" out the lowest ener-

gy structure for particles interacting with the given in-
teratomic potentials.

To simulate the nucleation of C6o fullerenes, we consid-
er an initial configuration consisting of a "large" box of
60 carbon atoms. These atoms a're not allowed to in-
teract significantly. Specifically, we consider a cube of 12
A on a side and deposit the atoms randomly within this
box. We impose one constraint: the atoms are not al-

0
lowed to be within 2 A of one another. This allows us to
contain the 60 atoms, yet not have them overly "biased"
by the initial configuration. We chose an initial temper-
ature for the atoms in this to be 7000 K. This tempera-
ture is chosen to be well above the melting point of solid
carbon. Our initial condition corresponds to a "hot,
chaotic gas" of weakly interacting carbon atoms. The
viscosity parameter was taken to be y =0.001 in atomic
units.

Within the Langevin molecular-dynamics simulation,
we quench this system and observe the nucleation pro-
cess. There are two goals to our simulation. First, we
wish to observe what sort of structures form as we rapid-
ly cool this system. Second, we will modify this simula-
tion process in an attempt to nucleate the lowest-energy
structure possible. With respect to the first goal, we
quench the system as with our silicon cluster work. The
time step for the integration of motion is 2 fsec with a to-
tal simulation time of 20 psec. During this time, the box
temperature is reduced from 7000 to 1000 K.

Initially, short chains are formed as illustrated in Fig.
3(a). At sufficiently high temperatures, it seems clear that
entropic considerations will dominate the structural
properties of the "hot gas." For a given number of
atoms, a chain will be favored by entropy over a ring.
Thus, it is not surprising that chains are formed first.
This is consistent with earlier work which suggested
that chains would be stable at high temperatures. It is
surprising that these chains grow to fairly long units, e.g. ,
over ten atoms in length. However, our carbon potential,
and presumably the "real" carbon interactions favor
large angles in the chain growth which inhibits ring clo-
sure [Fig. 3(b)] for small carbon chains. At moderately
high temperatures ( —5000 K) enthalpic considerations
begin to influence the quench, and the chain structure be-
gins to change. The chains form branches and eventually
hexagonal ring configurations start to appear near 4000
K [Fig. 3(c}]. This suggests that one may not be able to
nucleate C6O fullerenes above this temperature. It also
suggests that the solid state, i.e., graphite, may not be nu-
cleated above this temperature. This finding is consistent
with estimates of -4000—5000 K for the melting point of
carbon. The ring structure is maintained to lower tem-
peratures [Fig. 3(d)].

One issue of some interest is the evolution of rings as
the temperature is lowered. It has been speculated that
fivefold ring formation is crucial to the buckling of gra-
phitic sheets. This speculation is strongly supported by
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(a) (b)

(c)

FIG. 3. Structures illustrating the nucleation process for a
cluster of 60 carbon atoms. (a) The cluster is at 6000 K. Short
chains appear. (b) The cluster is at 5000 K. Longer chains are
formed which start to branch. (c) Hexagonal rings begin to
form at 4000 K. (d) A spheroidal cluster is formed with sixfold
rings formed (2000 K) ~

thermodynamic arguments. Perfect sheets of graphite
have dangling bonds at the edge of the sheet. By buck-
ling the sheets, the number of dangling bonds is reduced
per unit area. If the sheet closes on itself to form a
sphere such as C60, then the dangling bonds are removed
altogether. To examine the evolution of the ring struc-
ture in more detail, we determined the percentage of
atoms of the system which reside in rings. Owing to the
stochastic nature of the hot gas, it is not trivial to decide
when a ring structure exists. We used a simple criterion:
namely, when two atoms are within 20%%uo of the ideal
bond length of the diamond crystal, then a bond is said to
exist between the atoms. By using a large bond-length
criterion, we reduce unphysical fluctuations of the bond
number.

We examined both fivefold and sixfold ring formation
and found that fivefold rings are less common than six-
fold rings over the entire temperature range. This is not
surprising as fivefold rings are energetically less favorable
with our potential than are sixfold rings. In Fig. 4, we
show the evolution of sixfold rings as a function of tern-
perature. Fivefold ring evolution follows a similar behav-
ior. We indicate the average binding energy, i.e., the po-
tential energy of the system, as a function of the quench
temperature. At high temperatures, few atoms exist in
rings. As the temperature is lowered a strong onset of
ring nucleation occurs near -4800 K. This "first-order"
change is replicated in the binding energy, and is con-
sistent with the melting point of graphite.

Although our anneal is not sufficiently slow to produce
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FIG. 4. Binding energy per atom (top) and the percent of
atoms in sixfold rings (bottom) as a function of the quenching
temperature. The binding energy does not include kinetic ener-
gy. Note the abrupt onset of ring formation below -5000 K.

a highly symmetric structure, the lowest temperature
structure in the anneal corresponds to a spheroidal clus-
ter with many-linked hexagonal rings. This is true for
the runs we have examined, and appears not to be a
strong function of the quench rate, at least for quick
quenches. However, the energy of this structure is some-
what removed from the energy of an ideal C60 molecule.
The energy we calculate for this structure is -6.7
eV/atom as contrasted with the energy of the ideal C6p

(Ref. 18) of -7.0 eV/atom. Because our quench is quick,
we often find atoms trapped in the interior of the
spheroid cluster. These atoms are in energetically un-

favorable sites because of the rapid kinetics.
Our second goal is to search for the global minimum

structure, i.e., the ground-state structure. Such a search
is notably certain to fail from the start. For any system
of modest size, e.g., over 20 atoms, finding the phase
space occupied by the ground-state structure is usually
beyond our computational capability using standard
techniques, e.g., molecular dynamics and simulated an-
nealing. For a highly symmetric structure as the C60
molecule, the possibility of a successful search is even
more remote. We seek a more limited objective. Name-
ly, we hope to find a low-energy structure which resem-
bles the C60 molecule.
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We tried the following algorithm. We take our
quenched structure in Fig. 3(d) and prepare a new start-
ing configuration for further annealing. To prepare the
new starting configuration, we remove all the energetical-
ly unfavorable atoms from the cluster. We define "un-
favorable" to include atoms whose binding energy is
more than one standard deviation removed from the
average binding energy in the cluster. For a structure
such as the one in Fig. 3(d), about 10—15 atoms are in-
volved. These energetically unfavorable atoms are then
randomly placed within the annealing cube with two con-
straints. The new position of these atoms cannot be
within 2 A of an existing atom, nor can they be placed
within 2 A of an original site which was found to be un-
favorable. These constraints ensure that the prepared
structure is topologically distinct from the previous one.
We then repeat the annealing process, i.e., we take an ini-
tial temperature of 7000 K and rapidly quench to 1000
K. By repeating this process, we could fi'nd a lower-
energy structure which contained no atoms within the in-
terior of the cluster. Our optimal cluster was annealed
for a longer period, i.e., approximately 100 psec, from
6000 to 300 K.

An advantage of interatomic potentials is that one can
examine the binding energy for individual atoms. The
distribution of binding energies for various stages of our
annealing procedure is shown in Fig. 5. In the initial
configuration of atoms we have an energetic distribution
which is centered near zero binding energy [Fig. 5(a)].
There is some spread to this distribution as the atoms are
allowed to interact weakly. After a quick quench the
average binding energy is increased, but there is a large
spread of the atomic energies as the quench is so rapid as
to trap atoms in unfavorable bonding configurations. For
example, the atoms in the interior of the spheroid shown
in Fig. 3(d) have a binding energy which is less than half
that of the most favorable bond configuration. After a
reanneal, we find that the distribution becomes sharper as
the system has fewer defects. However, we found that we
could not further sharpen the distribution by continuing
to repeat the process. One issue involves the rate at
which we reanneal. It may be that unless we cool far
more slowly than the current —100 psec interval, we can-
not anneal out defects which remain in the final struc-
ture. The procedure of quenching, heating the system,
and reannealing has an analogy to experiment where one
can heat the buffer gas and/or apply a laser beam to the
system to reheat the clusters.

The lowest energy structure we found is displayed in

Fig. 6. The energy of this structure is comparable to that
of the ideal C6O to within -0.05 eV/atom. The structure
contains no interior atoms and is dominated by sixfold
and fivefold rings. We are successful with this algorithm
in producing a C6o fullerenelike structure.

Two prominent defects occur in our "best" structure
when compared to the ideal C6o structure. First, penta-
gonal rings often share a common base. The bond length
corresponding to the shared base is —

10%%uo longer than
the other bond lengths of the pentagon. The shared pen-
tagons may also be considered to form an eight-
membered ring with a weak bridging bond. This

configuration may be seen in the top part of Fig. 6.
Another common defect is for two fivefold rings to share
a common base, and have the length of the shared base
increased so that an atom bridges the base forming two
"puckered" sixfold rings. Both defects suggest a strong
interplay of the bond strengths between atoms in fivefold
and sixfold rings. We note that such defects have been
suggested on the basis of a semiempirical tight-binding
simulation. In this simulation, a C60 fullerenelike struc-
ture was obtained when the atoms were constrained to re-
side in a spherical cavity and a high pressure (-0.5
Mbar) applied to the system. We have not found it neces-
sary to invoke such a constraint. However, we should
note that our rapid quench and the initial configuration
which localizes the atoms to a box may mimic the pres-
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FIG. 5. Density of states (in arbitrary units) for carbon atoms
as a function of the binding energy per individual atoms. (a)
Density of states for the initial configuration. The energy zero
is taken to be for an isolated carbon atom. (b) Density of states
after a quick quench. (c) Density of states after reanneal of the
cluster as explained in the text.
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FIG. 6. Lowest energy structure formed from the annealing
simulation. Note the presence of both fivefold and sixfold rings.
This structure contains elements in common with C60', however,
defects still dominate the structure.

FIG. 7. Structure of carbon atoms quenched within a quasi-
two-dimensional constraint. The structure resembles a graphi-
tic sheet with a number of defects introduced by the quick
quench.

sure constraint to some extent.
We note that recent estimates from quantum chemis-

try have been made for the energy of placing two five-
fold rings next to one another. The energy of this defect
is fairly high —1 —2 eV as the defect introduces
significant strain into the C6p molecule. The mecha-
nism by which this defect is created and how it may be
destroyed is one of the major puzzles of the formation of
C6p. It may be that our anneal is simply too rapid.
Another possibility is that our first study is unrealistic as
we constrained our system to 60 atoms. A monomer, di-
mer, or trimer reservoir may be necessary for the growth
of a perfect C6p molecule. Such a suggestion is consistent
with the fact that no natural means of growing C6p exists:
C6p appears only when the carbon vapor is accompanied
in a helium buffer-gas environment under the "right"
temperatures and pressures.

We note that it is possible to check our potential by
growing two-dimensional forms of carbon. We have con-
strained our system to a "quasi"-two-dimensional system
by placing the atoms in a box whose dimensions were
fixed to 12X12X2 A. Using the same anneal procedures
as for C6p we could grow a "graphitic like sheet. " The
binding energy of this sheet was -0.5 eV/atom less than
the C6p fullerenelike structure we formed in three dimen-
sions. The chief reason for the lower binding energy is
the existence of low coordinated atoms at the edge of the
graphite sheet. Like our structure in Fig. 6, which con-
tains many defects when compared to the ideal C6p, the
"graphite" grown in our simulation (Fig. 7) possesses a
number of defects owing to the rapid growth process.

IV. CONCLUSIONS

We have examined the nucleation of C6p fullerenes by a
Langevin molecular-dynamics simulation. Our simula-
tion incorporates a carbon interatomic potential which
correctly reproduces the diamond and graphitic forms of
carbon in terms of bond energies and bond lengths. The
potential also reproduces the energy of C6p and the bond
lengths. Our simulation considers the nucleation of C6p
from a hot gas of weakly interacting carbon atoms. We
find in the initial stages of the simulation at high temper-
atures, carbon-chain structures form. As the system is
cooled, the chains become branched and form polycylic
rings. At sufficiently long anneals, the cluster formed
resembles the C6p molecule with defects. The defects
consist primarily of shared fivefold rings and puckered
sixfold rings. We have also been able to simulate the
growth of a graphite sheet and find that similar defects
occur.
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