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Time-dependent electron tunneling through parabolic quantum wells
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The time-dependent tunneling of electron wave packets through parabolic quantum wells is numeri-
cally studied. We consider both true smooth parabolic wells and quasiparabolic short-period superlat-
tice potentials. The evolution of the charge density is described in detail. The electron dwell time at

various resonance energies is also calculated.

In the past few years, resonant tunneling through
quantum-well heterostructures has attracted considerable
attention due to its possible applications to ul-
trahighspeed electronic devices.!™® In the fabrication of
quantum wells, computer control of molecular-beam
shutters has allowed very precise shaping of the potential
through compositional grading.”® Among the different
profiles, parabolic quantum wells present the appealing
feature of having equally spaced levels. Capasso and
Kiehl proposed a resonant-tunneling bipolar transistor
with a smooth parabolic well in the base layer, with the
goal of achieving equally spaced peaks in the collector
characteristics.’ True parabolic (smooth) quantum wells
are mimicked in practice through a set of
GaAs-Ga,;_, Al As square quantum wells and barriers
such that the electron potential, averaged over lengths
longer than the individual well and barrier thicknesses,
has a parabolic profile (Fig. 1). More specifically, the to-
tal width of the lattice is divided into a regularly spaced
grid, each segment having one layer of GaAs (well) and
one layer of Ga;_, Al As (barrier). The barrier thickness
is varied quadratically with the distance from the center
of the superlattice, while the height, determined by x, is
kept constant. The averaged potential of the short-period
(SP) superlattices is expected to be the effective electron
potential if the electron wave function extends over many
of the individual wells and barriers.!%!! Quasiparabolic
wells grown by molecular-beam epitaxy (MBE) exhibited
the expected nearly equally spaced transitions in the pho-
toluminescence® and light-scattering spectra.! The ob-
servation of resonances in a compositionally graded para-
bolic quantum well has been reported by Sen et al.!?
These parabolic quantum wells [Fig. 1(b)], used as a
resonant-tunneling device, exhibited equally spaced peaks
in the collector characteristics'? in reasonable agreement
with the theoretical results obtained through a smooth
parabolic potential [Fig. 1(a)] in a stationary scheme,
solving analytically the one-dimensional effective-mass
equation by means of confluent hypergeometric func-
tions. 3

While mainly static features of the tunneling phenome-
na have been investigated, dynamical aspects have not
been studied thoroughly. This is in part because the
characteristic time scale of the process is typically of the
order of picoseconds or less, which is shorter than the
measurable time by commonly available methods. Nu-
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merical methods are also difficult to apply, especially
when two or more degrees of freedom have to be con-
sidered. Nevertheless, dynamics should be investigated,
since it not only determines the ultimate speed of tunnel-
ing devices, but it elucidates fundamental aspects of elec-
tronic waves in solids, particularly their behavior in the
time domain.!%!> Experimental progress is being made
in the measuring of tunneling escape times.!® (The tun-
neling escape time of electrons from parabolic quantum
wells in double barrier heterostructures has been calculat-
ed recently by means of a transfer-matrix method in a
stationary scheme.!’) On the computational side,
efficient grid methods are also being implemented. Anci-
lotto, Selloni, and Tosatti,!® have recently studied the
time-dependent resonant electron tunneling through dou-
ble barrier heterostructures.

Our aim here is to compare the single-electron-wave-
packet dynamics in the true parabolic potential V,, and
in the superlattice quasiparabolic structure V.
Differences can be expected, because even if the average
of the two potentials (over one period or more) agrees,
averaged forces —adV¥ /dz and higher derivatives of V will
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FIG. 1. Parabolic quantum well in a double barrier hetero-
structure. (a) Smooth parabolic potential with the different en-
ergy levels. (b) The equivalent parabolic potential (dashed line)
achieved through a short-period superlattice with N=19.
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be different in general: the square barrier superlattice
model potential can be mathematically regarded as a
combination of Heaviside functions with appropriate ar-
guments. Its derivative is then either zero in wells and
barriers or plus or minus a & function in the limits be-
tween them (plus at the left edge of the barriers, minus at
the right edges). A more realistic version with smoothed
edges keeping the main features of the square barrier
model does not essentially modify our reasoning. Since
the derivatives of V determine the time evolution, as is
made explicit in the evolution equation for the Wigner
function W,
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a dynamical disagreement seems possible. The simplest
type of dynamical information is contained in the
Hamilton-like Ehrenfest-theorem equations. In particu-
lar, the evolution of the average momentum is given by

d{p) =<_ﬂ> )
dt oz [’

where the brackets stand for the quantum-mechanical
average over the wave function 1(z). An explicit expres-
sion can actually be obtained for the superlattice in terms
of the various §-function contributions:
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Here c is a constant determined by the number of barriers
and the barrier height, and the first sum runs over the
singularities at points z,. s(n) is zero for left barrier
edges and one for right barrier edges. The second sum
runs over superlattice periods centered at points z.
Every period gives a positive and a negative contribution
coming from the left and right barrier edges (z! and z}).
The above discretized (but exact) expression can be com-
pared with the discretized approximation of the corre-
sponding integral for the smooth parabolic potential

<—an/az>=—2521z,|¢<z,>|2, @)

where for simplicity v, =22 is assumed, and § is the su-
perlattice period, taken here as the elementary discretiza-
tion length. The two expressions do not much resemble
each other for arbitrary densities |1|?, although they may
give similar results for particular cases.

Another way to understand the origin of a difference
between the dynamics in the two potentials is to notice
that while the motion in a smooth parabolic potential is
purely classical (the terms depending on #* or higher or-
ders vanish in the Wigner equation giving the classical
Liouville equation), discontinuous potentials are one of
the sources of classical-quantum-mechanical disagree-
ment. %20
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From a different perspective, the small deviations be-
tween the spectra of the smooth parabolic potential and
the superlattice that have been calculated and found ex-
perimentally'® suggest again that different dynamical
responses could be encountered, since the dynamics are
ultimately determined by the stationary eigenvalues and
eigenfunctions.

The question then is what is the quantitative impor-
tance of this effect. Our numerical study provides an
answer. In this work, we have found that the electron
dwell time for a parabolic quantum well achieved by
means of a SP superlattice takes a different value than
that expected from the smooth parabolic potential calcu-
lation. The dwell time depends on the period chosen for
the superlattice. This period will be given by the number
of barriers N taken in the fixed quantum-well width [Fig.
1(b)]. The detailed wave-packet motion is also examined.

The simplest way to describe electron tunneling
through a double barrier heterostructure (DBH) is the
effective-mass approach.?! We have assumed the same
effective mass inside and outside the barrier regions:
m*=0.067m, where m;=1 in atomic units.

Our heterostructures are formed by a 2L =300 A para-
bolic (or quasiparabolic) quantum well sandwiched be-
tween two d=10 A Ga,_, Al As barriers of ¥=0.27 eV
height. The smooth parabolic quantum well is depicted
in Fig. 1(a) where the quadratic part is given by
V,(z)=( V/L*)z* where 2L is the parabolic well width.
In Fig. 1(b), the SP Ga,_,Al,As superlattice, in which
the Al content with each period is varied such that the
averaged electron potential has a parabolic profile
[dashed line in Fig. 1(b)], is represented. 12

In order to study the dynamics of tunneling, we need
to solve the time-dependent Schrodinger equation associ-
ated with the Hamiltonian for a spinless electron in the
heterostructure region

H=—(#/2m*)3*/3z*+ Vpow(2) , (5)

where Vpqw(z) represents the quantum-well potentials of
Fig. 1. Recently, a large amount of dynamical simula-
tions of quantum systems using grid methods have been
performed in different fields.??~>* The wave function is
discretized first at time t=0 on a spatial grid. Then, a
propagation algorithm transforms the initial wave func-
tion ¥(t=0) into the final one ¢(¢). The work by Ancilot-
to, Selloni, and Tosatti is based on a Chebychev scheme
for the time evolution operator'® in combination with fast
Fourier transform (FFT) techniques. The efficiency of
this type of numerical method for two or more dimen-
sions has been repeatedly proved. However, for one-
dimensional problems, other methods become faster and
easier to implement.?* We have used Koonin’s method.?
This is also a grid method based on the following unitary
propagator scheme:

1—iH At /2
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where " is the wave function at the time step n. The ini-
tial state is taken as usual as a Gaussian packet
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o is the spatial width of the wave packet, z, the initial
average position, and k7 its initial average momentum.
The spatial width of the packet has been chosen large
enough to avoid an excessive smoothing of the stationary
transmittance features due to a wide momentum distribu-
tion. In a recent article,'® a quantitative analysis of this
phenomenon in terms of dimensionless quantities has
been given. In summary, for a fixed value of the average
energy of the packet, a wide momentum distribution de-
stroys the quantum resonance features and makes the
quantum-mechanical results closer to the classical ones,
obtained from an ensemble of classical particles.

Let us discretize time by a superscript n and spatial po-
sition by a subscript j. Thus ¢(z,¢)—¢j. The various z
values become j Az where Az is the mesh width. Similar-
ly, the time variable goes over to n At where At is the
time step. The second spatial derivative is approximated
as

F=/A2P Y001 =209, )+ O(A2P) . (®)

To treat the time development of ¥(z,t), we use the uni-
tary propagation scheme?* given in Eq. (5). This norm
conserving algorithm approximates the exact evolution
operator through second order in Az. For a practical ap-
plication (5) is rewritten as " *'=y—v", where x
satisfies

(1+iH At /2)x=2¢" . 9

The spatial discretization of the preceding equation leads
to a tridiagonal linear system that can be solved by stan-
dard methods.

Let us consider the electron tunneling through a para-
bolic quantum well. Particle transmission can exhibit
sharp peaks when the incident particle energy coincides
with the energies of the quasibound states of the quantum
well, and the thickness of the confining barriers affects
mainly the width of the peak, the latter being related to
the lifetime to escape out of the well.!” In a parabolic
quantum well, in the absence of an external applied elec-
tric field, the electron energy levels are given by

E, ~fw,(n +3), (10

where n=0,1,2, ... and ©,=(2V/mL?)"/%. These lev-
els are nearly equally spaced and from (10) the spacing
AE between states is AE ~fio, [Fig. 1(a)]. Equation (10)
is not exact because, in our case, the parabolic potential is
not infinite and the eigenfunctions are not exact Hermite
polynomials.!! When an external electric field is applied
to a parabolic quantum well, it preserves the curvature of
the parabola, and therefore the energy levels and the
spacing AE, while shifting its origin to the right.'? In
this work, we will not consider an applied electric field to
establish a tunneling current through the heterostructure.
We will vary the incident energy of the particle as in Ref.
18.

In Fig. 2, the evolution of a packet initially character-
ized by a width 0 =230 A, 0.81F, total energy, and local-
ized on the left of Fig. 1(a) is shown as a sequence of plots
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FIG. 2. Evolution of the electron wave packet in the tunnel
through Fig. 1(a) potential. The dashed line represents the het-
erostructure position.

of the charge density |¢(z,t)|> at n=4 resonance in the
parabolic quantum well versus z (in a.u.). A spatial grid
with side L=6000 a.u. and 6000 points has been used; the
time step was taken as 10 a.u. This grid provides con-
verged results and allows us safely to neglect boundary
effects. It can be seen that an interference pattern is
formed due to the intertwining of reflected and ingoing
fluxes. A part of the electron wave packet enters between
the barriers, giving a series of peaks of the charge density
that bounce back and forth between the parabolic
quantum-well edges, where reflected and transmitted
packets are produced by tunneling. (The dashed line
represents the position of the heterostructure.)

We plot in Fig. 3 the charge density versus z (in a.u.) at
various times at n=4 resonance for the smooth parabolic
well and for different N values of the quasiparabolic su-
perlattice (N=15,19). The entrance of the charge within
a smooth parabolic quantum well can be emulated in a
very good manner by means of a SP superlattice, but
when the charge trapped between the barriers grows to a
maximum and then starts to decay, differences are found
between the electron wave functions for the different het-
erostructure potentials. Specifically, the phase of the os-
cillatory pattern of the charge density is different in both
cases. This is more evident in Fig. 3 at r=143 fs.

In Figs. 2 and 3, one can observe that the charge densi-
ty trapped in the parabolic well grows in a “charge time”
up to a maximum and then slowly decays.

In Fig. 4, we have plotted Q (¢)= f’a’|¢l2dz versus time
for the cases described, @ and b being the parabolic well
limits. The features of Q(¢) in the scattering process are
related to two phenomena that occur simultaneously, at
least for an intermediate time period between the begin-
ning and the end of the collision: a charge process due to
the incoming wave and a decay due to the like barriers
modulated by the bouncing of the packet between the
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FIG. 3. Evolution of the electron wave functions within the
parabolic quantum well in the resonant-tunneling process. Solid
line, Fig. 1(a) potential; dashed line, short-period superlattice
with N=19; dot-dashed line, short-period superlattice with
N=15.

well edges. The charge process due to the incoming
wave can be reproduced by means of a SP superlattice in
reasonable agreement with a smooth parabolic quantum
well if we take a large value for N, N=15 or N=19 in
Fig. 4, although the charge maximum in the well is al-
ways higher for the SP superlattice than for the smooth
parabolic potential case. This can be attributed to the
short left barrier in the SP superlattice that favors the en-
trance of charge within the parabolic well. If N is not
large enough (N=11 in Fig. 4) the electron potential,
averaged over lengths not longer than the well and bar-
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FIG. 4. Charge trapped between the barriers vs time. Solid
line, Fig. 1(a) case; short dashed line, N=19; long dashed line,
N=15; dotted-dashed line, N=11.

rier thickness in the SP superlattice, does not have a par-
abolic profile. In this case, the charge process is very
different and the charge maximum in the well (dot-dashed
line in Fig. 4) takes a lower value than in the smooth par-
abolic case due to the loss of the resonant state within the
barriers. From now on, we will only consider the cases
N=15 and 19 in our calculations.

With respect to the decay process, it is qualitatively
similar in the smooth parabolic or superlattice potentials.
However, the detailed oscillations take different phases in
both cases. This should not be surprising, as the packet
has had enough time to sense the sharp interfaces in the
superlattice.

Apart from the calculation of charge densities, we have
evaluated the dwell time 7p,

) b
tpla,byty,t,)=| “dt | d 0] 11
plabyty,ty)= [, “dt [ dzly(z,1)] (11)
When ¢, =— o and t, =, 7 is interpreted as the aver-
26

age of the time spent by the electron in the well region,
a <b. In an actual computation, the integral over ¢ in
(11) is performed from ¢, =0 (when no charge is present
in the well) until certain value ¢, such that 7, remains
unchanged (the charge has been completely depleted
from the well).

Important differences in the calculated dwell times for
the potentials depicted in Fig. 4 are obtained. In Fig. 5,
we have plotted the calculated electron dwell times at
each n resonance in the parabolic quantum well for the
different cases, 7 for a SP superlattice with an N=15,19
value is higher than the smooth parabolic case. A
15-20 % difference from the smooth parabolic case with
the N=19 SP superlattice is found, and a 30-35%
difference for N=15. The SP superlattice gives an extra
multibarrier-induced dwell time for the charge trapped
between the barriers at resonance. The study of larger
values of N is not required because the parabolic quan-
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FIG. 5. Electron dwell time vs n (energy level). Circles,
smooth parabolic potential; triangles, N=19 SP superlattice po-
tential; squares, N= 15 SP superlattice potential.
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tum well achieved with N=19 already involves barrier
thickness of 3-A width in the center of the well. These
short wide barriers cannot be produced within the actual
GaAs-Ga,_, Al As technology, so that at least a 30%
difference in the dwell time is expected for a resonant-
tunneling bipolar transistor with a parabolic well in the
base layer.

In summary, we have studied the time evolution of the
charge density of electron wave packets through parabol-
ic quantum wells, and calculated the dwell time of the
charge trapped between the two barriers in the parabolic
well region. A resonant-tunneling bipolar transistor,
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with a parabolic well in the base layer achieved through a
SP superlattice, has exhibited equally spaced peaks in the
collector characteristics'® in a good agreement with the
proposed smooth parabolic potential,'! but in this work
we have found that it gives a dwell time at least 30%
higher than the one obtained through the proposed
smooth parabolic potential.
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