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Apical oxygen ions and the electronic structure of the high-T, cuprates
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We analyze a five-band extended Hubbard model involving four orbitals on the Cu02 planes of the

high-temperature superconducting oxides (d 2 2 and d & 2 for the copper, and 2p and 2p~ for the
x f 32 T

oxygen) and the 2p, orbital(s) for the out-of-plane apical oxygen ion(s). The strong local repulsion be-

tween holes on copper is treated by means of a slave-boson approach in mean-field approximation,
whereas the nearest-neighbor Cu-0 Coulombic repulsion is treated within a Hartree decoupling scheme.

We systematically investigate the variation of the resulting band structure with doping and with varying

model parameters, and examine its stability with respect to lattice deformations. The results are com-

pared with experimental data on photoemission, polarized x-ray-absorption spectroscopy, electron-
energy-loss spectroscopy, and optical absorption. We analyze in particular the effects of the apical
oxygen(s) on the electronic structure, and we identify the amount n, of holes in states with local a

&
sym-

1

metry as the quantity most directly affected by their presence. This quantity differentiates between the
various high-T, cuprates, which are otherwise very similar as far as the planar structure is concerned.
An analysis of ten different classes of compounds reveals a correlation between the maximum critical
temperature T, '" attained within each class at the optimum doping 5 '" and the excess of a& holes with

respect to the doping itself n, (5 '")—5 '". This correlation indicates that the highest critical tempera-

ture can be reached in the compounds where the interaction between apical oxygen(s) and CuO& plane is
weakest. We discuss some implications of our results in the light of various theoretical models.

I. INTRODUCTION

Although the enormous theoretical and experimental
effort' has led to important general insights into the
chemical and electronic structure of the high-T, cu-
prates, a satisfactory understanding of the phenomenon
of high-temperature superconductivity and of its oc-
currence in the copper oxides is still far from being
achieved. Of course, there is now general agreement that
the Cu02 planes common to all the high-T, compounds,
are the crucial structural element. Furthermore, it has
become clear from electron spectroscopy that the un-
doped high-T, oxides are charge-transfer insulators. The
single hole per unit cell is predominantly in the d 2X JP

(d„)orbital of the copper ion in the Cu02 plane, but this
is considerably hybridized with the po. orbitals on the
surrounding oxygen ions. Electrons added by n doping
therefore occupy orbitals of predominantly copper char-
acter, but extra holes introduced by p doping have been
shown ' to go into states with a large amplitude on oxy-
gen. This is the most direct evidence for the existence of
strong correlations between the electrons due to the
strong Coulomb repulsion (U =8—10 eV) between holes
on copper. This feature makes the theoretical treatment
of these systems difficult so that, at present, even the
Fermi-liquid or non-Fermi-liquid nature of the normal
(nonsuperconducting) state is debated.

A major theoretical challenge is therefore to find the
simplest model for the holes in the Cu02 planes that still

contains all the essential aspects of the low-energy phys-
ics relevant for superconductivity. In this respect the
three-band extended Hubbard model that includes the
copper d„orbital and the oxygen po. orbitals in the plane,
has been the starting point for many further develop-
ments. Having as ingredients copper-oxygen charge-
transfer gap, copper-oxygen hopping, and Coulomb
repulsion on copper, the three-band extended Hubbard
model is constructed to capture both the strong copper-
oxygen hybridization and the strong correlations on the
copper ions. Through superexchange it gives rise to anti-
ferromagnetism which might provide the mechanisms for
high-T, superconductivity. If amended to include
nearest-neighbor Coulomb repulsion between holes on
copper and on oxygen, it contains charge-transfer exci-
tons which have been suggested as an alternative mecha-
nisrn.

When we consider the three-band model as a reference
point, both the possibility for further simplification and
the necessity of further extension have been advocated.
On the one side is the proposal that the model can be re-
duced to an effective single-band model. Zhang and
Rice pointed out that, at finite doping, a hole in a d or-
bital and a hole on planar oxygen in the molecular orbital
combination of local b& symmetry —,'(p„—p„—p„+p» )

could form a local singlet (for the choice of the phase
convention of the orbitals see Fig. 1). More detailed im-
purity and cluster calculations ' showed that, for real-
istic parameters, such singlets are likely to be sufficiently
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FIG. 1. Orbitals and phase convention (shaded lobes have

positive sign) entering the five-band model; a unit cell contains
the Cu ion, the planar-oxygen ions 1 and 2, and the apical
oxygen(s}.

stable and localized to give rise to a distinct singlet band
within the charge-transfer gap. In this situation, the
low-energy physics should be given by the (single-band)
t Jmodel: -positively charged holes (i.e., Zhang-Rice
singlets} moving in a lattice of antiferromagnetically cou-
pled spins. This would substantiate the original proposal
by Anderson" that high-T, superconductivity is to be
found in the single-band Hubbard model, since the latter
becomes equivalent to the t-J model in the strongly
correlated limit.

However, it has also been argued that the spin of a hole
on oxygen is a relevant independent degree of freedom'
so that the oxygen band should be kept. In that case one
would be left even in the strong-coupling limit with a
two-band description: the Kondo-lattice model'
where spin-carrying charged holes move on the oxygen
lattice between the background of spins on the copper
sites. Similarly, if the charge-transfer excitons are
relevant, no reduction seems to be possible.

On the opposite side are proposals that the three-band
model should be further augmented by additional orbit-
als. Calculations aiming at a realistic description of the
electronic structure indicate that more orbitals are
involved in accommodating the holes than those con-
sidered so far, in particular at intermediate doping levels,
and this is confirmed by various experiments. In particu-
lar, polarized x-ray-absorption spectroscopy ' (XAS)
and electron-energy-loss spectroscopy ' (EELS) show a
sizable ( —10%) hole occupancy of the d 2 & (d, ) orbit-

als on copper. Also, XAS seems to indicate that the vari-
ation of that occupancy with doping and between the
various cuprates correlates with the value of T„which
suggests a role for the d, orbital in bringing about high-

T, superconductivity, for example by the d-d excitation
mechanism. ' Including the copper d, orbital results
in a four-band model, in which the planar-oxygen
molecular orbital of local a, symmetry —,

' (p„
1

+p —p„—p ) also gets mixed, viz. , with the added d,
&2 ~3 &4

orbital. The feature of having two copper-centered orbit-

als of different symmetry leads to orbital-dependent su-
perexchange (Kugel'-Khomskii model ' ) and Jahn-
Teller coupling to the lattice, and upon doping to the
possible formation of charged triplets in a background of
spins (triplet t Jm-odel ).

All these models are entirely restricted to the Cu02
planes, and it would therefore only be possible to account
for the differences between the various high-T, corn-
pounds by using different in-plane parameters. In the ac-
tual cuprates, the copper ions are situated in pyramidal
or octahedral structures and so they have apical oxygen
ions above and/or below them. Several experimental
findings indicate that these out-of-plane oxygen ions
could be relevant to the superconductivity. For example,
Raman spectroscopy has shown a considerable soften-
ing below T, of the mode involving the motion of the api-
cal oxygen perpendicular to the CuOz plane. In this con-
text it has been proposed that motion of the apical oxy-
gen in a double-well potential, associated with strong
charge transfer, is the source for superconductivity in the
Cu02 plane, and quantum Monte Carlo simulations on
simplified models ' have demonstrated that such a
mechanism is indeed viable. An analysis of the oxygen
isotope effect provides support for anharmonic motion
of the apical oxygen linked to superconductivity, and
direct evidence for the existence of a double-well poten-
tial in YBa2Cu307 has recently been obtained from ex-
tended x-ray-absorption fine structure (EXAFS).

Indications for the importance of the apical oxygens
have also come from semiphenomenological analyses of
the relation between crystal structure and the maximum
critical temperature T, '" in the various high-T, cuprates.
A clear correlation has been found between T, '" and the
Cu bond valence sum, which was shown to be almost en-
tirely due to variation in bonding between the copper ion
and the apical oxygen(s). ' Similarly, a correlation has
been demonstrated between T, '" and the Madelung po-
tential at the apical oxygen relative to the potential at the
planar oxygens. These findings suggest that the apical
oxygens acct the electronic structure in a way relevant to

superconductivity, despite the fact that their hole occu-
pancy is small as has been shown by EELS. However,
this does not necessarily imply that the apical oxygens
themselves are directly responsible for bringing about su-

perconductivity. Actually, it would be quite compatible
with the idea that the phenomenon of high-T, supercon-
ductivity is strictly based on some peculiar properties of
the electronic structure of the CuOz planes and might
therefore be understood within one of the models men-
tioned above, but that those properties are affected by the
apical oxygen ions. For example, it has been argued on
the basis of cluster calculations that the correlation with
the oxygen Madelung potential rejects a variation of the
stability of the Zhang-Rice singlets.

For the above reasons we investigate in the present
work the effect of the apical oxygen(s} on the electronic
structure of the CuOz plane. Our particular aim is to
identify a characteristic feature in the electronic structure
that is strongly affected by the apical oxygen(s) (and thus
differentiates between the various cuprates), and which
can also be shown to be related to high-T, superconduc-
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tivity. For that purpose we study a five-band model,
which also includes, in addition to the most relevant pla-
nar orbitals (d„,d„p„,p ), the p, orbital on the apical
oxygen, which can hybridize with the copper d, orbital
and with the planar-oxygen molecular orbital of local a,
symmetry. We perform a band-structure analysis in the
presence of strong correlations, which are handled by
means of the slave boson technique in the mean-field ap-
proximation. In particular, we make a systematic investi-
gation of the behavior of the occupancies of the various
orbitals, both as a function of doping and as a function of
the model parameters rejecting the differences between
the various cuprates. We finally show that the total occu-
pancy of all a& symmetry orbitals qualifies as the desired
characteristic feature. The main result concerning the re-
lation with high-T, superconductivity is, as we have re-
ported recently, that for the hole-doped cuprates a
correlation exists between the maximum critical tempera-
ture T, '" attained in a particular compound and the
quantity n, (5 '")—5 '", the excess density of holes in

states with a, symm. etry with respect to the doping 5 "
at which T, '" is reached in that compound.

A similar attempt to correlate chemical structure, elec-
tronic structure, and the occurrence of high-T, supercon-
ductivity has been made by Ohta et al. They per-
formed cluster calculations on Cu209 and Cu20» clusters
for virtually the same model as treated here, for an exten-
sive collection of parameter sets representing all known
cuprates containing CuOz planes. In the cluster ap-
proach, correlation effects and local hybridization are
taken fully into account but the possible effect of band

formation remains diScult to assess. In this respect the
present approach offers a complementary view because
band-formation effects are fully included but the correla-
tions are treated in an approximate way. Moreover, the
unavoidable limitation to clusters containing only two
copper ions only allows calculations at effective doping
levels of either 0 or 50%, while the present approach al-
lows a continuous variation of the doping level making it
possible to investigate gradual changes with doping.

The plan of the paper is as follows. In Sec. II, we
present the model, discuss the choice of parameters, and
explain the treatment by the mean-field slave-boson
method. The results of our systematic investigation of
the electronic structure are presented in Sec. III: these
concern the general features of the band structure and
the Fermi surface, the orbital occupancies, the optical
conductivity, and finally the occurrence of distortions. In
Sec. IV, we compare these results with the data from
various spectroscopies, and in See. V we discuss the con-
nection between the occupancies and the semiempirical
relation between crystal structure and critical tempera-
ture. Section VI is devoted to a discussion of the implica-
tions of our findings for various models and mechanisms
for high-T, superconductivity. Finally, we summarize
our conclusions in Sec. VII.

II. FIVE-BAND EXTENDED
HUBBARD MODEL

A. The electronic Hamiltonian

The Hamiltonian of the five-band model is

H=eg g d„;ad„;a+ed g d„ad„a+ei, g p„~ap„~a+a, gp„ap,i a
l, o' I, o' J,o'

(v=x, y)

2t~d g [sin(—k„/2)[(d„)k(p„)k +H. c. ]—sin(k„/2)[(d„)k (p~)k +H. c. ]]
k, a

2t+ — g [sin(k„/2)[(d, )k (p„)k +H. c. ]+sin(k„/2)[(d, )k (p„)k +H. c. ] j
k, o.

I

+4t g sin(k„/2)sin(kz/2)[(p„)k (pz)k +H. c. ]— — g [(d, )k (p, )k +H. c. ]
k, o k, u

+2t~~ g [sin(k„/2)[(p„)ka(p, )i, a+H. c. ]+sin(k~/2)[(p~ )k (p, )k +H c ]]..
k, o

+ dU

2
i, o , o'

a, p=x, z

d; d; dp; dp, .(l —5,5 p)

I
&~J~o~o

P=x, z;(v=x, y)

~pd pi, o.dpi, oJ vj, o'I vj, o'+ IX ~p piapi, apal, ,a'pal, a' r

where we work in the hole representation in which the
vacuum state is the 3d ' configuration for copper and the
2p configuration for oxygen. The d; and d„(d„,
and d„. } operators are annihilation (creation} operators

for holes in the 3d 2 2 and 3d 2 2 orbitals of the Cux 3z r
»ns, p„~,p~j. (p„~,p~j. ) are the corresponding opera-
tors for the 2p„,2p orbitals on the planar 0 sites while

p, i (p, i } refer to the apical 2p, 0 orbital. The sub-
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scripts i, j, and I indicate the Cu, planar 0, and apical 0
sites, respectively (note that i and I refer to identical pla-
nar coordinates); the subscript k is used exclusively to in-
dicate the (two-dimensional) wave vector; o labels the
spin. All summations over pairs of sites run over nearest
neighbors only. The first four terms specify the bare
atomic levels cz, c„andcd, c.d for planar 0, apical 0,

X Z

and Cu, respectively (allowing for a crystal-field splitting
between the Cu d ~, and d 2 ~ orbitals). The follow-

X 32

ing terms describe the various hybridizations, in accor-
dance with the relative phases of the orbitals as shown in
Fig. 1 and the associated sign convention for the hopping
parameters, but expressed in k representation (with the
lattice constant a absorbed in the wave vector com-
ponents k„,k~). The fifth and sixth terms are the in-

plane p-d hybridization, while the next term gives the
dispersion of the planar-p band. The terms with the
primed hopping parameters t 'd and t ' describe the hy-

bridization with the apical oxygen(s). The Ud term is
the strong Hubbard repulsion on Cu sites. We neglect
the local and nearest-neighbor oxygen-oxygen repul-
sions. The remaining terms give the nearest-neighbor
Coulombic repulsions. Since the p and p orbitals over-
lap more with the d 2 2 orbitals than with the d3X 32 —I'

ones, we assume V, & V, . For the same reason we con-
sider two different values V„'& V,

' for the repulsions be-
tween holes in the p, orbital and holes in the d & 2 or

X

d3 2 2 orbitals, respectively.

The strong Hubbard Ud repulsion forbids double hole
occupancy on the copper. This has been formalized by
means of the slave-boson approach, which, in the limit
U„~~,leads to b, b, +nd +nd =1, where b, and b,

Xl Zl

are the slave-boson operators of the standard replacement
of the d and d operators d~~d~b, d~b d. The con-
straint is then implemented by a Lagrange multiplier field

The V terms are decoupled via Hubbard-
Stratonovich transformations which introduce eight com-
plex pairwise conjugate auxiliary fields. At the mean-
field level we set all these fields, including b, and X, , equal
to their average values independent of the site. To get
these (not all independent) mean-field parameters, we
solve numerically the self-consistency equations together
with the equation for the chemical potential which fixes
the average number of particles per cell to the value
n = 1+5, where 5 is the doping. Once the mean-field pa-
rameters are obtained, they can be inserted into the Ham-
iltonian and its diagonalization gives the band structure.
In the Appendix we give a more detailed description of
this procedure.

The model parameters for our calculations were chosen
as follows. When we investigate the inhuence of the api-
cal oxygens on the electronic structure in general (Sec.
III), we make a systematic variation of the parameters s,
and t'd (and t' ) which control the interaction between
the apical oxygens and the Cu02 plane (in short, the
apex-plane interaction), while keeping the parameters
referring to the Cu02 plane fixed. For these in-plane pa-
rameters we have considered two distinct parameter sets.
They correspond to the two different regimes that exist in

TABLE I. Standard set of in-plane model parameters, all en-

ergies in eV.

t~d
= 1.0

tpp =0.4
cd =00

X

cd =0.3
c~ (metallic) =3.0
c~ (insulating) =5.0

Vx =0.5

V, =0.25
V„'=0. 1

V,'=0. 5

the model because of the Brinkman-Rice-like metal-
insulator transition at zero doping that was already found
in the slave-boson mean-field (SBMF) treattnent of the
three-band model: ' ' if the bare charge-transfer energy
A=a. —cd is below a critical value 6„the model shows

X

metallic behavior in the limit of vanishing doping in the
sense that b remains finite so that the bands remain
dispersive (although with high mass) and the Fermi sur-
face persists, while the system is insulating in the sense
that b goes to zero if 6 is larger than 6, .

In both parameter sets the in-plane hopping parame-
ters t d and t have been taken in accordance with the
estimates for the high-T, cuprates from photoelectron
spectroscopy' and (constrained) local-density-

approximation (LDA) calculations. ' In our first pa-
rameter set (given in Table I, labeled "metallic" ), the
value of the bare charge-transfer energy is smaller than
b,„while the value in the second set (labeled "insulat-
ing") is larger than 6, . Actually, the smaller value (3 eV)
is the one obtained from the mentioned estimates for the
cuprates, and although this value reproduces the experi-
mentally observed charge-transfer gap in fully correlated
cluster model calculations, it corresponds, in fact, to the
metallic regime in the present approach. For the high-T,
cuprates, which are actually insulators at low doping, this
might be considered essentially an artifact of the present
SBMF approximation, which overestimates 6, because it
does not allow for local (intracell) hybridization without
the occurrence of full band formation and therefore pro-
duces tnetallic behavior too readily (i.e., even for large b, )

in order to make the system gain kinetic energy from the
hopping matrix elements. Since it is not quite obvious
whether the physics of the cuprates is better represented
by keeping the original parameters (and discarding the
results at low doping) or by modifying them such as to
force the model to show the desired insulating behavior
at low doping, we wanted the value for 6 in the second
parameter set to be & 6, but still quite close to the es-
timated value for the cuprates, and have set it arbitrarily
at 5 eV. For the nearest neighbor Coulomb repulsions an
upper limit of 1 eV has been estimated from Auger spec-
troscopy. We have therefore taken as typical values
V =0.5 eV, V, =0.25 eV, V' =O. 1 eV, and V,

' =0.5 eV.
As regards the parameters characterizing the apical

oxygen, we made sure that their variation covered the
range from where the p, orbital is strongly coupled to the
orbitals in the Cu02 plane to where it has become virtual-

ly ineffective and the model reduces to the four-band
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model. Because the energy level of p, is determined by
the Madelung potential at the apical oxygen site, while
the hopping matrix elements t'd and t' are determined
by the distance of the apical oxygen from the Cu02 plane,
we varied c., and t~d independently, but made t~~ track
tpd We assumed the usual r and r distance depen-
dence for p-p and p-d tight-binding parameters taking
also the varying angle between apical and planar-oxygen

p orbital into account, and chose the proportionality con-
stants such that the apical oxygen hopping parameters
are equal to those in the plane when the apex-copper dis-
tance equals the planar oxygen-copper distance. The
nearest-neighbor Coulomb integrals involving the apical
oxygen were set to fixed values consistent with those in
the plane and corresponding to an about 25%%uo larger
apex-copper distance. No variation with distance was
implemented because it almost did not affect the results.

When we perform calculations for specific compounds
(Sec. V) in order to correlate the results with the observed
critical temperatures, we follow the procedure of Ref. 43
and determine the parameters according to the structural
data in that paper. Thus, the hopping matrix elements
are based upon the estimated values for t d and t for
La2Cu04, with the variation in apex-copper and planar
oxygen-copper distance in the various compounds being
accounted for by the procedure indicated above. The
bare atomic levels are derived from the Madelung poten-
tials calculated in the ionic model and reduced by the op-

tical dielectric constant, taken equal to 3.5, and from the
difference between the second ionization potential of
copper and the second electron affinity of oxygen, taken
equal to 12 eV. For the copper-oxygen Coulomb repul-
sion parameters, we use throughout the same values as
above.

B. Electron-phonon interaction

We shall also investigate whether in some cir-
cumstances the electronic structure can give rise to a lat-
tice instability, and, in particular, if a Peierls transition
could occur. We therefore need to know how the elec-
tronic structure is affected by lattice deformation.
Within the present tight-binding description this comes
about because the hopping matrix elements are (rather
strongly) dependent on the interatomic distance, and dis-
placements of ions wi11 thus give rise to changes in hy-
bridization. We may therefore derive the electron-
phonon interaction by expanding the hopping terms in (1)
with respect to displacements of the ions from their as-

sumed equilibrium positions in the square lattice and ex-

pressing the displacements in term of strain and phonon
coordinates. Since the hybridization is for the most part
in the Cu02 plane, we consider here only in-plane motion
of the Cu and planar-0 ions, and further restrict our-
selves to the phonon part. We then obtain the following
electron-phonon interaction Hamiltonian:

,h= g, g-u,"g—k, (k q)[(p,")k+,,.(p. )k,.+H c 1

q, s k, o.

+g g g,"(q)u~" g sin(k, /2)[(d„)k+~~(p, )k ~+ H. c. ]
q, s k, o

—g g vg(q) u,"g»n(k /2) [(d, )„+,~(p, )„~+H. c. ]
q, s k, o.

g g,"(q)u,"g»n(k„/2)[(d, )„+,(p„)„+H.c. ]

—g rg(q)u" g sin(k /2)[(d, )„+ (p )„+H.c.],
qs ko

(2)

where uq' is the amplitude of the lattice mode from branch s with wave vector q, and the coupling constants are given
by g = dt~z(r) Idr

~„,&—2 and g = dt~~(r) Idr
~

&—&-, where a is the lattice constant. Further,

and

rI,"(q)= sin(q„/2)e~(x 1 ~s),
2E

QN, mo

g(q) = sin(q /2)e (y2~s),
2E

QN, mo

g, (k, q)= [cos(k /2)sin(k /2)e (x2~s)+sin(k„/2)cos(k /2)e (y2~s)
2&2i

QN, mo

(4)

—cos[(k +q )/2)sin[(k +q )/2]e (x 1~s)

—sin[(k +q„)/2]cos[(k~+q )/2]e~(y 1 ~s) J,
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where e~(x 1 ~s) is the component of the phonon polariza-
tion vector of the lattice mode along the x displacement
of oxygen ion 1 (carrying the p„orbital, see Fig. 1), etc. ,
N, is the number of unit cells, and mo is the mass of the

oxygen ion. We must also include an elastic energy con-
tribution from the lattice

H)att =
2 g [~II ] uq u qr—

q, s

which supplies stability, and may be thought of as arising
from the repulsion between the ion cores.

We note that the electron-phonon interaction involves
only displacements of oxygen ions; the changes in hybrid-
ization caused by the displacement of a copper ion cancel
in lowest order. Therefore, only a single atomic mass ap-
pears in Eqs. (3)—(5) and one can conveniently define for
the relevant modes u~"=u~"/(QN, moa/2). This di-
mensionless phonon coordinate, when multiplied by the
appropriate component of the phonon polarization vec-
tor, then gives the relative displacement of an oxygen ion
in the mode (apart from a phase factor related to the po-
sition of the oxygen in the unit cell). After corresponding
redefinition of rl,'(q) =QN, mor), (q) and g, (k, q)
=QN, mop, (k, q)/&2, and of the coupling constants
g= rdt~d(r)—/dr~, &2 and g~= rdt~~(—r)/dr~ &&z, the

electron-phonon interaction retains the same form when
reexpressed in the "barred" quantities. The contribution
to the lattice energy from the mode in branch s with wave
vector q can be rewritten as 2N&EqzQq Q

q
where

E,=I [cu(s)]2(g/2)2
We investigate the effect of deformations by the

frozen-phonon approach: the electronic structure and, in
particular, the energy of the system is calculated for a
fixed deformation in a particular lattice mode, and the
phonon amplitude is thus treated as a classical variable.
The additional contribution to the mean-field Hamiltoni-
an from the electron-phonon interaction is then obtained
from Eq. (2) by inserting a boson expectation value b in
the terms involving a d orbital. Since its derivative with
respect to b is therefore nonzero, it also generates an ex-
tra term in the corresponding self-consistency equation
(see the Appendix).

We now must find out which lattice modes involve oxy-
gen displacements that produce the strongest coupling to
the electrons. Of particular importance are zone-
boundary modes which could induce a structural phase
transition of the simplest type, i.e., by cell doubling. In
order to identify these modes and to estimate the frequen-
cies co", we adopt a simple but explicit model. It con-
tains two force constants to describe the forces between
the ions in the Cu02 plane, a Cu-0 stretch C, and an O-O
stretch Co. It is then straightforward to write down
the dynamical matrix for the six phonon branches associ-
ated with the motion of the ions in the Cu02 plane, and
derive expressions for the frequencies of particular modes
at special points in the Brillouin zone (and find their po-
larization vectors), and for the sound velocities. Of most
interest are the modes involving stretching of the Cu-O
bond because they give the strongest electron-phonon in-

teraction [see Eqs. (3) and (4)] and also because they are

most easily identified in the experimental spectra. We
thus identify an M point [—:(m /a, m /a) ] breathing mode
[all four planar oxygens moving alternatingly inward on
or outward from the Cu ion, e~(xl~b)=eM(y2~b)

—i/&2, all other components eM( ~b)=0] and an
M-point quadrupolar mode [two oxygens moving inward,
two outward, eM(x 1 ~q) = —eM(y2~q) = i/—v'2] with fre-

quencies co~~=+(4C o+2C)/m oand to~~~=+2C/mo,
respectively. We further obtain at the X point
[—:(~/a, 0)] a semiquadrupolar mode [the oxygen ions
along the x axis moving alternatingly to the right and to
the left, ex(x1~sq)= i, —so that the Cu ions have alter-
natingly two inmoving or outmoving oxygen neighbors]
with frequency cox'~'=Q(2Co+2C)/mo. The velocities
of [longitudinal (L) and transverse (T)] acoustic waves
with wave vector along I X are u L

=Q( C +Co ) /2p
and uT =+Co/2p, and those with wave vector along
I M are u L

=Q(C/4+ Co )/p and u T
=&C/4p,

where p is the mass per unit area, p = (M +2m o ) /a,
with M being the mass of the Cu ion.

In order to estimate the frequencies to be used in the
actual calculations, we proceed as follows. We first apply
our lattice model to the actual phonon dispersion curves
as determined by inelastic neutron scattering, and use it
to derive the frequencies of interest from the features
identified with greatest certainty. So we observe that, in
La2Cu04, the frequency of the M-point quadrupolar
mode is about 15 THz (—:62 meV), yielding C = l. 2 X 10
dyn/cm. From the fact that the ratio between the longi-
tudinal and the transverse sound velocity along I X is
=2, one finds that C=3C&, leading to CO=0.40X10
dyn/cm. This would put the other frequencies at
A'cu'I'=80 meV (

=—19 THz) and ficux~ =72 meV ( =—17
THz). In YBazCu307, the frequency of the M-point
breathing mode corresponds to' A'cu'M'=75 meV ( =18
THz) leading to very similar values. These actual fre-
quencies, of course, include the response of the electrons,
i.e, they are already "renormalized" by the electron-
phonon interaction. Therefore, we next perform small-
amplitude frozen-phonon calculations for the mode of in-
terest with a doping value for which no instability is ex-
pected and determine the "bare" frequency that produces
the desired renormalized frequency when both the bare
elastic energy and the change in the energy of the elec-
tron system upon deformation are included. This bare
frequency is then used for the actual calculation in the
doping regime where an instability could occur.

If the p-d and p-p hopping matrix elements are as-
CX CX

sumed to depend on distance like 1/r and 1/r, re-
spectively, the coupling constants are simply related to
the hopping matrix elements at equilibrium distance by

g =apdtpd and g =epptpp Consistent with our treatment
of the apex-plane hopping parameters, we have therefore,
in general, taken g =4t d and g =3t, but we have also
briefly investigated the effect of a stronger electron-
phonon coupling equivalent to a larger value of apd.

III. RESULTS: ELECTRONIC STRUCTURE
A. Band stieture and Fermi surface

We first consider qualitative aspects of our results, like
the general appearance of the band structure and the
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shape of the Fermi surface, which are illustrated in Fig. 2
(for b, =3 eV, i.e., in the "metallic" regime).

The most important feature is that there are always
two quasiparticle bands in the vicinity of the Fermi level.
They originate from the renormalized Cu d and d, lev-
els, which have acquired dispersion from the hybridiza-
tion with the in-plane oxygen orbitals, and have (anti-)
crossed halfway the Brillouin zone. Consequently, the
composition of these bands is rather complicated: both
have components along all five states but the amplitudes
vary considerably with k. The lowest band is of predom-
inantly d character in the outer part of the Brillouin
zone, but predominantly d, near the I point, while the
situation is reversed for the second band. However, the
amount of planar-oxygen orbitals mixed in is substantial,
in particular at higher doping levels, so that it is more ac-
curate to say that the local symmetry of the lower
(second) band is largely b, (a, ) in the outer part of the
Brillouin zone (BZ) and largely a

& (b, ) near the center, as
can be verified by projection.

A relevant role in this electronic structure is played by
the p, orbitals of the apical oxygen ions because the p,
orbitals can hybridize with the d, orbitals of the copper
ions and the a, symmetry combination ofp and p orbit-
als of the oxygen ions in the plane. As it turns out, this
hybridization is rather efFective and it lowers the energy
of the second (predominantly a, ) band, enhances the mix-

ing of the two bands, and increases the a
&

contribution to
the states occupied by holes. It must be emphasized,
however, that the main effect of the apical oxygens is in-
direct: the p, orbitals modify the occupation of planar
orbitals of a

&
symmetry, while keeping their own occu-

pancy rather small.
The b, branch is essentially the band obtained by

Kotliar, Lee, and Read in their mean-field slave-boson
treatment of the three-band model. It can be considered
as the representation of the Zhang-Rice singlet band
since the Zhang-Rice singlet is built in the localized pic-
ture from molecular orbitals of b, symmetry only. The
identification is, however, not complete, not only because

(b)

M X S

(c)

FIG. 2. (a) and (b) Band structure and (c) and (d) Fermi surface in the metallic regime (5=3) for (a) and (c) weak apex-plane cou-
pling, E' 4 tpd 04 tpp 0.267, and (b) and (d) strong apex-plane coupling, c, =2, tpd 0 8 tpp 0.367; for both cases doping
6=0.25, and all other parameters as in Table I (all the energies are in eV); in (a) and (b) the Fermi level is indicated by the thick hor-
izontal line.
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B. Orbital occupancies

We now turn our attention to the densities of holes in
the various orbitals. In addition to the occupation of the
five orbitals individually, we shall also consider the densi-
ties classified according to the local symmetry of the or-
bitals. These are, n, , the total occupancy of all states

1

with local a I symmetry (i.e., resulting from d„,from the
apical oxygen p, orbital, and from the a&-symmetric
combination of the planar-oxygen orbitals), and nb, the

1
occupancy of the states with local b I symmetry (i.e., from
d„and from the b

&
-symmetric combination of the

planar-oxygen orbitals). The contributions from the pla-
nar oxygens are obtained by projecting the occupied
states on

(p, )„~=[sin(k„/2)(p„)„~+»n(k,/2)(p~ )„]ly„ (7)

and

(pb )k =[sin(k„/2)(p„)k —sin(k /2)(p~) k]lyk,

where yk
——sin (k„/2)+sin (k /2). One should note

reflecting the more insulating behavior brought about by
the smaller value of b and the resulting weaker hybridiza-
tion.

that, since these states are, in general, not orthogonal, n,
1

and nb are not just complementary quantities, i.e,
1

n, +nb =1+5 holds only approximately, although the

deviation is usually smaller than 10%.
It is important to distinguish between changes in the

occupancies upon variation of doping for fixed model pa-
rameters (i.e., in a particular compound) and upon varia-
tion of model parameters (i.e., of crystal structure be-
tween different compounds) at a fixed value of the doping.
We consider first the dependence on doping, which is
shown in Fig. 4 for two characteristic parameter sets,
both in the "metallic" regime: in Figs. 4(a) and 4(c) for
t~d small and c, well above c. so that the influence of the
apical oxygen is small, in Figs. 4(b) and 4(d) for a fairly
strong apex-plane interaction. The overall behavior is
seen to be rather similar in the two cases. For all occu-
pancies the change with doping is approximately linear,
i.e., the "added" holes distribute themselves in a nearly
doping-independent ratio over the orbitals. As regards
the individual orbitals, the largest increase with increas-
ing 5 occurs in n, the occupancy of the planar-oxygen
orbitals, reflecting the well-known fact that the doped
holes go largely on oxygen sites because of the strong
Coulomb repulsion on the copper ions. There is a finite
occupancy n, of the d, orbitals which grows gradually
but distinctly with doping, while the d occupancy n„de-
creases very slightly. Also, the occupancy of the apical
oxygen orbital n, increases with 5, in particular for the
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FIG. 4. Orbital occupancies as a function of doping in the metallic regime (6=3) for (a) and (c) weak apex-plane coupling, and (b)
and (d) strong apex-plane coupling (all model parameters as in Fig. 2); thick lines: total occupancies (i.e., from all bands); thin lines in
(b) and (d): contributions from second band; thin dashed-dotted line in (c) and (d): contribution to n, from planar-oxygen orbitals.

1
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stronger apex-plane interaction. As regards the symme-
try of the occupied states, Figs. 4(c) and 4(d) show that
both nb and n, increases with doping, but n, increases

1 1 1

relatively more, in particular for stronger apex-plane in-
teraction. This is not only due to the relatively large in-
crease in n, and n„but also to the overlap of the (large
and increasing) planar-oxygen component of the occupied
states with the a &-symmetry orbitals [Eq. (7)j (this contri-
bution is shown by the dash-dotted line).

While the variation with 5 is similar in Figs. 4(a) and
4(c) as compared to Figs. 4(b) and 4(d), the magnitudes of
the occupancies are considerably different. In particular,
both n, and n, are seen to be much larger when the
apex-plane interaction is strong, which is compensated by
smaller values of n„and n . As far as the copper orbitals
are concerned, it is not the slopes of the curves that are
different but rather the limiting values at low doping: the
"preexistent" holes are distributed differently between d
and d, . As regards the oxygen orbitals, n, also grows
more rapidly with doping and n slower for stronger
apex-plane interaction: also the "added" holes go to a
lesser extent onto the planar oxygens and rather more on
the apicals.

The dependence on the input parameters referring to
the apical oxygen, t'd and c,

„

is shown in greater detail in

Figs. 5 and 6, respectively, each for two different values
of the doping. One observes that the interaction between
the Cu02 plane and the apical oxygen enhances the occu-
pation of the d, orbital and that of the apical oxygen p,
orbital, while that of the d, orbital and that of the
planar-oxygen orbitals are accordingly reduced. An in-

crease of t 'd, corresponding to a decrease in the distance
between apical oxygen and copper ions, affects n, and n,
about equally, and n more than n . As one would ex-

pect, a decrease of E„corresponding to a lowering of the
Madelung potential at the apical oxygen site, has a larger
effect on the occupancy of the apical oxygen orbital itself
than on n„and affects n more than n, in particular
when c., falls below E„.As Figs. 5(c) and 5(d) and 6(c)
and 6(d) show, these changes are reflected in an increase
of n at the expense of nb with increasing apex-plane in-

a1 1

teraction. This is not only due to the increasing occupan-
cy of the d, and apical p, orbitals but also to the increase
of the a&-symmetry content in the planar-oxygen com-
ponent, although n~ decreases. It is also seen that the a,
enhancement becomes slightly stronger for larger doping:
this is easily understood if one realizes that the upper
part of the lowest band and the lower part of the second
band, being both a, -like, are affected most by mixing
with the p, orbital.

We should further point out that the increase in n, is
1

not directly related to the occupation of states in the
second band. The increase already occurs mell before the
apex-plane interaction is strong enough to make the
second band cross the Fermi level. Returning to Figs.
4(b) and 4(d), one observes only a slight kink in the total
occupancies when the crossing actually takes place, re-
vealing the somewhat different composition of the states
in the second band. For illustration, the contributions
from the second band are shown separately: although
these are indeed purely a&-like, the largest contribution
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FIG. 5: Orbital occupancies vs apex-plane hopping matrix element in the metallic regime (5=3) for c, =4: (a) and (c) 6=0.1, (b)
and (d) 5=0.3; all other parameters as in Table I; meaning of lines as in Fig. 4.
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and (c) 5=0.1, (b) and (d) 5=0.3; all other parameters as in Table I; meaning of lines as in Fig. 4.

to n, still comes from the lowest band. The situation is
1

b t summarized by saying that the couplmg of the Cu02es
plane to the apical oxygen 6rst leads to an increase of t e

occupancy of states of a, symmetry by modifying the
character of the lowest band, and only when sufficiently

strong can lead in addition to the crossing of the Fermi
level by the second band giving rise to a further enhance-
ment of n, .

We now recognize an important distinction between
the effect of increasing doping and increasing apex-plane
interaction, although both lead to a relative enhancement
of local a, symmetry of holes. In the case of doping this
occurs because the added holes have to go into the
higher-lying states which are more a, -like than those oc-
cupie y

'
d b the holes already present. In contrast, t e

n the- lane interaction makes both the added and t e
the apreexistent holes more a, -like because it enhances t e a,

character of all relevant states.
Finally, we look again brieAy at the behavior in the

ulating" regime illustrated in Figs. 7—9. Th
differences with the metallic regime arise from the sma-
er hybridization, which makes the b&-like band more
predominantly d and the a

&
-like band predominantly d„

and also reduces the overall mixing of the two bands.
This results in much larger values for n and correspond-
ingly smaller n, while n, is about the same because op-
posing effects cancel, and n, is slightly reduced. As Fig.
7 shows, in addition the dependence of the occupancies
on doping is now distinctly nonlinear, in particular for n

and n, because the hybridization increases with 6. Com-
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sulating regime (6=5) for weak apex-plane coupling: c =6,
' =0.4 t' =0.267 all other parameters as in Table I (all the

energies are in eV); meaning of lines as in Fig. 4.
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FIG. 9. Orbital occupancies vs apical oxygen orbital energy
in the insulating regime (6=5) for ted=0. 4, t~~=0. 267, and
6=0.3; all other parameters as in Table I; meaning of lines as in

Fig. 4.

parison of Figs. 8 and 9 with Figs. 5 and 6 shows that, as
regards the dependence on the apical parameters, the oc-
cupancies behave much the same as in the metallic re-
gime, in particular when analyzed in terms of local a

&
vs

b& symmetry. The changes with c, are somewhat larger,
mainly because of a rapid increase in n, at the expense of
n when c. drops below E. .

C. Gptical conductivity

We have also calculated the frequency-dependent con-
ductivity from the current-current response function.
The current matrix element in the x direction as obtained
from the continuity equation is

e= ——gt db g cos(k„/2)[(d,)» (p„)» +H. c. ]+— — g cos(k„/2)[(d, )» (p )» +H. c ]
e atpdb

+ 2at g)tl»[(p„)» (p —
)» +H. c. ]+ &2at' g cos(k—„/2)[(p,)» ~(p, )» ~+H. c.],

k, o k, o

with p» ——cos(k /2)sin(k~/2). The contribution to the xx component of the (sheet) conductivity made by optical tran-
sitions between bands k and A,

' is then given by

[f(E»(k))—f(E» (k))]6(E» (k}—E~(k) —A'co},
ca k

(10)

where the Fermi function f( ) restricts the momenta such that E»(k) &eF in band A, and E».(k) &c,
„

in band A, '.
The conductivity is related to the kinetic energy by the following sum rule:

g f Reo»»(co)den= — ((Td )+(Td )+2(T )+(T, ))2 Pdx z
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(ag»n Eq ~ s+', E& ~ s~ tn the averages expressed by the brackets), where the various T's are the contributions to the kt-
netic energy per unit cell coming from the various hybridizations, e.g.,

2t db g {sin(k„/2)[(d„)k~(p„)k~+H. c. ]—sin(k~/2)[(d„)» (p )k +H. c.]] . (12)
c k, o.

The conductivity arising from the direct interband transi-
tion between the lowest two bands in the low-energy re-
gion is shown for some typical values of the doping in
Fig. 10 (the intraband Drude peak at zero frequency is
omitted) for the same metallic parameters as above and
not too strong apex-plane interaction. One observes that
the absorption peak is in the range of 1 eV, independent
of doping. The area under the peak hardly changes with
doping because the weight added upon increasing 5 large-
ly goes into transitions to the higher bands; the sum rule
is satisfied though.

Again it is interesting to compare this with the behav-
ior in the "insulating" regime, shown in Fig. 11, for the
same insulating parameters and weak apex-plane interac-
tion as above. The absorption peak is now near 0.5 eV, is
narrower by about a factor 2, and moves to slightly
higher frequencies with doping. The lower transition fre-
quency and smaller width reAect the more insulating
closer spacing and smaller dispersion of the bands. In
this case the area under the peak roughly scales with dop-
ing because the weight in transitions to higher bands is
relatively unimportant.

D. Peierls instability

We have seen that in the two-band situation the part of
the Fermi surface associated with the lower band devel-
ops rather Bat edges parallel to the k and k axes, and
one might suspect that this could give rise to a Peierls in-
stability. Within the context of the present model this
can be investigated by the frozen-phonon method, where
one varies the amplitude of the lattice mode that is ex-
pected to become unstable, recalculating the electronic
structure and, in particular, the energy of the system for

each value of the deformation. However, for realistic
values of the doping, we are faced here with the difficulty
that the phonon wave vector that is required to connect
opposite edges of the Fermi surface would be consider-
ably shorter than a/a, so that the unit cell of the de-
formed lattice would in general be very large. In order to
enable us to study the Peierls problem at least semiquan-
titatively, we decided to make it tractable for calculation
by considering a case where the doping is increased to
such a high value (actually 5=0.67) that the connecting
phonon wave vector is precisely on the zone boundary,
i.e., corresponds only to cell doubling. The calculation is
illustrated in Fig 12, which shows the band structure and
the Fermi surface, first for the undistorted lattice [Figs.
12(a) and 12(c)], then for a finite deformation correspond-
ing to the X-point semiquadrupolar mode in which the
oxygen ions along the x axis are displaced alternatingly to
the right and to the left [Figs. 12(b) and 12(d)]. We see
how, indeed, a gap opens up at the new zone boundaries
at k„=+a./2a (note that bands and surfaces are shown as

appropriate for the new reduced Brillouin zone, but are
extended over the full unreduced zone).

The results of the stability analysis are shown in Fig.
13. The upper curve corresponds to the parameter values
estimated in the most straightforward way: an electron-
lattice coupling strength g =4t d and g =3t, as would
follow from a 1/r and 1/r distance dependence of the
p-d and p-p hopping matrix elements, and a bare frequen-
cy of 80 meV for the semiquadrupolar mode amounting
to a renormalized frequency of 72 meV. One sees that no
lattice distortion would occur for these parameter values.
The other curves in Fig. 13 are for increasing values of
the p-d electron-lattice coupling, and show that the sys-
tern is, nevertheless, not far from a Peierls instability: for
g =8.0, which is only twice the estimated value, a finite
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FIG. 10. Optical conductivity (in units of e /fi) vs frequency
in the metallic regime (6=3) for weak apex-plane coupling
[model parameters same as in Figs. 2(a) and 2(c)); dashed line:
6=0.1, solid line: 6=0.2, dotted line: 6=0.3.

FIG. 11. Optical conductivity (in units of e /fi) vs frequency
in the insulating regime (6=5) for weak apex-plane coupling
(model parameters same as in Fig. 7); dashed line: 6=0.1, solid
line: 6=0.&, dotted line: 6=0.3.
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FIG. 12. Band structure (a) and (b) and Fermi surface (c) and (d) in the metallic regime (6=3) for intermediate apex-plane cou-
pling, c, =3, t~d =0.4, t~~ =0.267, and large doping, 5=0.67, and all other parameters as in Table I (all the energies are in eV); (a) and

(sq)(c) for the undistorted square lattice, (b) and (d) for a semiquadrupolar X-point distortion uz =0.04.

distortion would develop.
We should point out that, by increasing the doping to

6=0.67, we have rounded off the inner Fermi surface
considerably Icompare Fig. 12(c) with Fig. 2(d) j. The fact
that the system is then still rather close to a Peierls insta-
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FIG. 13. Total energy vs semiquadrupolar X-point distortion
for various values of the p-d electron-phonon coupling constant;
the successive curves correspond to g being increased by steps of
1.0 from 4.0 (upper curve) to 10.0.

bility, although this would not occur for the estimated
parameter values, indicates that, for lower and more real-
istic values of the doping, such an instability would be
likely to occur in the two-band situation.

Actually, no lattice distortion of the type considered
has been observed in the high-T, compounds, consistent
with our estimate that, in the hole-doped high-T, cu-
prates, the actual positions of the energy levels and the
values of the hybridization parameters do not allow the
two-band situation to arise for realistic values of doping.

IV. COMPARISON WITH EXPERIMENTS

A. Photoemission

Angular-resolved photoemission spectroscopy
(ARPES) and angular-resolved inverse photoemission
spectroscopy (ARIPES) are a direct source of informa-
tion on the electronic band structure, and therefore pro-
vide a first test on our results. It is usually claimed that
the AR(I)PES data agree qualitatively with standard
LDA band calculations. In particular, this is considered
to support the hypothesis that the doped high-T, oxides
are in the Fermi-liquid regime. The very same conclusion
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could be drawn as well from the agreement with our
present model calculations. However, LDA calculations
appear to describe poorly the strong local repulsions giv-
ing rise to the insulating behavior of the undoped materi-
als, and as a consequence obtain too broad bands. On the
other hand, our SBMF approach, being nonperturbative
in the coupling constant Ud, is able to capture both the
possibility of insulating behavior and of reduced band-
widths.

Nevertheless, one should be aware of two limitations
contained in our simplified scheme. First, as already
mentioned above, our single-slave-boson scheme is not
able to describe the local (intracell) hybridization, which
is present even in the insulating state of the cuprates, in-
dependently from the delocalization associated with band
formation. It is therefore biased towards the metallic
state and, consequently, the model system is expected to
behave overly metallic unless one forces it towards more
insulating behavior by taking a larger value for 6 than
commonly estimated. Second, the tight-binding approxi-
mation, although widely used in this field, may fail to
reproduce details of the band structure and thus lead to
incorrect curvature of the Fermi surface.

Keeping this in mind, however, one recognizes that the
general features of our calculated band structure are in
good agreement with AR(I)PES experiments on
BizSr2CaCuzOs (Bi2212). [Note that the band struc-
tures in those experimental papers are plotted in the elec-
tron picture, upside down with respect to our hole pic-
ture; moreover, their labeling of special points in the Bril-
louin zone is for the (three-dimensional) face-centered
tetragonal crystal structure, the correspondence with our
labeling for the (two-dimensional) square-lattice structure
being M(fct):—X(sq) and X(fct) =M(sq); we shall switch
to electron language and fct labeling for the remainder of
this subsection. ] In particular, we find that the intersec-
tions of the lowest band with the Fermi level agree close-
ly with the crossing points observed experimentally:
close to the M point along I M, and about halfway (but
closer to I ) along I X. If we keep the (metallic) estimate
for 5, we obtain that the part of this band below EF is
about 1 eV wide, while the experimental ARPES band-
width is less than 0.25 eV. However, the calculated
width is reduced to about 0.3 eV if we use the larger
value for 6 forcing the model into the insulating regime,
suggesting that this might indeed be an appropriate way
to compensate for the tendency towards metallic behav-
ior of our SBMF approach.

An important issue is whether there are actually two
bands at the Fermi surface, and, if so, what the nature of
the second band is. This is also a delicate point experi-
mentally because of the possibility that some of the broad
features observed in ARPES do not originate from a
quasiparticle band but should be attributed to an in-
coherent background. Consequently, the data on Bi2212,
which do provide some indications for a multiple Fermi
surface, have been interpreted in different ways: (i) two
electron bands within 0.5 eV of EF at the I point, both
crossing EF along I X and at least one of them doing so
along I M; ' (ii) one electron band of about 0.25 eV
width that crosses EF along I L but remains below EF

along I M, and a second band appearing precisely at the
Fermi energy in the vicinity of the M point; (iii) an elec-
tron band that crosses EF along I X and a band (which
may or may not be the same one) that crosses along I M
near the M point and remains very close to EF.63

From our present results we can make the following
comments. That two bands are crossing the Fermi level
[case (i)] appears to be rather unlikely, or more precisely,
that both could be Cu-0-like Fermi-liquid quasiparticle
bands: according to our calculations the situation where
two such bands cross can, in principle, occur, but only
for a very strong apex-plane interaction, which implies
large values of n, (5) —5, and as we shall see below (see

Sec. V), that is expected to correspond to a low T, or no
superconductivity at all, quite contrary to Bi2212 having
about the highest T, observed; neither is it expected that
the magnetic interactions, left out in the SBMF ap-
proach, could cause the a, -like quasiparticle band to
cross because those interactions are probably too weak,
especially at intermediate doping, to produce such a glo-
bal rearrangement of the band structure [which would
lead, moreover, to drastic modifications of the densities
of holes with different symmetries and could hardly
preserve the remarkable correlation between n, (5)—5,
and T, '" discussed below in Secs. V and VI]. Neverthe-
less, one could still speculate that the local correlations,
which are beyond the present uniform mean-field ap-
proach, could distinguish and select on a local basis the
various components with different symmetries in the
quasiparticles. This could lead to the experimental obser-
vation of a two-component Fermi-liquid formed by heavy
b& and lighter a, particles, thereby mimicking a two-
band crossing. However, that is clearly outside the sim-
ple Fermi-liquid picture of the present treatment.

On the other hand, if the Fermi level is intersected only
once both along I X and along I M [cases (ii) and (iii)],
there are still two possibilities: (a) the crossing along I X
is due to a hybridized Cu-0 band, while that near M is
due to a Bi-0 band as predicted by LDA (Refs. 65-67)
and suggested in Refs. 63 and 64, so that the Fermi sur-
face is disconnected and the Cu-0 part of it consists of
large hole pockets centered around the X point, which
the present approach fails to reproduce; (b) the crossings
belong to the same Cu-0 band and the Fermi surface is
connected, an interpretation that is certainly allowed by
the experimental data as pointed out in Ref. 63; our re-
sults suggest that this might actually be the case: the
crossing Cu-0 band would then be identified as the &, -
like lowest band, while the noncrossing band at higher
binding energy would be the a, -like band.

B. XAS and EELS

X-ray-absorption spectroscopy and electron-energy-
loss spectroscopy provide additional information on the
electronic structure since the total intensity of an absorp-
tion peak is a direct measure of the density of holes on a
particular ion in a certain energy band. Information on
the occupation of specific orbitals can be extracted from
experiments on single crystals or well-oriented thin films
by XAS with polarized radiation and from EELS at
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different momentum transfers exploiting the selection
rules. Of particular interest in the present case are polar-
ized Cu L3 XAS and Cu 2p3/2 EELS, where, from the
relative intensity of 2p(core)~3d transitions at diS'erent
polarizations, one obtains information on the relative
density of holes in the Cu d„and d, orbitals, providing a
direct connection with n„and n,, calculated from our
model. Also of interest are polarized 0 I( -edge XAS and
0 1s EELS, which provide information on the relative
hole densities in oxygen 2p orbitals oriented perpendicu-
lar and parallel to the Cu02 planes.

Both XAS (Ref. 3) and EELS, as well as resonant pho-
toemission, ' indicate a dominant 0 2p nature of the
states near the Fermi level, apparently in conflict with the
predominant Cu d„character of the calculated b, -like
band. However, one should keep in mind that the coher-
ence factor b is directly related to the residue of the pole
in the single-particle Green s function of the physical par-
ticles. Consequently, the measured Cu 3d weight is re-
duced by a factor b =0.1 with respect to the calculated
d component in the band, while the measured 0 2p
weight does not involve the b and is simply equal to the
calculated p component. With this correction taken into
account, our results correspond to an (0 p)/ (Cu d)
weight ratio of =6, in good agreement with the observed
(=80%) p character. We also point out that the small
value of b signals the relevance of the correlations,
which reduce the relative weight of the coherent pole
with respect to the incoherent background.

The values for n,, calculated for intermediate apex-
plane interaction [e.g., as in Fig. 4(a)] agree very well
with the 10-20% range observed in XAS (Refs. 24 and
25) and EELS. 27 The reported variation of n, /n„with
T, for each individual compound, ' assumed to be as-
sociated with an increase in total hole concentration, is
also explained by our calculation as due to the increase in

n, with doping and the accompanying slight decrease in

n„.We point out that, for not too strong an apex-plane
interaction, the calculated occupancy of the apical oxy-
gen orbital itself remains rather small (less than a few
percent}, in agreement with the data from polarized XAS
(Refs. 68 and 69) and EELS.

C. Optical absorption

Optical reflectivity measurements show that the con-
ductivity of all the high-T, cuprates has a very broad
peak in the mid-infrared region ( =0.5 eV), the so-called
mid-infrared band. It appears that this is not well
represented by a Drude model, but is best accounted for
by a separate broad Lorentzian contribution to the dielec-
tric function which comes in addition to a Drude tenn.
Although explanations in terms of frequency-dependent
scattering mechanisms have also been put forward, ' it
is possibly due to a direct electronic transition. Ac-
cording to the present analysis it could well be interpret-
ed as the interband optical transition between the two
low-lying p-d hybridized bands. Although the peak in
the optical absorption is at too high frequency when cal-
culated for the "metallic" parameters (Fig. 10), it is shift-
ed towards the observed frequency range (see Fig. 11)

when we apply the same rescaling of 5 originally intro-
duced in order to obtain "insulating" behavior at low
doping, and which also yielded the correct order of mag-
nitude for the bandwidths observed in ARPES. This
lends additional support to the suggestion that such re-
scaling is a consistent procedure to compensate for the
bias towards metallic behavior in the SBMF approach.
We further point out that, because of the SBMF ap-
proach, the calculated spectra give only the coherent
(quasiparticle} part of the optical conductivity. A non-
coherent part is expected to appear as a background that
will extend to higher frequency. This might explain the
large linewidths occurring in the Lorentzian fits to the
measured spectra.

V. RELATION BETWEEN ELECTRONIC
STRUCTURE AND T,

In Sec. III we have identified the total occupancy of
states with local a& symmetry as a characteristic feature
in the electronic structure that is strongly affected by the
apical oxygen, and thus could differentiate between the
various cuprates. In an attempt to find a relation be-
tween crystal structure, electronic structure, and high-T,
superconductivity, we therefore direct our attention to-
wards the quantity n, .

1

We have computed the parameters for ten representa-
tive cuprate compounds, with maximum critical tempera-
tures ranging from 0 to 110K, selected among those with
the most reliable structural data compiled in Ref. 43. For
each compound we have calculated n, at the optimum

1

doping value 5 '" for which the maximum critical tem-
perature T, '"=T,(5 '"} is attained in that compound.
However, as seen in Fig. 14(a), there is no obvious corre-
lation between T, '" and n, (5 '"). In an attempt to

disentangle the effect of crystal structure on critical tem-
perature from that of doping by correcting for the
differences in optimum doping values between the com-
pounds, we consider n, (5 '"}—5 '", the excess of holes

with local a, symmetry with respect to the doping itself,
again at the optimum doping value. Figure 14(b) shows
T, '" plotted versus this quantity and, as reported prelim-
inarily, it is evident that a well-defined trend exists: the
higher n, (5 '")—5 '"is, the lower T, '"is Wehav. e tried

several alternatives but it appears that such a clear corre-
lation with T, '" shows up only for n, (5 '")—5 '", or as

one would expect, and shown also in Fig. 14(c), for the
approximately complementary quantity nb (5 '")—1, the

excess of holes with local b, symmetry with respect to 1

(which is the value in the insulating limit at zero doping).
We have further checked the robustness of the obtained
correlation against a rescaling of the bare charge-transfer
gap that shifts the parameters of all compounds into the
insulating regime.

Concerning the relation between crystal structure and
superconductivity, our results imply that T, '" is highest
in compounds where the apex-plane interaction is weakest.
This can be appreciated from our earlier result (Sec.
III B}that, for a jinxed value of the doping, n, decreases

I

(and nb increases) with decreasing apex-plane interac-
1
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tion. The calculated variation of n, (5 '")—5 '" be-

tween the compounds is actually largely due to the varia-
tion in c, —c, i.e., in the Madelung potential difference
between the apical and the planar-oxygen ions, rather
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FIG. 14. Maximum critical temperature T, '" of various su-

perconducting cuprates vs (a) the corresponding density

n, (5 '") of holes with a1 symmetry at the doping 6 '" at which
1

T, '" is attained, (b) vs the excess density of a, -symmetry holes

n,, (6 '")—5 '", (c) vs the excess density of b1-symmetry holes

nb (5 '")—1. The input parameters are obtained from Ref. 43
1

for the compounds La2SrCu206 (T, '"=0 K), Lal s5Bao»Cu04
(T, '"=30 K), La, s,Sro»Cu04 (T, '"=38 K), (Bao 67Euo 33)~

(Euo. 67Ceo. 33)2Cu30s. 7s ( T, '"=48 K), Yo.sCao. 2BazCu306 11

( T, '"=50 K), YBa,Cu306, ( T, '"=60 K), YBa2Cu307
(T, '"=93 K}, Bi2Sr2Cao 9Yo 1Cu20s 24 (T, '"=93 K),
TlBa,CaCu207 ( T, '"= 100 K), Pbo, Tlo,Sr,CaCu207

( Tmax 1 10 K)

than to the variation in the apex-planar hopping integrals

tpd and tpp in agreement with the observation that the
compounds with the lowest F, have the lowest T, '".

It is worth emphasizing again that it is not a large
amount of a& holes by itself that is detrimental to super-
conductivity (no apparent correlation exists between n,

1

and T, '"), but rather the excess of a, holes with respect
to doping n, (5 '")—5 '", and, moreover, that the corre-

lations found are between maximum critical temperature
and occupancies at optimum doping, not between critical
temperature and occupancies as such at arbitrary doping.
This is, therefore, perfectly compatible with the observa-
tion "' from polarized Cu L3 XAS experiments that
both n, (which accounts for a large part of n, ) and T,

1

increase with doping in any particular compound when
starting from the insulator. In contrast, our findings do
not support the suggestion ' that the occupation of the

d, orbital would be positively correlated with the value of
T, in general, also between diferent compounds The. pic-
ture suggested by our results is rather that, when in a
particular cuprate T, is raised by introducing holes start-
ing from the undoped insulator, the increase in n, is just
an inevitable consequence of the doping, but that the
maximum T, that is then reached is highest in the corn-

pound where the crystal structure is such that this in-
crease in n, is kept as low as is compatible with the value
of the doping, and this is the case if the apex-plane in-
teraction is weak.

For the sake of completeness, we ought to mention
that we have found no indication that the crossing of the
Fermi level by the second band, which is the second
feature that we found in Sec. III to be strongly dependent
on the apex-planar interaction, is significant in relation to
the occurrence of high-T, superconductivity. For the pa-
rameter values pertinent to the actually existing cu-
prates, even when rescaled to simulate more insulating
behavior, such a second-band crossing does not occur for
physically relevant values of the doping.

Finally, we should point out that the analysis per-
formed with rescaling the bare parameters, while demon-
strating a remarkable robustness in the general trend of
T '" vs n (g '")—g '" or T™'"vs n (g '«) —l also

C a1 C b1

showed that the absolute values of n, (5 '") and

n& (5 '") are highly sensitive to such rescaling. The ab-
1

solute scale along the horizontal axes in Fig. 14 is there-
fore not reliable, and it is not permitted to conclude that
n, (5 '")—5 '" should be maximally negative [or

nb (5 '")—1 maximally positive] in order to have the

highest T, ". For example, it could we11 be that the op-
timum condition, reached in the highest-T, compounds,
is actually n, (5 '")=5 '" [or nb (5 '")=1], and that

1 1

larger values for n, (5 '") [or smaller values for

nb (5 '")]occur in the compounds with lower T, .

VI. DISCUSSION

Finally, we want to point out some implications of our

results for models and mechanisms that have been pro-
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posed to explain the phenomenon of high-T, supercon-
ductivity. Two main results have to be considered: (i) for
reasonable values of the input parameters only one band
crosses the Fermi level; (ii) the higher n, (5 '")—5 '" [or

l n—
l, (5 '")] is, the lower T, '" is (with the proviso that

the optimum absolute values of these quantities cannot be
determined reliably).

The fact that we find that for acceptable values of the
model parameters the holes are contained in a single band
might be considered as a support for the adequacy of a
single-band model, the t-J model in particular, to de-
scribe high-T, superconductivity. However, the compos-
ite nature of the obtained band, the fact that it consists of
orbitals of different local symmetry, asks for a more sub-
tle consideration. The t-J model as derived by Zhang
and Rice requires the existence and the stability of the
Zhang-Rice singlets, which consist entirely of b, -

symmetry orbitals. A high occupancy of a, -symmetry
orbitals therefore corresponds to a situation where the
electronic structure is no longer adequately represented
by the t-J model. The decrease of T, '" and the subse-

quent disappearance of superconductivity with increasing
n, (5 '")—5 '" would be perfectly compatible with the

idea that the t-J model is the correct model for high-T,
superconductivity and that superconductivity disappears
when the t-J model becomes invalid because the Zhang-
Rice singlet is no longer kinetically stable. This is the
same conclusion as obtained from the analysis of the na-
ture of the low-lying states in Cu209 and Cu20» clus-
ters. One should note that this implies that the relation
between the structure of various systems and supercon-
ductivity is itself outside the scope of the t-J model, as is
the change in symmetry of the holes with doping for a
given system. It is then not so obvious that the t-J model
is capable to describe the dependence of T, on doping
correctly. A further study into the conditions under
which the t-J model can be derived from more realistic
many-band models would certainly be of interest.

With respect to the Kondo-lattice model and similar
two-band models, ' ' the argument would rather be re-
versed. Insofar as these models presuppose two weakly
interacting but distinct quasiparticle bands, one of light
holes and another one of massive spins, such a picture is
not directly supported by our findings where only a single
quasiparticle hole band is found below the Fermi level for
reasonable values of the parameters. One can now argue
that, apart from the possibihty of really having a crossing
of the Fermi level by another band, a two-band descrip-
tion is actually required by the composite nature of this
single hole band, where the flatter (i.e., more massive),
lower, mostly b&-like part represents the localized copper
spin degrees of freedom, while the steeper, upper, mostly
a, -like part that intersects the Fermi level represents the
mobile holes. One would assume that the local correla-
tions omitted in the SBMF approach would separate
these parts and, moreover, lead to antiferromagnetic
correlations between the copper spins. We work now on
the assumption that the superconductivity is carried by
the mobile holes and arises from their interaction with
the "substrate" of locally antiferromagnetically correlat-

ed Cu spins. Then our findings concerning T, '" and the
occupancies could be quite naturally interpreted as ex-
pressing that the pairing potential provided by the sub-
strate is stronger in a system where doping a sufficient
number of holes into the carrier band is accompanied by
a smaller reduction of nb, i.e., it produces less damage to

1

the substrate, which is correlated most effectively when

nb =1. This would be compatible with the idea that the
1

Kondo-lattice model contains the essential physics re-
quired for high-T, superconductivity, and that, where the
model loses its validity, superconductivity disappears.
Again, one should note that the relation between struc-
ture and superconductivity is outside the scope of the
model. Nevertheless, we should emphasize that our
present analysis provides no direct indication for a strict
separation of (Cu) spins and (0) carriers, but rather sug-
gests a two-band model where two local states of different
symmetry appear on a more or less equal footing.

Several excitonic mechanisms have been proposed that
make use of the Coulomb interactions to produce super-
conductive pairing: either by charge-transfer fluctua-
tions ' involving the Cu-0 nearest-neighbor Coulomb
repulsion V, (or V, ), or by crystal-field fluctuations "'

involving V„—V„orby d-d excitations ' involving the
off-diagonal Coulomb interaction V„,. Since these in-
teractions are contained in the present model [the off-
diagonal interaction was omitted in Eq. (l) because it
does not contribute in lowest order), the effect of such
fluctuations would actually appear in higher order in the
1/X expansion of which the present SBMF treatment is
the zeroth order. It is interesting to note that the expect-
ed behavior of these Coulomb excitonic mechanisms is
quite compatible with our findings concerning T, '". For
the charge-transfer mechanism, the strongest interaction
of a hole on planar oxygen is with a hole in the Cu d„or-
bital (V, & V, ). Since a high value of n, (5 '")—5 '"

corresponds to a large occupancy of d, at the expense of
the occupancy of d„,it implies an effectively reduced
Cu-0 nearest-neighbor Coulomb interaction and, conse-
quently, a reduced pairing potential due to the charge-
transfer modes. For the crystal-field mechanism, the
relevant quantity is actually the difference between the
value of V„(n„;) + V, ( n„)in the ground state and in the
crystal-field excited state (which equals V„—V, in the
simplest case, ' where the Cu hole is in d,- in the
ground state and in d„.in the excited state). Larger n,

1

and smaller n& amount to larger (n„)and smaller ( n„;)
1

in the ground state, and correspondingly smaller (n„)
and larger ( n; ) in the excited state, implying the
relevant difference to be smaller and the pairing potential
to become weaker, consistent with a lower T, '". The
strength of the d-d mechanism depends upon the size of
the matrix element of d„.d; between the lowest two
bands. Since larger n, and smaller nI, corresponds to

1 l

stronger mixing between the different local symmetries,
making the lowest (second) band less purely b, (a, ), this
is expected to imply a diminished matrix element, again
consistent with a lower T, '". To see whether these sim-
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pie considerations are really applicable would require a
more detailed analysis.

VII. CONCLUSIONS

We have investigated the influence of the apical oxygen
ion(s) on the electronic structure of a Cu02 plane. This
has been done in a band-structure approach which em-
phasizes the gain in kinetic energy associated with delo-
calization, and it is complementary to a cluster approach
which emphasizes the local correlations. The approach
assumes that the system is in a Fermi-liquid regime,
which is expected to apply at not too low doping levels.
The band structure is calculated within a tight-binding
scheme, with the correlations on the copper ions treated
by a slave-boson method in mean-field approximation and
the copper-oxygen Coulomb repulsions in Hartree ap-
proximation.

We have made a systematic investigation of the varia-
tion of various physically relevant properties with varia-
tion of the parameters that determine the coupling of the
apical oxygen to the Cu02 plane: the energy level of the
apical oxygen orbital and the hopping integrals between
the apical oxygen and the plane. The results show that, if
the bare energy level gets close to or below that of the
planar oxygens and/or the copper-apical hopping matrix
element is sufficiently large, the hole occupancy n, of the
copper d, orbitals (and of the oxygen orbitals of the same
local a, symmetry, which includes the apex orbital) is
strongly enhanced at the expense of the occupancy of the
copper d„orbitals (and the oxygen orbitals of the same b,
symmetry). For fixed model parameters, the d, occupan-
cy increases slightly with doping, which is in agreement
with what is observed in polarized Cu J 3 XAS experi-
ments. Furthermore, for high doping level, two bands
cross the Fermi level. It is found that the critical value
above which this occurs decreases strongly with increas-
ing coupling between the apical oxygen and the plane.
We find that once this two-band situation occurs, the sys-
tem might show a Peierls instability involving displace-
ments of the oxygen ions in the Cu02 plane.

Calculations performed for parameters pertinent to
different cuprates indicate that the weaker the involve-
ment of the apical oxygen, the higher is the value of T, '"
which can be reached at the optimum doping 5 '". How-
ever, this is by no means equivalent to the statement that
a large n, is by itself detrimental to superconductivity: it

1

rather turns out that the occupancy of d, orbitals (and
other orbitals of a i local symmetry) is not correlated with
T, '". A clear correlation with T, '" is, instead, found for
the excess of a

&
holes with respect to doping

n, (5 '")—5 '" or for the complementary quantity

( fimax)
1

Thus superconductivity is favored either (i) when
n, (5 '")—5 '" is as small (possibly negative) as possible

[and n& (5 '")—1 as large as possible], or (ii) when

n, (5 '") is as close to 5 '" [and n& (5 '") as close to the
value 1] as possible. The first alternative would be con-
sistent with the interpretation that high-T, superconduc-

tivity disappears once the low-energy physics can no
longer be represented by a single-band (t J—) model
(based on orbitals with b, symmetry), as was previously
concluded by Ohta et al. on the basis of cluster calcula-
tions. However, also in the case of pairing mechanisms
based on Coulombic repulsions, superconductivity would
be favored by the a& hole occupancy being small. The
second alternative would indicate that high-T, supercon-
ductivity is associated with the low-energy physics of a
two-band (Kondo-lattice) model where the doped holes
go into a& orbitals leaving the b& "substrate" undis-
turbed. This suggests that one of these two models might
contain the essential physics for high-T, superconductivi-
ty (e.g., the pairing mechanism), but that a theory able to
describe both doping dependence and the relation with
crystal structure would require a more flexible two-band
model where the two local states are on a more or less
equal footing.

Our analysis has thus established a link between the
crystal structure on the one hand and high-T, supercon-
ductivity on the other hand via a particular feature in the
electronic structure. Independently of how stringent our
results are as far as the theoretical models are concerned,
they thereby provide an indication which aspects of the
electronic structure of the cuprates are relevant. In par-
ticular, our analysis shows that most simplified models,
even though they could describe superconductivity, can
hardly account for the differences among the various cu-
prates and for the doping dependence of T, within each
compound. For that purpose more detailed aspects of
the electronic and crystal structures must be taken into
consideration. A direct experimental corroboration (or
refutation) of the proposed connection between electronic
structure and high-T, superconductivity would be most
welcome. Most appropriate would be more extensive
measurements by polarized XAS or EELS of the various
occupancies as a function of doping on well-characterized
samples of compounds with different T, '".

ACKNOWLEDGMENTS

We would like to thank Professor C. Castellani, Profes-
sor A. Bianconi, and Professor M. F. H. Schuurmans for
many interesting discussions and suggestions. This work
has been supported by the European Economic Commun-
ity under Contract No. SC1* 0222-C(EDB). M. G. also
acknowledges partial support by Progetto SAT of the
"Consorzio Interuniversitario di Fisica della Materia"
(INFM).

APPENDIX

In this appendix we will provide a more detailed
description of the mean-field procedure used in the
present paper.

The Hamiltonian in Eq. (1) is modified by the introduc-
tion of the slave-boson fields by means of the replacement
of the d and d operators

and is enlarged by the introduction of the constraint
b; b;+n„;+n„=l,where n„., =g n„, and n„=gn„.
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are the densities on site i of d and d, holes, respectively.
The constraint is then implemented by a Lagrange multi-
plier field A,;. At the mean-field level, the boson fields b,
and A,; are constant numbers b and k, respectively.
Whereas b multiplicatively renormalizes the p-d hopping
terms, A, additively shifts the atomic levels of the d orbit-
als.

The V terms are decoupled via independent Hubbard-
Stratonovich transformations which introduce eight com-
plex pairwise conjugate auxiliary fields. In mean-field ap-
proximation these fields are then set to their constant
mean-field value. For instance, from the V, term one has

The above relations lead to the following equalities:

Z*—
0

V,
'

W 0
X

V,
'

Zp — Qp
Z

(A2}
V'

Wp= Up
X

V,
Qp — Vp

At the mean-field level the introduction of the Hubbard-
Stratonovich decoupling is equivalent to the Hartree
mean-field approach and results in a shift of the atomic
levels of the p and d orbitals:

I
I,J,a, cr

(v=xiy)

= V„gn„[2n;]

1
~ vo~ + v o n„; 2v 0—n;

V,

d, =Ed„+~+"0 +wo Ed + I,+2 V n~+ V'n, ,

Ed Ed +A+Op +Zp =Ed +A+2V n~+ V'n,

e~ =e» —2(uo+vo}=E +2V„n„+2V,n, ,

F- =s (tvo+zo)=E + V'n„+V,'n,

(A3)

where 2n, =—g (, ~
n (the sum extending over the

sites neighboring site i). A similar procedure can be used
for the V„V,', and V,

' terms, which are decoupled by the
fields uo, ivo, and zo (and the related complex conjugate
fields), respectively. Of course, these fields are not all in-
dependent, being related to the various densities of holes
in the various orbitals

With the above mean-field approximations for b, A, , and
for the Hubbard-Stratonovich fields one can define a free
energy of the form

pp Wp Zp
F=X, X(b —I)+ + +, +V„V, V.

'
V,

'

V.
'

V,
'

2k T [p E((k)]/ ~T—
c k, l

(A4)

(n„&=— 1

Z Z

1

v'
X X

where E&(k) are the bands of the system obtained by di-
agonalizing, for each point in k space, the Hamiltonian
matrix

Hk

E,d
X

—2bt~d sin( k„/2 )

2bt dsin(k /2)

0

Ed

2bt d sin(k„/2)
3

2bt,,
sin(k /2)v'3

—4bt 'd

v'6

—2bt d sin(k„/2)

2bt d
sin(k /2)

3

4t ak

2v 2t' sin(k /2)

2bt»d sin(k» /2)

2bt d
sin(k /2)V'3

4t ctk

2v 2t' sin(k /2)

—4btpd

v'6

2v'2t ' sin(k„/2)

2v 2t»~sin(k» /2)

(A5)

where the diagonal elements (eff'ective atomic levels) are given by the expressions of Eqs. (A3),

ak = sin(k /2)sin(k /2). In this notation the mean-field Hamiltonian can be written as

(d )„

g((dx }ko (dz }km (Px }kcr (P» }ka (Pa }kcr ) Hk~ (A6)
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It must be remembered that not all the mean-field parameters are independent [see Eqs. (A2)] and it should be noted
that the use of the constraint n„+n,=1—b and of the total number of particle condition n„+n,+n~+n, =1+5 fur-
ther reduces the number of independent parameters to be self-consistently determined.

To determine the self-consistency equations, one has to find the stationary points of the free energy obtaining

UJ (k)=0,

where X indicates the independent mean-field parameter (e.g., b, ){,, Uo, and wo), the U's are the matrices which diago-
nalize the Hamiltonian at a given point in k space, and f ( ) is the Fermi function.

More explicitly, the self-consistency equations are

&&
= g(((d„)k (d„)k )+((d, )k (d, )k ))+N, (b' 1)=—0,

k, o.
(A7)

=2Jt.bX, 2t d g —sin(k„/2)[((d„)k (p„)k )+c.c. )
—sin(k~/2)[((d„)k (p~)k )+c.c. ]

k, o

+ "— g sin(k„/2)[((dt)k (p„)k )+c.c. ]+sin(k~/2)[((d, )k (pr)k )+c c ]..
k, cr

4t,'~
g [((d, )k (p, )k )+c.c. ]=0,

6 k, ~
(AS)

)+ U0=0, (A9)

= —g ((P, )k (P, )k )+()F
(A10)

Solving these coupled equations together with the condition

BF = —X,(1+5),
Bp

(Al 1)

fixing to —,(I+5) (5 is the doping with respect to half-filling) the number of holes per spin per cell, one obtains the re-

quired set of self-consistent mean-field parameters. Inserting these values back in the Hamiltonian it is finally possible
to get the self-consistent band structure given by the eigenvalues E&(k).

In the case of a frozen-phonon calculation, the self-consistency equation (AS) is supplemented by the following extra
terms coming from the electron-phonon interaction:

. +g g rt,"(q)u" g sin(k„/2)[((d„)k+q (p„)k )+c.c. ]
qs k, o.

—g g rt,"(q)u~" g sin(kr/2)[((d„)k+~ (pr)k )+c c]..
q, s

—g rt", (q)uz' g sin(k /2)[((d, )k+z (p„)k )+c.c. ]

—grtr(q)u{') g sin(k /2)[((dt)k+q (p )k )+c.c. ]+
qs ko

(A12)
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