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Phonon dispersion in solids is usually calculated starting from model interaction potentials. In this
paper, we discuss an approach for calculating phonon energies in a crystalline solid close to melting, us-
ing the density-functional theory of freezing. This theory uses the (measured or calculated) direct corre-
lation functions of the corresponding liquid close to freezing as input parameters. To illustrate the
method we calculate phonon dispersion of solid argon close to its triple point, using two sets of experi-
mental structure-factor data for liquid argon. We then discuss the phonon dispersion for a model solid
with Lennard-Jones interaction potential, using a fit to the computer simulation results on the structure
factor of the Lennard-Jones fluid. We also calculate the force constants of the solid from the liquid
structure-factor data. Our calculation uses a parametrization of the solid density as a periodic isotropic
Gaussian distribution centered at the corresponding crystal lattice sites, an approximation used by
several authors previously in a variety of other contexts. The results that we obtain are qualitatively
reasonable, but quantitatively they do not agree very well with the experimentally measured values: For
example, at the zone boundaries our calculated phonon energies are larger by a factor of about 1.5. We
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discuss the reasons for the discrepancy, and how it can be overcome by improved calculations.

I. INTRODUCTION

In this paper we show how the density-functional
theory of freezing can be used to calculate phonon fre-
quencies in crystalline solids. The calculation of phonon
spectra and their experimental determination are old
problems in solid-state physics.! To set the stage for our
study, we begin with a very brief review of current
theories of phonon spectra.

Current theories of the phonon spectra of crystals have
their origins in the well-known work of Born and von
Karman, a harmonic theory in which the potential-
energy expansion is truncated up to terms that are quad-
ratic in the displacements of the ions with respect to the
lattice. The implementation of and improvement over
the Born—von Karman theory face two main difficulties:
(1) It is not easy to determine the interionic potentials in
various types of crystals (metallic, ionic, molecular, etc.).
(2) It is nontrivial to include the effects of anharmonic
terms at high temperatures where the ionic displacements
from their equilibrium positions are not small. Since the
early work of Born and von Karman, many workers have
tackled these and, as a result, the phonon spectra of non-
transition metals® are fairly well understood in a micro-
scopic way; however, for other types of solids, their
description is more or less phenomenological.

A lot of work has been done on the lattice dynamics of
rare-gas solids® because of their simplicity (both atomic
and structural). For such solids, several realistic two-
body interactions have been proposed.®> Together with a
three-body (Axilrod-Teller-Muto) potential, some of these
two-body potentials explain various solid-state properties
(e.g., elastic constants, etc.) fairly well. Quasiharmonic
perturbation theory (where cubic and higher-order terms
in the displacement are included perturbatively) and an
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improved self-consistent harmonic theory give phonon
frequencies which compare excellently with experimental
results at temperatures below about half the melting tem-
perature.’ Near the melting temperature, the vibrations
have large amplitudes,* so the motion is strongly anhar-
monic. In addition, because of the hard-core potentials
in these solids, short-range correlations become impor-
tant. These problems have been addressed by Horner®
and the theory has recently been put to actual calculation
and compared with experimental results at temperatures
near the melting point by Cowley and Horton.® The cal-
culation of phonon frequencies compare very well with
experimental results except near the zone boundaries.
The discrepancies are supposed to arise because of uncer-
tainties in the interaction potential used and multiphonon
processes which have not been included in the calcula-
tion.

In this paper we propose a way of calculating phonon
spectra of solids near melting, which, we believe, has the
potential to overcome some of the complexities of con-
ventional theories and can, in principle, circumvent the
determination of phenomenological interaction poten-
tials. Our theory uses the density-functional theory of
freezing.””® In this theory, given the structure factor of
the liquid near its freezing point, we obtain a free-energy
functional whose minimum characterizes the crystalline
solid below the freezing point. Furthermore, we can cal-
culate the free-energy cost of small deviations about the
crystalline minimum and thus obtain phonon spectra for
the solid.

We expect such a calculation of phonon spectra to give
reasonable results since the density-functional theory of
freezing has given good results for the freezing parame-
ters of simple solids. Furthermore, it would have the fol-
lowing advantages over conventional approaches.
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(1) Unlike conventional theories, the density-functional
theory does not require phenomenological interionic po-
tentials; instead, the experimentally measured structure
factor of the liquid near the freezing point can be used.
(For simple liquids, this structure factor can be obtained
from approximate theories of liquids.)

(2) Some anharmonic corrections are automatically ac-
counted for in the theory because the two-body direct
correlation function (rather than a bare interionic poten-
tial) is used.

In order to account perturbatively for all anharmonic
corrections within the density-functional theory, one
would need higher n-body (n >2) correlation functions
for the liquid which are not known.® In the illustrative
calculations reported in this paper we have chosen the
simplest functional, with n-body correlation functions set
equal to zero for n>2. The results we obtain for the
phonon spectrum of solid argon near its triple point using
this functional, specific choices of inputs for the direct
correlation function, and several simplifying assumptions,
show qualitative but not quantitative agreement with ex-
perimental data. (Figure 1 shows a representative plot of
our results and experimental data. Note the discrepancy
of a factor of 1.5 at the zone boundary.) The velocities of
sound that we find, while of the same order of magnitude
as those measured experimentally, are also too large by
roughly a factor of 2. We discuss the reasons for this
discrepancy in detail and how it can be removed in Sec.
V. The remaining part of this paper is organized as fol-
lows. In Sec. IT we develop the density-functional theory
description of phonon spectra. In Sec. III we discuss the
structure factors that we use in our calculations. In Sec.
IV we give the numerical results.

BW —Wq)= [ dr,p(r))in
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where ¢" are the n-body direct correlation functions of

the liquid evaluated at the liquid density p,. For the cal-
culations presented in this paper, we work with the sim-
plest, Ramakrishnan-Yussouff (RY) functional,”® where
one neglects the correlation functions ¢ with n >3 [and
hence drop the superscript on the two-body direct corre-
lation function ¢®(r;,r,)]. The point is to find solutions
p(r) which minimize (1). The trivial solution is p(r)=p,
corresponding to the liquid phase. The nontrivial solu-
tions will correspond to nonuniform phases, e.g., the solid
phase, where the p(r) will have nonzero Fourier com-
ponents.

We can describe the local density of the crystalline
phase via the Fourier expansion

p(1)=pg [1+0+3F pge "] , 2)
G

where G’s are the reciprocal-lattice vectors that charac-
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FIG. 1. Phonon-dispersion curves from our density-
functional theory (solid lines) for crystalline argon near its melt-
ing point. For this figure we use N,=39 and the structure-
factor data of Yarnell et al. (Ref. 24). For comparison we show
the experimental data of Eckert and Youngblood (Ref. 32);
crosses (circles) are used for the longitudinal (transverse) modes.
[In the (220) direction, these authors provide data for only one
of the transverse modes, T',.]

II. PHONON DISPERSION
FROM THE DENSITY-FUNCTIONAL THEORY
OF FREEZING

A. Density-functional theory of freezing

The grand free-energy functional W of a nonuniform
liquid of density p(r) can be expanded”-® about that for
the uniform liquid of density p, as follows:

11
}_‘fdrl[P(rl)_Po]_'2_!%fdrlfdfz0(2)(1'1:1'2)[13(1'1)_Po][P(rz)“Po]

r)—pollp(ry) —pollp(rs) —pol—. .. (1)

terize the crystal. py(1-+7) is the density of solid 7, the
fractional density change on freezing, and the amplitudes
{ug]} are the order parameters for this crystalline phase.
They are determined by the condition of minimizing the
free-energy functional (1) which leads to the self-
consistent equation

p(r)=pye " exp [ S c(IGhuge©], (3)
G(+0)

where ¢ (|G|) are the values of (Fourier transform of) the
direct correlation function of the liquid (near its freezing
point), c(q)=p, [dre'?c(r) at q=G. cy=c(g=0) is
related to the isothermal compressibility x of the liquid
through x7!=pokp T(1—c,), and T is the temperature of
the liquid.

Equation (3) is equivalent to an infinite set of equations
for the order parameters pg. In practice, it is not easy to
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find solutions to this infinite set of equations, hence, one
uses various approximations. One approximation”® that
is reasonable is to keep only a finite number of Fourier
components because the direct correlation function de-
creases rapidly at large wave vectors. Over the past few
years, many workers'®~13 have used another simple vari-
ational choice for the local density of a crystalline solid,
namely, a sum of Gaussian density distribution functions
centered at the sites of the crystal lattice under considera-
tion. For cubic crystals
2 2
B;%Q= Agvealag/ma®y? 3 e IR g
() R

where A, is the amplitude of the Gaussians, « is their
width parameter, a is the cell parameter, v, is the cell
volume (=a?/V2, for fcc crystals), and R are the direct-
lattice vectors of the required lattice.!* Now, instead of
minimizing the free-energy functional (1) with respect to
an arbitrary p(r), which leads to (3) as a variational ap-
proximation, we minimize with respect to functions of
the type given by Eq. (4). This is a three-parameter ( 4,
a,, and a) minimization problem. In noncubic crystals,
the Gaussian distribution functions will have to be
chosen to be anisotropic, implying more parameters.
From Eq. (4), we note that 4 ,p, gives the number den-
sity of the solid (of course, we must use the self-
consistently determined parameters A, a, and a;). For a
defect-free solid, the solid density is determined by the
lattice parameter a alone. Therefore, the value of 4,
contains information about the vacancy concentration in
the solid. Since defect densities in a solid are quite low'>
(=~0.2% at the melting point), as a further simplifying
approximation we set Ay=(pgVy) ', i-€., each of the
Gaussian distribution functions in the density function
p(r) [Eq. (4)] is normalized to unity. Thus, we use
-ao(R—r)Z/az

p(r)=(ay/ma??** S e 5
R

For this form for p(r), and neglecting overlaps between
Gaussians at different sites, the free-energy functional (1)
is given by

BF _ 1 5
~—=|In ;;(30/7)3/2‘_3+p0v0611
1 —G?%/2B,
i G)+eco—4 , (6
2P0V cet Ge clGIT co™2PeCoven ©

where By=a,/a? and N is the number of lattice sites in
the crystal. The term within large square brackets of Eq.
(6), is the entropic'® part of the free-energy functional.
Equation (6) is easily minimized to obtain a, , and other
freezing parameters in a variety of contexts.

B. Lattice vibrations
using the Gaussian density distribution

The density-functional theory can be used to calculate
the free energy not only for the equilibrium crystalline
state, but also for the uniformly strained crystal (deter-
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mining the elastic constants)!” and for more general dis-
tortions, e.g., the small atomic displacements involved in
lattice vibrations. In this paper we calculate this last
mentioned free energy using the simple Gaussian form
for the local density.'®

For this purpose we represent the instantaneous local
density in a distorted crystal as a sum of Gaussians cen-
tered at R+u(R), where the displacements u(R) are
small (so that eventually we can neglect terms of order
higher than |u(R)|?). Since the displacements u(R) are
otherwise arbitrary, each atom of the perturbed solid will
be in a different environment (of surrounding atoms).
Thus, the Gaussian density distribution about each site
will be different and no longer isotropic. Therefore, in
general, a, will be replaced by ag[1+a(R)], where a(R)
is a symmetric 3X3 matrix. For small u, the elements
a;;(R) of a(R) are O(|u|).’® We assume that the a(R)’s
adiabatically follow the instantaneous displacements
u(R) and their dependence on u(R) is obtained by
minimizing the free-energy functional of the distorted
solid. The minimized free energy expanded to quadratic
order in u(R) determine the phonon spectra.

For clarity of presentation we give the details of the
derivation of phonon dispersion in two steps: (1) We first
treat the case when the Gaussian density distribution at
any site remains undistorted. (2) Then we include the
effects of such distortions.

1. Phonon dispersion without distortions
of Gaussian density distributions

We consider the change in the free energy AF as a re-
sult of displacements u(R) of atoms from their undistort-
ed lattice positions R, determined by the cell parameter a
[cf., Eq. (5)]. In calculating AF up to terms of O (u?), in
this subsection we assume that, as a result of the displace-
ments u(R), the Gaussian density distribution at any site
is not distorted, and further that these density distribu-
tions do not overlap. The details of this calculation are
given in Appendix A, and we obtain AF as

BAF=13 33 S u;(R)u,(R+R’)

RR i j
3’f(R
X | Bk, o, oeo
- IR, (7)
3R, 3R,
F(R)=£(By,R)
=(/30/27T)3/2fdrc(r)e_ﬁo(R~r)2/2 ’ ®

where 8,=a,/a?> and i and j denote Cartesian com-
ponents. In Eq. (7) and hereafter the derivatives with
respect to R; are evaluated by assuming R; to be indepen-
dent continuous variables. [This is done in order to write
the expressions compactly. The actual expression is eval-
uated in reciprocal space (Appendix A).]

In general, the free-energy change AF has two parts:
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(1) the entropic part!® and (2) the interaction part. How-
ever, if the Gaussian density distributions are left undis-
torted, the resulting change in the free-energy functional,
given by (7), has no contribution from the entropic part
(Appendix A). This is understandable because we have
chosen a very simple local density for the solid: nonover-
lapping Gaussian density distributions centered at lattice
sites R. This amounts to saying that each atom is fixed
inside a “shell” centered at R. The change in the free en-
ergy is because of change in the positions of these shells
from R to R+u(R), without changing anything inside
the shells. Therefore, the entropy does not change as a
result of the displacements u(R), and the change in the
free energy arises entirely because of the interaction be-
tween shells as a result of their relative displacements.
The free-energy change (7) has the same form as it does
in the case of the Born-von Karman force-constant mod-
el, but the interpretation of the terms involved is
different. Since the widths of the Gaussian density distri-
butions are very narrow (we show in Sec. IV that
ay> 100), from Egs. (7) and (8) it follows that
f(R)=c(R)
and 9)

Ff(R) _ d%(R)
dR,dR;, OR,0R;

for all R. Therefore, to the leading order in 1/a,, the in-
teratomic potential in the quasiharmonic force constant
model of Born and von Karman is replaced by kT times
the direct correlation function c(r) of the liquid at its
freezing point (or better, the supercooled liquid). It is im-
portant to note that the range of the direct correlation
function, at least for simple systems, is small [appreciable
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only up to fourth-nearest atomic shells (Sec. IVD)]. c¢(r)
can be calculated from the experimentally measured
structure factor S(q) of liquid, through its Fourier trans-
form c(q): c(g)=1—1/S(q).

An approximation in which the Gaussian density dis-
tribution about a site is not allowed to deform (relax), will
yield higher phonon frequencies than a treatment in
which this deformation is allowed, since, in the former
case, the crystal is stiffer than in the latter. We now de-
scribe a calculation of phonon frequencies which allows
for such deformation.

2. Phonon dispersion with distortions
of Gaussian density distribution

As discussed earlier the deformation of the Gaussian
density distribution as the atoms are displaced from R is
described by a change in the width parameter «y, to a
symmetric matrix ag[1+a(R)] that depends on R. We
have also mentioned earlier'? that |a;;(R)|~|u(R)|. We
calculate the change in the free energy of the solid be-
cause of these displacements under the assumption that
the Gaussian density distributions at different sites do not
overlap. The calculation is done in two steps: (1) First
we take the a;;(R) to be arbitrary and calculate the
change in free energy. (2) Next we select those a;;(R)
which minimize the free energy for the set of displace-
ments u(R). Thus, we express a,-j(R) as functions of the
displacements u(R). This leads to a modification of the
force constants calculated in the previous subsection B(1)
and hence to a modification of the phonon frequencies.

The free-energy change AF in the presence of distor-
tions of the Gaussian density distributions centered at
{R+u(R)} is given by (see Appendix B for details)

BAF=133 |3 u,(RVH{(R)u;(R+R)+ > u;(R)H¥*(R)a; (R+R’)
R R' |ij i j, k
+ 3 ay;(ROHF(R)u (R+R)+ 3 a;(ROH™ (R)ay, (R+R’) | . (10)
i,j,k i,j
g k,Jm
Here,
y 3*f(R,) 3*f(R)
HY(R)=— , (11a)
Rz, 3R ;0R;; *°  3R;3R,
. 3’ f(R) 3’f(Ry)
ijk —_ 11
HY(R)=—(1/45,) dR;3R;3R; & BR;0R ;3R RO (110)
. 3*f(R) 3 f(Ry)
HY*(R)=(1/4B,) - 8 , (11c)
{ Bo dR,dR,;0R, E;aRl,.aRUale R,0
H{¥R)=X+Y, (11d)

where
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XE_SR,O[%(simsjk +81k8]m) ) (12)

5 s *F(Ry)
R0 163(2) " ORy;1;0R 1, OR

y=—

L1 Ff(Ry) 3’f(R)) Ff(R)) Ff(Ry) 1 3*f(R)
ssﬁog1 dR,; 3R, * R, dR;, ™ O8R;0R,, ** 3R dRy " 1682 dR, dR; 3R, 3R,
(13)

Here f(R) is same as defined in Eq. (8). Only the part X [cf., Egs. 11(d) and 12] of the last term of Eq. (10) determines
the entropic contribution!® to the free-energy change (Appendix B) and is thus given by

3
BAF =33 X %[aij(R)]z- (14)

R ij=

It is clear that this contribution arises because of the deformation of the Gaussian density distributions alone and it is a
sum of the contributions from each “shell” (see Sec. II B 1) Since a(R) is a symmetric, 3 X 3 matrix, it has only six in-
de;pendent components. We relabel these as ¢,(R)=K;;a;(R) with K;; a numerical factor, and similarly define
Fi=HY, Fi¥ =HY* Fk=H* Fio =gk where Greek indices (for example w) are related to pairs of Latin indices
(for example, ij) as shown in Table I. Then we can write

3 36 .
BAF=133 |3 u )JFY(R SRARD+ 33 w,;(R)FF(R)$,(R+R’)
R R |ij=1 i=lp=1

36 ) 6 6
+3 3 ¢ RIFF(R)uy;(R+R)+ 3 3 ¢, (RFY(R)p(R+R') | . (15)

i=1lp=1 p=1v=1

[

The terms in Eq. (15) have analogues in the phenomeno- momentum space (Appendix C). The Fourier com-

logical lattice-dynamical theory of ionic solids.?®?! The  ponents

variables ¢ are the analogues of the dipole moments, the o

coefficients F, and F; of the effective charge tensor, and $u(@ =2 $u(R)e™ ®

the coefficients F, of the electronic polarizability tensor R

of the (ionic solid) medium. The ions are deformed be- are given by

cause of the overlapping of the electronic charge clouds 3 6

of neighboring ions. The analogy is not exact because, in ¢ (q)=—3 ¥ u(qQ)E¥ (Q)[E; '(q)]°*

the case of ionic solids, the dipolar fields extend to large i=lo=1

distances, whereas the effective interaction in our 6 3

density-functional theory is given by the direct correla- =—2 2 QI ES (—qlu(q) , (16)

tion function which is short ranged (Sec. IV D). Further, o=li=

in an ionic solid, the deformation is because of the physi- where

cal overlapping of the electron clouds, whereas in our ‘R

theory the deformation arises because of a change in the E,(q)=3 e'9°F, (R), m=1,2,3,4.

statistical distribution of the centers of atoms (as a result R

of the change in the relative positions of atoms). At the minimum, the free-energy change AF is of the
We now minimize Eq. (15) with respect to the ¢#(R)’s conventional form

keeping u(R) fixed. As a result of this minimization, the 3

set ¢,(R)’s are now expressed in terms of the displace- BAF=13 3 u(q)DUq)u;(—q) (17)

ments u(R). This is conveniently carried out in the q ij=1

TABLE I. The pair of indices (i, ) in each column of the first row are replaced by the index () of
the same column of the second row. ¢,(R) are defined as K;;a;;(R). The factors K;; are given in the

third row.
1,2 1,3 2,3
(i,j)— 1,1 2,2 3,3
(2,1 3,1 (3,2)
n— 1 2 3 4 5

K;— 1 2 2 1 2 1
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with the effective dynamical matrix (Fourier transform of N ~G2/28,
the force constants) D (q) being given by ef(q)= Poleet e ¢(G)G;G;
ce G
6
ij — i _ i —1 Hopoj _ 2
BDY(q)=E7(q) #02=1E2 (QE; " (QIEJ(q) . ~Se (G+q) /ZB"c(lG-i-qI)
’ G
(18)
If we define X(G+q);(G+q); |, (20a)
ef(q)=E¥(q), . —3 _ 2
,I]' {-q s'zlk(q)=~L-—l—— P /2B°c(|G+q|)
e¥"q)=E¥(q), 4BopoVeen G
19
ef*(q)=E4*(q) , 1 X(G+q)i(G+q),(G+q),
ef*"(q)=E{"(q) , =—¢f4aq), (200)
then [by Fourier transforming H,,’s of Egs. (11)], we get and
J
afiikm(q):_%(simﬁjk_}_Siksjm)
1 —G2/28,
—_— e c(G)—G;G;G,G,, /B
16Byoovcen |G [ 7k 0
+2(64G;G,, +8;,G;G, +8;G,;G,, +5,,G,;Gy)]
_ 2
B Se TV oe(1G+q))(G+q),(G+q),(G+q)(G+q),, |, (20¢)
G

where, as defined earlier, By=a,/a* and vy is the
primitive-cell volume (=a*/V'2 for the fcc crystal).

It is clear from Eq. (18) that the dynamical matrix con-
sists of two parts: (1) E;(q), which comes solely from the
displacements u(R), and (2) —E,(q)[E; (q)]E;(q),
which arises because of the distortion of the Gaussian
density distributions at sites. It can be seen easily that
E(q), E,(q), and E;(q) go to zero as q goes to zero [from
Egs. (19) and (20)] and therefore we obtain only acoustic
modes of vibration as expected of a crystal with a single
atom per unit cell. Also, note that g,(q) becomes zero
only at q=nG [Eq. (20a)], where G is any reciprocal-
lattice vector and n is any integer, but €,(q) and &;(q)
[Eq. (20b)] become zero at q=(n/2)G. Thus, the fre-
quencies of vibration at the zone boundaries are
unaffected by the deformation of the Gaussian density
distribution.

The elastic constants of the crystal at its melting point
can be calculated in the standard way from the dynamical
matrix (18). The calculation is given in Appendix D and
its results are discussed in Sec. IV.

III. STRUCTURE FACTORS USED
IN OUR CALCULATIONS

The input required for our theory (Sec. II) is the direct
correlation function ¢ (r) of the liquid (say, argon) just
above its freezing point (or better, of supercooled liquid
argon). c(r) is related to the structure factor S(q) of the
liquid through the relation S(g)=[1—c(q)]"!, where
c(q)=p0fdrc(r)eiq", and p, is the number density of

the liquid. The structure factor S(q) of the liquid is ei-
ther measured experimentally or calculated from approx-
imate theories of liquids. In the following, we describe
the structure factors we use to calculate the phonon
dispersion in and elastic constants of crystalline argon
near its melting point. We also discuss the shortcomings
of various available structure factors. We then present
our numerical results in Sec. IV.

Typically in experiments the structure factor S(g) of a
liquid is measured along the liquid-vapor saturation line
which meets the liquid solid phase boundary at the triple
point where solid, liquid, and vapor coexist. The triple
point of argon is at 83.81 K and 0.68 atmosphere of pres-
sure.’? There are some measurements of S(g) of liquid
argon close to the triple point, namely, those of (1) Page?®
at 84.5 K and (2) Yarnell et al.?* at 85 K. Apart from
these experimentally measured structure factors, we also
use a numerically calculated S(q) for a Lennard-Jones
fluid with parameters appropriate for a description of
liquid argon.

A. Structure factors from experiments

First we describe Yarnell et al.’s?* data. They measure
the structure factor S(g) of liquid argon in equilibrium
with its vapor at 85 K and at an atomic density of
0.02125 A3 by neutron scattering. They measure S(q)
up to g=~9 A~! [far enough to obtain four peaks of
S(g)]. They estimate that the overall systematic error in
the refined experimental values of S(q) is less than 0.01
for all values of g. Yarnell et al. do not present their ac-
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tual (refined) experimental data in the paper.?* The ex-
perimental_ data are extended to high-q values (up to

qg=11.75 A" and also to low- -q values (g =0 included).
They use the results of a molecular-dynamic calculation?’
as a guide for extending the experimental data to large q.
The low-g data are extended smoothly to the compressi-
bility limit at ¢ =0. [Isothermal compressibili-
ty=2.12X10"* atm,?? which is equivalent to
S (g =0)=0.0524.] The extended data are then subjected
to an iterative procedure suggested by Verlet for smooth-
ing: The data for S (q) are Fourier transformed to get the
radial distribution function g (7). The radial distribution
is then modified so that g (#)=0 for r up to 0.8 atomic di-
ameter (because the hard-core repulsion prevents atomic
overlap). Then the unreasonable humps and dips of g (r)
are smoothed out (because oscillations of wavelengths
small compared to the atomic diameter are not expected).
This modified g(r) is then transformed back to S(g).
The resulting S(q) is then smoothed to suppress any
remaining short-wavelength oscillations. This procedure
is iterated until the extended and smoothed data for S(q)
agree with the experimental data for S(q) over the entire
available range of g.

We wuse these extended data (henceforth -called
Yarnell’s data) in our calculation. Although Yarnell’s
data are smooth, they are not smooth enough to get
reasonable derivatives. (For some parts of our calcula-
tion we need first and second derivatives.) The data still
have some high-frequency noise. We ogenerate a new set
of data at uniform intervals of 0.01 A" " using a cubic-
spline interpolation scheme for Yarnell’s data. The inter-
polated data are then smoothed in the following manner:
The first peak is carefully fit by an exponential function.
The part of S(q) from g =0 to the first peak is fit in
several parts by a polynomial fit.? From the first peak to

=5.5 A" ! are fit the data for S (q) in several parts using
a polynomial fit. We fit the rest of the high-g part of the
interpolated S(q) data by filtering to get rid of high-
frequency noise using a fast-Fourier transform program.
Since it is very difficult to remove discontinuities at the
meeting points of these parts of the fits to the S(g) data,
we choose the meeting points in such a way that, in our
calculation, we do not need the data (particularly the
derivatives) at those points (i.e., care is taken so that the
reciprocal-lattice vectors we use do not fall near the join-
ing points). Our fit for S(g) agrees well with Yarnell’s
data; the differences are never more than 0.7% from the
first peak (at g,) to the largest-g value in Yarnell’s data,
and never more than 2% for 0<g <gq, [a region of S(q)
curve that does not affect our results significantly]. We
took special care to ensure that, at the first peak, the de-
viation was never more than 0.3% (this is done because
the first peak is very sharply peaked). We use this fit in
our calculations.

The second set of experimental, neutron-scattering
data for S'(g) of liquid argon in equilibrium with its vapor
is by Page. % These data are at a femperature of 84.5 K
and an atomic density of 0.021 29 A3 (obtained by linear
1nterp01at10n from the data given by Hunter and Rowlin-
son??). The experimental data range from g =0.7 to 8.1
A~! at intervals of 0.1 A~!. The structure factor data
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FIG. 2. Structure-factor data for liquid argon near its freez-
ing point along the liquid-gas phase boundary: (a) At 85 K
(solid line), as measured by Yarnell et al. (Ref. 24), (b) at 84.5 K
(crosses), as measured by Page (Ref. 23).

are given to two decimal places. Page’s data compare
very well with Yarnell’s data except in the low-g region.
Yarnell’s data and Page’s data are plotted together for
comparison in Fig. 2. Since the data stop at ¢ =0.7 A~
on the low-g side and the measurements are not very ac-
curate in that region, we replace Page’s data on the left
side of the first peak by Yarnell’s data in that region.
Since the data points are not closely spaced and are not
smooth (i.e., have some high-frequency noise), we ob-
tained a fit to the data. We did this by using an exponen-
tial function at the first peak and polynomials for the rest
of the data range. Since we fit the S (g) data by smooth
functions, the derivatives are continuous at all points ex-
cept at the points where fits to different regions of the
data are joined to cover the complete range of S(q). We
use two fits: (1) One in which the data are roughly such
that the positions of the meeting points of different fitted
pieces were taken conveniently; the fit data (called P,)
never differs from the experimental data by more than
2% (except at two points where the error is about 3%).
(2) The second fit (called P,) is such that the meeting
points do not fall close to the reciprocal-lattice vectors
we use; this fit never differs from the first fit P, or the ex-
perimental data by more than 2% (except at the same
points where the first fit P, differs from the experimental
data by about 3%).

B. Numerically calculated S (g)

There are many numerical simulation (say, molecular-
dynamic) studies of the radial distribution function g (7)
of Lennard-Jones (LJ) systems (in which particles interact
via a pair potential v(r)=4€[(o /r)®—(0o /r)!?]) at vari-
ous temperatures and densities. Goldman?’ has proposed
an empirical formula to represent these numerical simu-
lation results for g(r) as a function of density and tem-

perature. The empirical formula covers the following
ranges of temperature 7T and density pg
0.5¢/ky <T <5.0e/kg, and 0.350 3<p,<1.100 3

Goldman’s formula was proposed originally to fit the
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molecular-dynamic data up to a distance of r =4.50. We
chose the Lennard-Jones parameters o =3.405 A and
e/kp=119.8 K for liquid argon (following Verlet’s fit to
Levelt’s®® thermodynamic data). Since g(r) does not
differ much from 1 at distance larger than 4.50, and since
Goldman’s formula also gives g (#) close to 1 at these dis-
tances, we assume this formula to be valid up to 500. We
use the g () thus obtained to calculate the structure fac-
tor S(g) by using the relation

S(@)=1+p, [dre'a™[g(rn—1].
We have to extend the data for g (7) up to a large distance
500 to find S (q) (using a numerical Fourier transform) at
finely spaced values of g. Such a fine spacing is essential
at the first peak of S'(g), since it is very sharp.

The structure factor that we obtained from our exten-
sion of Goldman’s data for g(r) (as described above)
suffers from one problem: At low values of g [between
g =0 and the highest maximum of S(q)], this structure
factor oscillates about zero and remains negative
(=~ —0.25) at ¢ =0. This is clearly an unphysical behav-
ior, for it leads to a negative compressibility. (Similar
problems with Goldman’s fit have been reported by
Marshall, Laird, and Haymet.?®) To rid our S(q) of this
unphysical behavior, we proceed as follows: We fix the
value of S (g =0) by using the 33-parameter empirical fit
of Nicolas et al.,*® to the compressibility of a Lennard-
Jones fluid as a function of T and p,. We then scale
Yarnell’s data for argon (see above) to join smoothly
S (g =0) (from Nicolas et al.) to the highest peak of S(q)
(obtained from our extension of Goldman’s fit). The
sharp first peak of S(q) is fit carefully using an exponen-
tial function. The structure factor obtained as a Fourier
transform of g(r) is plotted in Fig. 3 along with its (just
described) modified version which we will use in our cal-
culations.

FIG. 3. The structure factor S(g) of a Lennard-Jones fluid
obtained from Goldman’s fit (dashed line) to the numerically ob-
tained results for the radial distribution function (at the reduced
temperature, T*=0.9, and the reduced density, p*=0.8233).
The solid line shows the structure factor that is obtained from
our modification of Goldman’s fit (see text). Our modification
and Goldman’s fit lead to significant differences in S'(g) only at
small values of g.
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IV. NUMERICAL RESULTS
A. Freezing of liquid argon

Before calculating the phonon dispersion of crystalline
argon at its melting temperature, we need the cell param-
eter a and the Gaussian-width parameter a; of the local
density p(r) [Eq. (5)] describing the solid when it freezes.
These parameters depend on the structure factor S(g) of
the liquid just above its freezing point. As mentioned
earlier (Sec. III), we use three sets of data for the struc-
ture factor of liquid argon. For all the three structure
factors we follow the same procedure to find a and , so
as to minimize the free-energy functional [Eq. (6)] and use
these values for @ and a, in our calculation of phonon
dispersion.

As is mentioned in Sec. III A, Yarnell’s data for S(q)
extends to a fairly large value of ¢ (=11.75 A™Y. To
check whether the range of data available is sufficient for
our calculation, we evaluate the minimum of the free-
energy functional [Eq. (6)] by using various values of N,
the number of reciprocal-lattice vector shells in the sum-
mation in Eq. (6). Figure 4(a) shows how the value of the
free-energy functional at its minimum changes with N;.
In Figs. 4(b) and 4(c) we plot, respectively, a and ¢ at
this minimum versus N,. As is clear from Figs. 4(b) and
4(c), the variation of the cell parameter a with N is
small, but «, varies appreciably with N;, though after
N, =41, this variation is small. This indicates that, ideal-
ly, we should go beyond N,=44; unfortunately, this
would entail going beyond the range of Yarnell’s data.
Most of our calculations are done with two values of N:
N,=39 and 44. For comparison the free-energy func-
tionals and ag’s (for N, =39 and 44) versus a are plotted,
respectively, in Figs. 5(a) and 5(b).

If we use N, =39, we get a =3.771 A, ay=526.16, and
a free energy (F) of —O. 1237k¢BT (T =85 K). For
N,=44, we get a=3.776 A, «a,=451.41, and
F=—0.0758kyzT. Note that even at a temperature of 85
K, at which argon is a liquid, we get a stable solid (with
N, =39 and 44). We believe that this stability of solid ar-
gon at the higher temperature is due to the various ap-
proximations in our calculation, including the
incomplete-poor structure factor data used (see Sec. V)

Since Page’s data for S(q) extend up to g =8 A~
are restricted to N, =18, so we use N,=18. As has been
mentioned in Sec. III A, we fit Page’s data in two ways
denoted by P; and P, (these fits do not differ from one
another by more than 2% anywhere in the data range ex-
cept at two points). We calculate the free-energy func-
tional using both fits P; and P,. For comparison of re-
sults (using fits P, and P,), the free-energy functional
(minimized with respect to a;) and the values of a, are
plotted versus cell parameter a; they are shown, respec-
tively, in Figs. 6(a) and 6(b). We obtain the following re-
sults at the minimum of free-energy functional for the fit
P,, a=3.81 A, @;=499.8, and F=-—0.518kpT
(T =284.5 K); and for the fit P,, a =3.815 A, ay=541.12,
and F=—0.7764kyzT. Note that a, (but not a), is very
sensitive to the fits: the values of a, obtained from these
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FIG. 4. The variation with N; (the number of reciprocal-
lattice-vector shells used in our calculation) of (a) the value of
free-energy functional at its global minimum, (b) the corre-
sponding cell parameter a, and (c) the corresponding width pa-
rameter o, For this figure we use structure-factor data of Yar-
nell et al. (Ref. 24).

two fits differ by about 10%. This is because the cell pa-
rameter a is fixed, more or less, by the position of the first
peak of S(gq), whereas small differences in the values of
S(g) at large g change the free-energy functional (and,
hence, a,) appreciably because certain reciprocal-lattice
vector shells contain large numbers of vectors (up to 48).
Therefore, accurate measurements of S(g) and good in-
terpolation schemes are necessary to obtain good results
from the density-functional theory.

As mentioned in Sec. III B, we obtain S (q) of liquid ar-
gon from numerical simulations of a Lennard-Jones fluid
for a large range of densities and temperatures. We can,
therefore, use the density-functional theory to find the
liquid-solid phase boundary in this range of densities and
temperatures. Also, since we can get S(g) up to large
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0.4
(a)
—
20
Py
\_B/
1 A
_0'2 T T T |' T T T ] T T T ] T T T |
3.73 3.77 3.81 3.85 3.89
a(A)
600 (b)
500+
A
o
¥ 400
B
3004
200+
——
3.73 3.77 3.81 3.85 3.89
L
a(A)

FIG. 5. The variation with the cell parameter a of (a) the
value of the free-energy functional (F), minimized with respect
to the width parameter a,, and (b) the width parameter at this
minimum (the crosses show the position of global minimum of
F). For this figure we use the structure-factor data of Yarnell
et al. (Ref. 24) and N; =39 (marked A) and N, =44 (marked B).

values of g, the problem of the dependence of freezing pa-
rameters @ and a, on the number of reciprocal-lattice
vector shells N, used is easily solved. We find that F [Eq.
(6)] differ by only about 2% if N, is changed from 50 to
100. Thus, we use N; =50 in our calculation. With the
Lennard-Jones parameters we use to describe liquid ar-
gon (e/kz=119.8 K and o =3.405 A), the triple point
should occur at T'=0.7¢/ky. But we do not find liquid
in equilibrium with solid below T'=0.85e/ky at any p,.
This may be because the structure factor we are using is
not as accurate as it should be; moreover, our density-
functional neglects higher-order correlation functions
and we use an approximation for p(r), namely a sum of
Gaussian density distributions centered at the lattice
sites. In our study, we restrict ourselves to the solid side
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of one point (T'=0.9¢/k, and p,=0.0208 A3 of the
liquid-solid phase boundary. The freezing parameters at
this point are @ =3.82 A and a;=278.9.

B. Calculation of elastic constants

As is well known, the elastic properties of solid are re-
vealed in the long-wavelength limit of its lattice vibra-
tions. The elastic constants'” are calculated from the ve-
locities of sound obtained from the phonon dispersion
curves in the small-qg (wave-vector) limit. The velocities
of sound can be measured in either of the two (equivalent)
ways: by taking the limiting expression for the eigenval-
ues of the dynamical matrix, or by measuring the slopes
of the calculated phonon dispersion curves at ¢ =0. In
this section we look at the limiting (¢ —0) expressions for
the elements of the dynamical matrix and discuss the ve-
locities of sound we obtain. For simplicity, we focus our
attention on the wave propagation in the (200)-symmetry
direction of the crystal because, in this direction, the
dynamical matrix is diagonal and the expressions become
simple. For clarity we discuss the longitudinal and trans-
verse modes of lattice vibrations separately.

1. Longitudinal mode of vibration

As we discussed in Sec. II, the dynamical matrix has
two parts: (a) the contribution because of the displace-
ments of atoms from their equilibrium positions (we call
this the U part), and (b) the contribution because of the
distortion of the Gaussian density distributions in our
representation for p(r) in the solid phase [Eq. (5)] (we call
this the ¢ part or, simply, the correction term). The lon-
gitudinal velocity of sound v; in the (200) direction turns
out to be (Appendix D) such that

-0.2
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&L -0.5-
T
1,
(a)
_0'8 T T T T T T T T T T T T T T T
3.75 3.79 3.83 3.87 3.91
a (Z)
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i (b)
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o
% 400 P,
300
200 T T T ] T T T 1 T T T r T T T l
3.75 3.79 3.83 3.87 3.91
a (A)

FIG. 6. The same as Fig. 5 but using the fits P; and P, (see
text) to Page’s structure-factor data (Ref. 23). In both cases we

MB”IZ=A1+BI , 21) use N, =18.
where
a=——L1'5 g 301 det6) | Gi 501 101
! PoVcell |G (50) 2 By dG BG 2 G 2 G3
2 G4
—*d;(;zm ‘;‘“G% +co (22a)
is the contribution from the U part and
2
—c2?
1/8 l(l/(Bopovceu)Ee O %o 0 (G)[3G2 — G4 /By)+[dc (G)/dG (G /G))
G
B= (22b)

is the contribution from the ¢ part of the dynamical ma-
trix, By=a’/ay, G; is the ith component of the
reciprocal-lattice vector G, v is the volume of a primi-
tive cell of an argon crystal (fcc), B=(kzT)™!, T is the
absolute temperature, k5 is the Boltzmann constant, M is

_GZ/ZBO 2 12
1+(1/P0Uce11)29 C(G)(G]/BO)(T{Gl/ﬁO_l)
G

[

the mass of an argon atom, and ¢,=c (g =0). Note that
the U part, Eq. (22a), has a term —cy/(pgU.e). This
should be compared with the velocity of sound in liquid
Viiq»> 8iven by BMv lziq =(1—cq) (from compressibility data
for liquid argon at T=285 K, ¢y~ —18). The factor ac-
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companying c, is the ratio of the densities of solid and
liquid at the freezing point. The rest of the U part, name-
ly, the terms added to —c(/(pgv.ey ), and all of the ¢ part
[Eq. (22b)] are a correction to the velocity of sound in the
solid, obtained by using liquid-state properties. This
correction depends on the structure of the solid, de-
scribed by the reciprocal-lattice vectors G.

_a2? G’2
A,=— e P ey | 1222
PoVcel ‘G Bo

, de(G) | GiG3  G3

dG B,G  2G
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2. Transverse modes of vibration

For a wave propagation in the (200) direction, the
transverse modes of vibration have identical velocities v,,
which is given by (Appendix D)

is the contribution from the U part of the dynamical matrix and

2
[(I/Bopovcen)Ze o
G

{c(G)N[G}—(G3G2%/B,)]+[dc(G)/dG(G}G3 /G))

MpBv2=A,+B, , (23)
where
G2G? 2 G3G?
é33 +ddcéf) 172 (2;23 (24a)
2

B,=
—a?
[1+(1/povcen)2e ¢ /2BOC
G

is the contribution from the ¢ part of the dynamical ma-
trix. As expected, the transverse velocity of sound, un-
like in the longitudinal velocity, has no contribution from
the compressibility. Note that, for small G, the
coefficient of ¢(G) in Eq. (24a) is smaller than its
coefficient in Eq. (22a) because G2/, is much smaller
than 1 (as B, is large) until the value of G =g where c(q)
is appreciably different from zero. However, the
coefficients of d’c(q)/dq? are comparable. Therefore,
the curvature of the direct correlation function plays a
more important role in case of transverse mode of vibra-
tion than in case of longitudinal mode [where ¢ (G) plays
an equally important role]. From the denominators of
Eqgs. (22b) and (24b), it is difficult to predict whether the
correction term is positive or negative because ¢ (G) can
be both positive or negative. Our numerical results show
that this correction term reduces the velocity of sound.
The analogues of the expressions (22) and (24) for other
principal directions are not as simple as they are for the
(200) direction. However, all trends that we discuss
below are similar (such as the dependence of the veloci-
ties of sound on the freezing parameters).

Using the structure factors discussed in Sec. III, we ob-
tain the velocities of sound from Egs. (21) and (23). They
are presented in Table II.

The calculated sound velocities are to be compared
with those obtained experimentally from ultrasonic mea-
surements:*' v,=1259 ms~! and (average) v, =575 ms ™!
measured at T=283.7 K [along the (220) direction; the ve-
locities of the two transverse modes T and T, are 575
and 571 ms™!, respectively] in solid argon. From this
comparison we see that the calculated velocities are
larger roughly by a factor of 2 in the longitudinal case
and three in the transverse case. From our numerical
work we see that the effect of the ¢ part of the dynamical
matrix is to reduce the sound velocities. Therefore, it fol-

(G)G3 /By 1/2(G3 /By)—1]

(24b)

lows that the denominators of Egs. (22b) and (24b) are
positive.

C. Phonon dispersion in solid argon

In this section we discuss the results of our phonon-
dispersion calculation. The calculation has been done us-
ing all the three sets of structure-factor data for argon
discussed in Sec. III (for Yarnell’s data we use N, =39
and 44). Phonon-dispersion curves obtained from our
calculations in the (200)-, (220)-, and (111)-symmetry
directions are given in Figs. 1 and 7-9. For clarity, as an
illustration, the small-g portions of Fig. 1 are magnified
and shown in Fig. 10. The experimentally measured pho-
non energies’>3* are also shown in these figures. These
figures 1 and 7-10 show that our calculations give quali-
tatively good results. For example, the -slopes of our
phonon-dispersion curves at ¢ =0 are larger for the lon-
gitudinal mode than for the transverse ones along all the
three directions. However, there is a quantitative
discrepancy between our results and experimental ones:
we get larger energies for all wave-vectors in all the direc-
tions (for all the sets of structure-factor data we use); the
calculated phonon energies, at the zone boundary, for ex-
ample, are about 1.5 times the experimentally measured
phonon energies.

D. Force constants

It is instructive to examine the force constants (i.e., the
real-space representation of the dynamical matrix) that
result in our theory. These are determined by the Fourier
transform of the right-hand side of Eq. (18). However, as
discussed earlier, since the contribution to these from the
¢ part (due to the deformation of the Gaussian distribu-
tions) is no more than 20%, a reasonable feeling for the



4 PHONON DISPERSION OF CRYSTALLINE SOLIDS FROM THE. ..

9955

TABLE II. Comparison of freezing parameters (@, ap, and Lindeman parameter L), of velocities [longitudinal (v;) and transverse
(v,)], of sound in solid argon between the calculated (present work) and the available experimental measurements at temperatures
(third column) close to the triple point. The calculated results have been obtained using the structure factor S(g) (of liquid argon)

data measured by (1) Yarnell ez al. (Ref. 3) (T =85 K, p,=0.02125 A
(3) on S'(g) data set obtained from Goldman’s fit to molecular simulation data (T =107.8 K, p,=0.0208 A

) and () Page (Ref. 2) (T'=84.5 K, p,=0.02129 A ), and

-3
, using LJ parameters for

argon). The number of reciprocal-lattice-vector (RLV) shells used in each of the calculations is given in the fourth column.

No. of RLV . s . s . v; v,
Work S(q) T (K) sets po (A7) ps (A7) a (A) Qg L (m/s) (m/s)
Present work 1 85 31 0.02125 3.79 394.0 0.0617 2038 1638
39 3.771 526.16 0.0534 2403 1851
44 3.776 451.41 0.0576 2153 1703
2 84.5 18 0.02129 3.815 541.12 0.0526 2641 1749
3 107.8 50 0.0208 3.82 278.9 0.0733 2131 1517
Experiment?® 83 0.022 06 0.024 74 3.852
Experiment 83.7 1259 575
(Ref. 31)
Experiment 94.73 0.024 317 3.874
(Ref. 15)

*From R. K. Crawford and W. B. Daniels, Phys. Rev. Lett. 21, 367 (1968).

sizes of the force constants can be obtained by neglecting
this (second) term in Eq. (18). The force constants corre-
sponding to just the first term in Eq. (18) are given by
HY(R—R’) [cf, Egs. (7), (10), and (11a)] which corre-
sponds to using ¢ (JR—R’'|) as an effective interatomic
potential [cf. Egs. (7)-(9)].

We calculate-the direct correlation function ¢ (7) from
Yarnell’s data for S(q) with the followm% modifications:
Yarnell’s data extends up to 11.75 A However, at
g=11.75 A1 c(q) [=1—1/S5(q)] is not close to zero.
Therefore, we keep Yarnell’s data up to g =11. 3 A~
where ¢ (q)=0, and set c(q)=0 for g >11.3 AL Then
we obtain c(r) by Fourier transforming c(q). [This
choice of ¢ (g) corresponds to our choice of N, =39 in our
calculations for freezing parameters (Sec. IV A), velocities
of sound (Sec. IVB), and the phonon energies (Sec.
IV C).] The direct correlation function c(7) thus ob-
tained is plotted in Figs. 11(a)-11(b). We see that c(7)
dies off very rapidly [beyond the distance to third-nearest
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FIG. 7. The same as Fig. 1, but with N, =44.

neighbor of each atom in the crystal, c (r) is almost zero].
We also see from Fig. 11(b) that c () is largest (peaked) at
distance almost exactly equal to the cell parameter (cal-
culated with N;=39). [This is true when c(r) is calculat-
ed taking N, =33 also.] From c(r) [Fig. 11(b)] we calcu-
late the first [Fig. 11(c)] and second [Fig. 11(d)] deriva-
tives of ¢ (r). From Eq. (24) and using the calculated ¢ (7)
and its derivatives (Figs. 11), we get the force constants
HY(R). We find force constants corresponding to, for
example, two nearest neighbors of atoms in the solid are
about 4.2 X 10% and 90 dynes/cm, respectively, along the
line joining the atoms. We see that the force constants
fall off rapidly with increasing R, so that we may set
HY(R)=0 for R greater than third-nearest-neighbor dis-
tance and beyond for solid argon.

As a cross check, we use the force constants at the lat-
tice points R’ =a ( 1/\/2 1V2,0) and R"=a(v2,0,0) to
calculate the phonon energies (the U part of the dynami-
cal matrix to be precise). For simplicity we do the calcu-
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FIG. 8. The same as Fig. 1, but with n,=18 and Page’s
structure-factor data (fit P,) instead of the data of Yarnell et al.
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13 oon] o221 | 11 lation in the (2,0,0) wave-vector direction; that is, we take

) our wave vector k=(2,0,0)mq /aV'2 such that |k| ranges

10 from the Brillouin-zone center (¢ =0) to the zone bound-
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ary (g =1). The longitudinal and the transverse elements
of the dynamical matrix are, respectively,
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FIG. 9. The same as Fig. 1, but with N, =50 and, instead of B R oR dR"?
the structure-factor data of Yarnell et al., our modification of
Goldman’s fit (Fig. 3) is used. 1 . R"
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FIG. 11. The direct correlation function ¢ (r) and its first two derivatives as obtained from the structure-factor data of Yarnell
et al. (Ref. 24) and with N, =39 (used in our calculation of a and ¢y). (a) The direct correlation function ¢ (r) with 0<r =11.0 .3;, (b)
an expanded view of the peak of ¢ (7),(c) the first derivative of ¢ (r) [same scale as in (b)] (d) the second derivative of ¢ (r) [same scale
as in (b)]. The distances r (=R) at which the force constants are calculated are shown in (c) and (d) by small (vertical) markings.

We find that this calculation yields phonon energies
larger than what the full correlation function [the U part
of Eq. (18)] gives.

From the derivatives of ¢ () we see that d’c(R)/dR?>
has opposite sign at the two lattice sites and the term out-
side the large parentheses in Eq. (25) reduces the phonon
frequencies, but the term outside the large parentheses in
Eq. (26) increases frequencies. Therefore, we see that
many more force constants have to be included to calcu-
late the phonon frequencies.

V. DISCUSSION

From Sec. IV we have seen that, while our calculations
yield qualitatively reasonable results, quantitatively the
results compare poorly with the experimental data. The
calculated velocities of sound differ from the observed ve-
locities by a factor of about 2 and phonon energies at the
zone boundaries differ from the experimental values by
roughly a factor of 1.5. In this section we discuss the

reasons for this poor agreement, and argue that our
method is viable and can provide much better results
with improved inputs.

The point is that there are three major simplifying ap-
proximations we have made in the calculations we
presented in this paper. (1) We have chosen the specific
approximate density functional (of Ramakrishnan and
Yussouff) obtained by truncating the free-energy func-
tional at second order. (2) We have used an approximate
parametrization of the local density as a sum of nonover-
lapping Gaussians, and further simplified by assuming
zero-vacancy concentration. (3) We have used approxi-
mate inputs for the structure-factor—direct-correlation-
function data. Each of these is responsible, to different
extents, for the poor agreement between theory and ex-
periment.

To begin with, note that the poor agreement with ex-
perimental data also characterizes our freezing parame-
ters. All our calculated values for the cell parameter a
are too small compared to experiment and the calculated
Lindeman ratio is also smaller roughly by a factor of 2
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(see Table II). By the same token, the smallest
reciprocal-lattice vector G, (=2.04 A~! for Yarnell’s
data with N, =39, for example) of the solid, determined
by the cell parameter a, does not fall at the first peak g,
[=1.992 in Yarnell’'s S(q) data] of the structure factor
S(g), but at a higher value of the wave vector (i.e.,
G, >gq,). (For comparison, the experimental value of the
smallest reciprocal-lattice vector of an argon'” crystal at
83.17 K is 1.991 A™1) Thus, our calculated solid is
much denser than the real one, and hence it is not
surprising that it will appear stiffer, with higher phonon
frequencies than the real one. Similar features character-
ize the recent study by Jaric and Mohanty!® where they
calculate the elastic constants of a Lennard-Jones system
using approximations similar to the above; their results
are quantitatively as inadequate as ours.

In order to bring out this point better, it is instructive
to make a (ad hoc) calculation of the sound velocities at
values of the cell parameter held fixed at values larger
than what we have (so that Gy—g¢,), and minimize only
with respect to a,. For these calculations we have used
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Yarnell’s data with n, =39 and N, =44, Page’s data with
N, =18, and our modified version of Goldman’s fit (Sec.
III B) with N,=50. All these sets of data yield similar
trends in the variations of the velocities of sound with
G,, therefore, we present the results obtained for
Yarnell’s data with N, =39.

In Figs. 12(a)-12(d), we show how the velocities of
sound, etc., vary as we make G,— ¢, thus expanding our
crystal, which is parametrized as in Eq. (5). (This expan-
sion is carried out with a fixed direct correlation function,
i.e., with fixed temperature and pressure.) The range of g
over which G, is varied to obtain the results of Figs.
12(a)-12(d) is shown in Fig. 13. Figure 12(a) shows the
variations of the sound velocities with G,; Fig. 12(b)
shows the corresponding variation of the sound veloci-
ties, when the Gaussian density distributions are not al-
lowed to deform. The values of the free energy (mini-
mized only with respect to ay) are plotted in Fig. 12(c),
and the values of o  at the minima are plotted against G,
in Fig. 12(d). We see the following from these figures: (1)
The velocities v; and v, decrease as G, decreases. The
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FIG. 12. The variation with G, (the magnitude of the smallest reciprocal-lattice vector) of (a) the velocities of sound, both longitu-
dinal (v;) and transverse (v, ) in the (200) direction [the experimental values (Ref. 31) are indicated by arrows on the vertical axis], (b)
the contributions to v, and v, from the U part of the dynamical matrix (see text), (c) the free-energy functional minimized with respect
to the width parameter a,, (d) the value of ¢ at this minimum. We use the structure-factor S(q) data of Yarnell et al. (Ref. 24) for
these figures and set N, =39. [The largest peak position of S(g) and G, at which F has a global minimum are marked on the horizon-

tal axis.]
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variation of v; with G is more dramatic than that of v,:
with decreasing G, v; becomes smaller than v, and ulti-
mately becomes zero and then purely imaginary. (2) The
¢ part (the second term) of the dynamical matrix [Eq.
(18)] plays an important role in decreasing v;, as G gets
close to go. (3) o decreases rapidly as G, approaches g,.
It is clear from these results that the velocities of sound
depend very sensitively on the cell parameter a.

Similarly, we have calculated the variation of phonon
energies with G, along the (200)-symmetry direction.
The results are shown in Figs. 14(a)-14(c) (from g =0 to
the Brillouin-zone boundary) and Figs. 15(a)-15(c) (for
small g) for three typical values of G,. From Figs. 14 and
15 we see that the phonon energies decrease with decreas-
ing G, for all values of g, so that our phonon dispersion
curves move closer to the experimentally observed ones.
Note that the slopes of the phonon dispersion curves
(Figs. 14) increase (with decreasing G,) at values of g
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FIG. 14. The variation with G, (the magnitude of the smallest reciprocal-lattice vector) of the phonon-dispersion curves [direction
(200)] of Fig.1. _(IIn the calculati(gn_fl'or this figure, oth‘e1 free energy is minimized only with respect to the width parameter a; see text.)
(a) Gp=2.04 A ,(b) Gp=2.02A ,(c) G;,=2.0 A . The experimental data are the same as in Fig. 1.
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FIG. 15. The small-q parts of the phonon-dispersion curves of Fig. 14. The experimental data are the same as in Fig. 10.

beyond the midpoint between ¢ =0 and the zone bound-
ary. This increase is more pronounced as G,—¢q,. This
is because the period of the ¢ part (which decrease pho-
non energies) of the dynamical matrix is twice that of the
U part. [This follows from the terms €, €,, and €; of Eq.
(20).] Thus, the reduction of phonon energies because of
the ¢ part is zero at ¢ =0 and at the Brillouin-zone boun-
daries, and it is a maximum in between. Therefore, the
increase in slope is the maximum just beyond the values
of g half-way between ¢ =0 and the Brillouin-zone
boundary. From Fig. 14(c) we also see that the phonon
energies of the longitudinal mode of vibration are smaller
than those of the transverse modes for small values of g.
This is easily seen from Fig. 15(c). This is because of the
increasing contribution of the ¢ part as G,-—¢q, [cf., Figs.
12(a) and 12(b)].

It is known in the context of the self-consistent Debye
model of a crystal that the Debye temperature ®, plays
the same role as the Gaussian width « of the crystalline
density profile and the two are related as

(®p /T)=A%/3B,/m, where A is the thermal de Broglie
wavelength.>* This observation and the calculations de-
scribed above suggest that whatever approximations are

causing the Lindeman ratio L (< 1/1/,) to be too small
by a factor of 2 also cause the speed of sound ( < ®) and,
presumably, the entire phonon spectrum to be too large
by a factor of 2.

First consider the partial extent to which the Gaussian
representation for the local density that we use is respon-
sible for the discrepancy. A rough estimate of this can be
made from the work of Laird, McCoy, and Haymet,
who study the freezing of Lennard-Jones systems using
essentially the same free-energy functional and the same
input for the liquid correlation functions as one of the
ones we use (namely, the one calculated from Goldman’s
empirical fit to the numerical pair-correlation function
for LJ systems; see Sec. III B); for they use the Fourier
components of the density as the variational parameters.
The freezing parameters and the Lindeman ratios they
find, which are listed in Table III, are a little better than
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TABLE III. Comparison of the densities (py and p;), the cell parameter a, and the Lindeman parameter L at temperatures (third
column) close to melting obtained for argon in various density-functional theories. The functional used (first column), input correla-
tion functions (second column), and the model for the solid density (fourth column) are indicated. € and o are the LJ parameters for
argon. The abbreviations used (also in the text) are as follows: HO, Haymet and Oxtoby; RY, Ramakrishnan and Youssouff; EKP,
Ebner, Krishnamurthy, and Pandit; WDA, weighted density approximation; MWDA, modified WDA; MF, mean field; MC, Monte
Carlo; ZH, Zerah and Hansen; LJ, Lennard-Jones; LJT, truncated LJ; PY, Percus-Yevic; and HS, hard-sphere systems.

Correlation kT Approx. for
Functional/Method Function € p(r) poo 3 pso”? a/o L
HO/RY (Ref. 37) ZH (Ref. 38) for LJ 1.0 Gaussian 0.974 1.094 1.089 0.105
EKP (Ref. 39) ZH (Ref. 39) for LJ 1.0 Gaussian 0.944 1.084 1.06 0.12
MWDA +MF (Ref. 37) ZH for LJIT+MF 1.0 Gaussian 0.88 1.025 1.113 0.100
correction for LJ

WDA (Ref. 11) PY for HS+approx. 0.75 Gaussian 0.855 0.970 1.134 0.127
corrected for LY 1.15 Gaussian 0.934 1.026 1.113 0.126
HO/RY (Ref. 35) Goldman’s fit (Ref. 1.0 Gaussian 0.88 1.020 1.115 0.074
27) [co and ¢® (0,0) 1.15 Gaussian 0.918 1.050 1.104 0.074
from Ref. 30] 0.72 Fourier 0.78 0.954 1.140 0.083
1.0 expansion 0.877 1.017 1.116 0.086
1.15 0916 1.047 1.105 0.087
MC [by Hansen and Verlet as quoted 0.75 0.875 0.973 1.133 0.145

in Ref. 11. The values for kzT/e=1 1.0 ~0.91 ~1.005 1.121
are extrapolated ones [Ref. 39] 1.15 0.936 1.024 1.114 0.139

the ones we get using the simpler Gaussian parametriza-
tion of the density, but only by about 15%.

This suggests as the more important culprits (1) our
choice for the density functional and (3) the inputs that
we use for the liquid correlation functions. Again one
gets a feeling as to their relative degrees of responsibility
by examining the results from the various density-
functional studies of freezing of LJ systems, some of
which are listed in Table III. Curtin and Ashcroft'! ob-
tain a phase diagram and Lindeman ratios for LJ systems
that are in good agreement with experiments and com-
puter simulations using a weighted-density-
approximation (WDA) functional, which, however, is
much more complicated and harder to work with than
the simpler Ramakrishnan-Yussouff functional we use
here. Denton and Ashcroft®® have studied a modified
WDA (MWDA) functional of a similar sort which is
simpler and again obtain reasonable results. These rela-
tive merits of the various functionals has been studied ex-
tensively in a recent paper by de Kuijper et al.’” They
point out, however, that the use of the improved LJ
correlation functions obtained from the Zerah and Han-
sen®® (ZH) closure scheme, even in the context of the sim-
ple RY density functional, gives greatly improved results
for the freezing parameters. Finally, Ebner, Krish-
namurthy, and Pandit*®* (EKP), in a recent paper, have
employed a slightly modified version of the RY density
functional that retains its essential simplicity, the ZH
correlation functions for the LJ system and the Gaussian
representation for the density to obtain results as good as
those obtained using the much more complicated WDA.
These recent results, summarized in Table III, make it
seem likely to us that even the simplest RY functional
and the Gaussian representation that we have used here
may lead to improved results for the phonon spectra if we
were to use better inputs (such as the ones from the ZH

scheme) for the liquid correlation functions. Needless to
say, for complete agreement of the calculated phonon
spectra with the experimental data, use of one of the im-
proved density functionals and calculations improving
upon*! the Gaussian approximations may be necessary.
We are presently investigating these issues and hope to
present the results elsewhere. In the meanwhile, poor
agreement with experiment notwithstanding, we believe
that the calculations we have presented here and the in-
sights they provide into phonon spectra of crystals close
to melting and their relation to liquid correlation func-
tions are of scientific value.
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APPENDIX A: LATTICE VIBRATION
WITHOUT DISTORTION
OF GAUSSIAN DENSITY DISTRIBUTIONS

The RY density functional [Eq. (1) with ¢"=0 for
n = 3] for the excess free energy of a solid with local den-
sity p(r) can be written as

BFo=PF e +BFpn » (A1)
where
BFem=fdrp(r)ln %)* ]—fdr[p(r)—po] (A2)
0

is defined to be the entropic part and
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BFi=—1 [ dr, [ dr,c(lr,—1,D)[p(r)—po]

X[p(ry)—pol

is the interaction part. For a crystal where each of the
lattice sites is occupied by one atom (i.e., ignoring vacan-
cies), the Gaussian parametrization of the local density
can be written [cf., Eq. (5)] as

(A3)

Rr)

p(r)=(By/m) 3/22e , (A4)
where By=a,/a?. With this form of p(r), and neglecting
overlap between the Gaussians centered at different sites,
we evaluate (A2) and (A3) separately and get
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co=c(g =0). G’s are the reciprocal-lattice vectors of the
crystal. N is the number of lattice sites in the crystal
Vet =a>/V'2 is the volume of each primitive cell of the
crystal. Hence, the expression (6) for BF,/N.

When the average position of the atoms are displaced
by u(R), we parametrize p(r) as a sum of Gaussian densi-
ty distributions centered at R+u(R), i..e,

Bo[R+u(R)—r]?

=(Bo/mV? T e , (A7)
R

in place of Eq. (A4). If we assume that the displacements
u(R) are small, and neglect terms of O (u*) and higher,

r):(BO/,n.)3/2

BF.. —By(R— r) _ B2
Tet=ln[(/30/77)3/2]_%—lnp0+povcell ’ (AS) Xz ZBOU(R) (R—r) Bou (R)
F; _g? +2 )(R—1)]? A8
B]\;nt - _ 5 1 26 G /ZﬁOC(G)_*_CO—%pQCOvce]] , BO[ ] } ( )
PoVcel G In an approximation where we neglect the overlap be-
(A6) tween the Gaussian density distribution functions cen-
_ tered at different lattice sites BF,,, is still given by (A4).
where c(q)=p0fdrc(r)e‘q", c(G)=c(¢g=G), and ButBF,, is modified as
|
— —r )2
B it (30/77)3 2 zfdrlfdr2c(|rl_r2| By(Ry—r1; ) By(Ry—r,)
R, R,
3*f(R,) 3% f (R)
+ {(R"u:(R+R’) Srot —2Ncy+ Vooli A
%%;?u’( )uj( 2 aRh ale aRl aRj Co CoPoY solid > ( 9)
[
where Hence, the change in the free energy AF of the solid
. because of the displacements u(R) is entirely due to the
S (R)=f(ByR) interaction part and is given by Eq. (7),
_ 2
=(Bo/2mP” [dre(re X (A10) BAF=B(F —F,)

The derivative with respect to R is taken assuming R to
be a continuous independent variable, such that

=132 33 3 uRu;(R+R’)
RR i j

Af(R) _ 32 *f(R))
3R; 0 2 3R ; OR
By(R— r)? /
x fare™ ~hNRTE, _ ¥f(R) (A11)
etc. (In our numerical calculations all derivatives are OR; dR;
evaluated in reciprocal space.)
APPENDIX B: LATTICE VIBRATION WITH DISTORTION OF GAUSSIAN DENSITY DISTRIBUTIONS
To allow for a deformation of the Gaussian density distributions, we extend Eq. (A8) as follows:
(det{Bo[1+a(R)]})?
plr)=3 7 exp{[R+u(R)—r];[§; +a;(R)][R+u(R)—r];} , (B1)
R m

where the Gaussian width parameter a, (=a?B,) is replaced here by ay[1+a(R)
a 3X3 symmetric matrix. We assume the elements a;;(R)=~0

lations. Thus, to O (u?)

], 1 is a 3 X3 unit matrix, and a(R) is
(u), and we check this self-consistently within our calcu-
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IR

p(r)=(Bo/m)*"* 3 exp[ H(Tra(R)—1 Tra*(R)]
R

Xexp | —ag

(R—r)?+2 3 (R—r1);u;(R)+u*R)

+3 (R—r1);a;(RR—r);+2 3 (R—r1);0;;(R)u R)H (B2)

i,j ij

We further expand the exponentials, retain terms up to quadratic order in u(R) and a;(R), and calculate the free-
energy functional (A1l). Again, we assume that the overlap between the Gaussian density distributions at different sites
is negligible. After the evaluation of the Gaussian integrals we get
BF et =N In[(By/m)*"*]=5N /2—N Inpy+poVoia+ 3 3 [ — 18,8 +848,,)]a;;(R)ay,(R) . (B3)
R ij
k,n
Since a;;(R) can be both positive and negative, we have used 3 @;;(R)=0. As is clear from Egs. (A6) and (B3), the en-
tropic part of BF changes only because of the deformation of the Gauss1an density distributions. This change is

BAFent 222“1 i(R) .
Similarly we find

BFy = —XBo/m)*? 33 fdr,drzc( Ir;—r,))e

R/ R,

—By(Ry—1)? —By(R,—r1,)? .
e +Neo—5¢0P0V sotid

3*f(R;) 3f(R)
+1 (R")u;(R+R’) +
PP %"‘( Jujl 2"eml,aR,JaR’0 3R, 3R,

1 3fR) 1 3f(RIBg o
+3 y(R)ay (R+R) |———L 2~ ¢__~* 1 29
i%c jk 4B, OR;dR;O0R, 4B, Rzl R };0R ;3R

1R 1 o Of (RS

+ A(R"u, (R+R’ 3R ..0R..0R .,
2 a;(R)u( ) 4Bo OR; OR; OR; 4B &, OR1;0R;0R

i,j,k

+3 a;;(R')ay, (R+R’)
i
k,n

_8 3*f(R))
o 163% >> OR,; 3R ;3R 3R,

X

1 Ff(Ry) 3*f(R,)
860 % | 8Ry; 9R * " 3Ry;dR

3*f(R)) 3f(R;)

ot 1 3*f(R)
dR; 0R,, ORy; ORy; 7

B
682 OR;dR; R, oR, | |’ (B4)

where f(R) is defined in Eq. (A10). From these it is easily verified that the total change in free energy as a result of the
displacements of atoms (including the deformations of the Gaussian density distributions) given by

BAF=B(F —Fy)=B(F o+ F;,,—Fy)
can be written in the form (10) with H;’s as given by Eqgs. (11a)-(11d) of the text.
APPENDIX C: DYNAMICAL MATRIX

Minimizing the change in the free energy [Eq. (15), Sec. II] with respect to the ¢,’s [related to the a;;’s (Table II)], we
get
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ABAF) _< | oi o
———==3 |3 u;(R{—R)F¥ (RH—Z F§'(R)u;(R+R))+ 2 Fi*(R)¢,(R+R )+ 2 ¢, (R —R)F? (R
a¢o(R1) R [i=1 i=1 p=1

=0. (Cn

Since the R’s are the lattice vectors of the crystal, a Fourier transform of Eq. (C1) yields
> [u(a)EY (a)+ES (qp)u;(a)]+ 3 [EFH(—ay)d,(a)) +¢,(a))EE (q,)]=0
i Iz

[
where E{(q)=3g F{(R)e'dR, etc. These are readily BDU(q)=E ’{(q)
solved for ¢,(q) to get
- 2 E¥(q)[E; (@ *EZ/(q) . (C3)

(@)=—3 3 u(QEF (Q[EF (@] et

From Eq. (C3) it is clear that the dynamical matrix has
two parts: (1) The first term is because of the displace-
ments of the atoms. (2) The other because of the distor-
Further, since tions of the Gaussian density distributions [Eq. (B1)].

” To give explicit expressions for the E;(q)’s, it is con-
! 13 ’ 1
2> X u(ROF{(R)u;(R+R") venient to switch back to the original indices (ij) from

=_EZ[Efl(q)]“"E‘s’i(—q)ui(q) ) (C2)

RROES B the Greek indices (i) and write the related quantities
=3 2 u(QE{(qQu;(—q), ¢(q)s as the Fourier transforms of H,;(R)'s [Egs.
q ij (lla) (11¢)]. Thus,

etc., from Egs. (15) and (C2) we get

BAF=13 3 u;(q ”q)u( q)
q bj etc. Therefore, using Eqs. (11a)—~(11c) and (A10) we get
with the dynamical matrix D (q) given by the results stated in Eqgs. (202)—(20c) of the text.

s?(q)=2H¥(R)eiq'R ,
R

APPENDIX D: ELASTIC CONSTANTS

The elastic constants of a crystal can be calculated from the phonon dispersion relation in the limit g —0. We calcu-
late the velocities of sound (which are related to the elastic constants) from Eqs. (A18) and (20a)—(20c). In the limit of
small g, we get

ij —1 —G?%/2B, 3
81]((1): e c(G) q,q] 2q GG /Bo BO qu+G q,) 2 qum
PoVcell G(5£0) m=1
dc(G) GG, 3 (Gig; +Gyq;) 3
B GG +H s 6
ac B.G mn2=1 m Gnlmn G mEjl mm
+1226,6,-1225% 3 6.6
G i~j G3 my,,z:] m nqmqn
d?c(G) GG, 2 Co
+ 172 G,.G,9,,49, —q;q; , (D1a)
dG 2 G2 m,n2= 1 " pOUcell !
.. — _ a2 3
eHa)=—L 1 5 7|0 (G) |6,6,q, +G,Gra, + 6,614, ~Bi 'GiG;Gy S, Gra,
4BoPoV cenn G (#£0) n=1
de(G) | GiG;Gx 3
+
4G G ElGnqn

=—¢f"q) (D1b)
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y 1 G228 G;G;G, G,
eff(q)=—1(8,,81 +88,,)— e %c(G)—L—=
7'\YinYjk ikYjn 8P0Uce11 6= ﬁ%
1 —G226y ~2 2 2
(860, +6,61) 3 e (G+G;7)/By+0(g°), (Dl1c)
4PV cent ! " 6o ’

where §;; are the Kronecker 8 functions and the subscripts on G and g denote the Cartesian components of the vectors
G and q. Equations (D1a)-(Dlc) are used to evaluate the dynamical matrix (C3) for the wave-vector direction q/|q.
By diagonalizing the dynamical matrix for small |q|, we calculate the frequencies of lattice vibration (longitudinal and
transverse) and thus calculate the velocities of sound.

We illustrate the calculation of sound velocities in the (200) direction of the crystal using Egs. (D1a)~(Dlc). Since, in
this direction, the dynamical matrix is diagonal, we can straightaway write the results for the longitudinal and trans-
verse modes of vibration.

1. Longitudinal mode of vibration in the (200) direction

The element of dynamical matrix describing the longitudinal vibration has two parts: D/(q) and D#(q). For small g,

2 ) G? G4 G? G4
BDHq)=——I— 3 ) [1-2 L |44l TL i_l_i__;
povce“ G (#£0) 2 B() dG BoG 2 G 2 G
d’(G) |1 G1 ||_ g% (D2a)
dGZ 2 Gz PoVcenl
is the contribution because of the displacements of the atoms and
2
—2
(g2/8) |(1/Bopoveen) 3 € G/2”°{c<G>[3G%—(G‘}/ﬁo)]+[dc(G)/dG](G‘}/G)}]
G
BD{(q)= (D2b)

—G%/28
%

1+(1/pean) S e (G)(G%/ﬁo)[1/4(0%//30)~1]]
G

is the contribution because of the distortion of the Gaussian density distributions. G;’s are the ith Cartesian com-
ponents of G.

2. Transverse modes of vibration in the (200) direction

In this case also, the relevant elements of the dynamical matrix have two parts, D} and D#. For small g,

2 2 G2 GZGZ GZ GZGZ
w oy — q G*/B, 2 dc (G) 2G3 2 203
D =— G)|—1/2—— |+ - —=—1/2
B t(q) povceu Ge C( ) / ,30 ] dG B()G 2G G3
2 G3G3
+dlG) |y 727 (D32)
dG G
is the contribution because of displacements of the atoms, and
2
—G2
— g2 |(1/Bpovea) Se ° *P(c(G)G2—(GIG3 /By)]+[de(G) /dG1(G3G3 /G))
G
BDH(q)= (D3b)

-G2/2,
—1=(1/povean) 3 € %
G

c(GNG3/By)[1/2(G3/By)—1] '

is the contribution because of the distortion of the Gaussian density distributions. The velocities of sound in the (200)
direction are, therefore,

V' D{(q)+D}(q)
v, = — (longitudinal) , (D4a)
1 ‘/Mq
DHq)+D¢
v, = 14 t(q—)_ fa) (transverse) , (D4b)
VMg

where M is the atomic mass.
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