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Superconductivity-induced self-energies of 70 phonons and changes in static local lattice properties
are calculated for YBa,Cu;0; using strong-coupling theory, the harmonic approximation for phonons in
the normal state, and a recently introduced screened ionic model for the electron-phonon coupling. The
main results are (i) dynamic changes in the frequency and the damping of phonons decrease with increas-
ing momentum, however, they still should be observable for momentum transfers up to |q| ~2ky and
phonon frequencies near the gap and (ii) in spite of the low Fermi energy and a rather large average cou-
pling constant A of about 3, relative changes due to superconductivity in static quantities such as the
Debye-Waller factor and the kinetic energy of an atom are very small and of the order of 1073, Recently
reported large changes in channeling rates and in the width of a Cu nuclear-absorption resonance near
and below T, thus remain unexplained within the present approach.

I. INTRODUCTION

Our present theoretical understanding of the normal
and superconducting properties of high-T, superconduc-
tors is rather poor. The application of conventional con-
cepts or new ideas has so far not led to a generally ac-
cepted basis for the interpretation of the experimental
data. Even the basic question of whether the electron-
phonon coupling is small or large in high-T . oxides could
not be settled. Based on the small observed isotope
effects,! the behavior of the resistivity? (linear tempera-
ture dependence, absence of saturation effects), and
band-structure calculations,® ¢ it has been widely con-
cluded that the electron-phonon coupling is small in
high-T, oxides and irrelevant for superconductivity.

A rather direct way to probe the interaction of pho-
nons with electrons near the Fermi surface consists in
studying superconductivity-induced changes in lattice
properties. By measuring the temperature dependence of
lattice properties, it is often possible to separate a
superconducting-related part from the background due to
its pronounced temperature dependence near or below
T,.. Theoretically, such changes can also be calculated
without having to specify many nonuniversal quantities
because only properties near the Fermi surface enter.
Superconductivity-induced softenings, hardenings, and
dampings have been observed for several =0 phonons
in YBa,Cu;0;, (Refs. 7-10) and can be explained quanti-
tatively within a strong-coupling approach.!? Local-
density-approximation (LDA) calculations of q=0 pho-
nons, which contain long-range contributions but not
possible enhancement effects due to Coulomb correla-
tions, yield a dimensionless electron-phonon-coupling
constant of A~0.5-2.131* The observed rise and max-
imum in the heat conductivity in YBa,Cu;0, below T,
(Refs. 15 and 16) has been explained within a convention-
al approach with an average coupling constant of
Ap;~0.4-0.5 for the longitudinal acoustic branch.!
Since there are 39 branches and since all branches should
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contribute, one expects that the total electron-phonon-
coupling constant A is one order of magnitude larger than
individual branch-coupling constants. The above obser-
vations therefore suggest the presence of a strong
electron-phonon coupling in YBa,Cu;0,.

It is desirable to extend the above results for =0 and
acoustic phonons to a general phonon branch and a gen-
eral point in the Brillouin zone. Experimentally, inelastic
neutron scattering as function of temperature would be
an ideal tool for such investigations. A possible observa-
tion of superconductivity-induced changes for a general
phonon would depend on the momentum dependence of
the electron-phonon coupling, on the momentum depen-
dence of the change of the polarization function 8II due
to superconductivity, and on the phonon frequency rela-
tive to the gap. The screened ionic model of Ref. 18 sug-
gests that the electron-phonon coupling does not decrease
with momentum on the average. On the other hand, one
expects intuitively that 8IT decreases substantially with
increasing momentum transfer, especially for values
larger than the diameter of the Fermi surface. Similarly,
SI1 should decrease for frequencies far away from the
gap, so that only phonons near the gap are influenced by
superconductivity. In order to quantify these expecta-
tions, we present in Sec. II calculations for the frequency
and momentum dependence of 8II for a one-band model
with cylindrical symmetry; this describes approximately
the conduction band of a CuO,-layer. We also give in
this section a more fundamental derivation of the change
in the self-energy of a phonon due to superconductivity
than in Refs. 11 and 12. Such a more general derivation
is needed to be able to include Fermi-liquid corrections.
The present approach thus contributes also to the ques-
tion of whether strong electronic correlations increase or
decrease electron-phonon effects.

The results of Sec. II are used in Sec. III to calculate
the superconductivity-induced change in the kinetic ener-
gy and Debye-Waller factor of a copper and an oxygen
atom in the plane. One basic assumption is that the pho-
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nons of the normal state can be described within the har- the sum over Matsubara frequencies is carried out. Nu-
monic approximation by a phenomenological model.!® It merical calculations, both for strong and weak coupling,
is shown analytically for =0 and the BCS case that only confirm this conclusion. Finally, we compare our results
very small effects due to superconductivity are left once with recent experiments.

II. SUPERCONDUCTIVITY-INDUCED SELF-ENERGY OF q#0 PHONONS

The electronic contribution to the frequency-dependent dynamical matrix is given by2°

P ,
Dop |,y i®n =fdrdr’ﬂ%)((rr’,iwn)aV—(r,)+ self-terms. (1)
ax, [K] dxg lK'

x,(%) denotes the ath Cartesian component of the position vector of an ion with cell and basis indices / and «, respec-
tively. o, stands for the bosonic Matsubara frequency 27nT with n and T being an integer and the temperature, respec-
tively. ¥ denotes the bare electron-core interaction. The self-terms, not written out in Eq. (1), are diagonal in / and «
and can be determined from the first term on the right-hand side of Eq. (1) from the requirement of translational invari-
ance. X is the dynamical susceptibility which obeys the equation?!

x(rr',iw, )=Il(rr',iw, )+ fa'r" dr'’ Il(rr"iw, (" —1'"" )x(r'"'t,iw,) . (2)
v is the Coulomb interactions, and II is the irreducible susceptibility whose diagrams cannot be disconnected by cutting
one Coulomb line. Using Nambu’s 2 X 2 matrix notation, the general expression for II has the form?!

(rr'siw, )= TZTrfdr” dr'"’ 3G (rr" i€, +iw, ) T'(r''t" i€, tiw,,i€c,)G(r'"'r'i€,) . (3)

-

Tr denotes the trace over the two Nambu matrix indices. G is the 2 X2 one-particle Green’s function, and €, are the
fermionic Matsubara frequencies (2n —1)7T. Neglecting higher-order phonon interactions, I'’ denotes an irreducible
Coulomb vertex which is related to the self-energy of G in the limit w,,, k—0, by a Ward identity.

In the following we are interested in the changes 8® of the dynamical matrix caused by superconductivity. From Eq.
(2) it follows that changes in )y are related to those in I by

Sy=(1—TMv) 8II(1—vIl)" !, 4
omitting the arguments rr’,iw, and using a matrix notation. Defining the dielectric matrix € by

e=1—vll (5)
and omitting the self-terms in Eq. (1), we obtain

l

K Kr,la)n

Lol =fdrdr'g; [i,r,iwn ]SH(rr’,ia)n )8 ['I(,,,r',iw,, ] , (6)

with the screened electron-ion interaction
av(r')
T
Ox, [K ]
Equation (6) shows that both vertices should be fully screened in calculations of §®.

It is obvious that only the properties of the electronic spectrum near the Fermi surface will enter in the change 8I1.
It is then convenient to introduce a quasiparticle description and to write G in k), space as??

G Uk,ie,)=Z.G \(k,ie,), 8)

8a [i,r,ia)n ]=fdr’671(rr’,ia)n)

G l(k,ie,)=Z,(k,i€,)ie, —E(k)T,— D(k, i€, )7 , )
with
. o2 (k,i€,) 10)
¢ d(ie,) |ie,—0, konFs’
Tk)=€ek)/Z, , (11
_ I_th

1=Zp =0, (12)

c
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d=0/Z, . (13)

2, is the Coulomb part of the normal electronic self-energy, and FS stands for Fermi surface. In principle, Z, may still
depend on the direction of k. However, this is not the case if one assumes cylindrical symmetry for the band structure
near the Fermi surface, which we will do in the following. 7, and 75 are Pauli matrices. Z;, and ® are Eliashberg func-
tions due to the lowest-order self-energy diagram of the electron-phonon interaction. Strictly speaking, there are addi-
tional contributions to & due to the electron-electron and the electron-phonon interactions [see Eqgs. (59) and (60) in Ref.
22], which we will neglect in the following. In view of our application to high-T, oxides, the main assumption underly-
ing the above equations is the neglect of the frequency dependence of Z_ because the derivative of the right-hand side in
Eq. (10) is taken for i€, —0. Such an approximation is justified if the interesting energy range for quasiparticles (which
in our case is determined by phonon energies and the temperature) is much smaller than the Fermi energy €. In high-
T, oxides typical values are w,;,~0.05-0.1 eV and €5 ~0.1-0.3 eV, so that the above approximation may be prob-
lematic from a quantitative point of view.
Within a one-band model, Eq. (3) can be rewritten in k space as

T _ (K +k,K, i€, +io,,ie,) _
N(kio,)=—~ 3 Tr |G (K +kie,+iw,) ~ G(K',ie,) | . (14)
c k'sn, c

Approximating I'' by its normal-state value [similarly as =, has been approximated by its normal-state value in Eq.
(10)], the ratio I'' /Z_ approaches —; in the limit iw,, k—0, which can easily be obtained from the Ward identity Eq.
(8-93b) in Ref. 21 (our I'’ is identical with I'j of Ref. 21).

In order to calculate II, it is not unreasonable to approximate I''/Z_, by —7; also for finite values of k and o,,.
Coulomb correlations then enter IT only via the explicit factor Z, and the appearance of quasiparticle energies € in G in-
stead of the bare ones. The renormalized functions Z , and ® in G satisfy the usual Eliashberg equations [see Eq. (61)
in Ref. 22]. Inserting the explicit expression Eq. (8) for G, we obtain

—Z phli®, Ti€, )th(ze No, +€,)e, +E(k+K)e(k')—Plin, +ie, )Pli€,)
(Z2 i, tie, o, +€,?+EXk+K,io, +ie,)[Z], (i€, )2 +EX K, i€,)]

w0 )=2L
n(k,iw,) _Z § N (15)

with

EXk,ie,)=tXk)+D(ie,) . (16)
As usual, we have put the k vector in Z and @ right on the Fermi surface. Assuming cylindrical symmetry for electron
and phonon bands, Z and P are independent of the direction of k so that the argument k can be dropped. We want to
carry out analytically the sum over k’. Because of the assumed cylindrical symmetry, the sum over k, is trivial. Choos-

ing the length a of the primitive square in the CuO, plane and the energy #2/2ma? (m is the bare band-structure mass)
as units for length and energy, respectively, we obtain

Mk io, )= 2TN Ef d’k’ .f2+‘?*(k+k’)§(2k') — (17)
T [Y,+EY(K)][Y,+E(k+k')]
with the abbreviations
X=—Z liv, tie,)Z (i€, )0, +€,)€,—Dlin, +ie,)Dlic,) , (18)
Y, =Z} ie,)ea+Pie,) , (19)
Y,=Z} (o, +ie, o, +€,)+P(io, tie,) . (20)
N (0) is the density of bare electronic states at the Fermi surface and equal to 1/47 in our units. €(k) is given by
é(k)—%i—,u , (21)

c

where k represents always a two-dimensional vector and [ is the chemical potential for quasiparticles. Decomposing
the fraction under the integral sign in Eq. (17) into partial fractions, one finds after some algebra that

_ j+1
ki) =—TNO)F 3 2= —1

€, J,1=1 VY1Y2 P

with
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a;=p—(—1YiVY,, (23)
Bi=p—(—1)ivY,—k*, (24)

d’k’ 1
I(k,a,B)= . (25)
B f T (k'2~a)(k’2+2k'-k—[3)
In the Appendix it is shown that
1 2 2
I(k,a,B)= —In(y,—k?)+In(y,)+In(k*—yp,)—In(—y,)
(k,a,B) (a—B)—4ak’] Y1 Y1 2 2
+2mi0 |[p+k2—2L— |{[6(—B)+O(—a)]ea+h)
(a—p)
—[epB)+e@)e(—a-pj | , (26)
f
with success of such calculations.” The momentum depen-
, 212 dence of II scales with Z_ /2. In view of Eq. (30) it is
Yia= a—pt[(a—p)"—4ak’] , (27)  also sufficient to calculate only II'V(k,iw, ). II'”’ depends
' 2 on fi, Z (ie€,), and ®(i€,) as well as on T and k. For
a=p—id, 28) k=0, II'” is independent of i, which reflects the fact that
=, no cutoff was used for the k' integration. For a finite k
B=p—iB—k*, (29)  11'© depends on fi: For instance, one of the © functions

with real & B. In denotes the principal branch of the
complex logarithmic function.

Equation (22) for II(k,iw,) approaches a nonzero
value in the limit w, — . This wrong asymptotic behav-
ior is due to the fact that we have first carried out the k
sum without any cutoff and then the frequency sum. The
correct procedure is to do first the frequency sum and
then the k sum (or, equivalently, first the k sum with a
finite cutoff, then the frequency sum, and finally sending
the cutoff to infinity). The resulting II is still given by Eq.
(22), however, with the asymptotic value for @, — o sub-
tracted off. In the following we are interested only in the
change of II due to superconductivity, i.e., in
SII=II—1II,, where Iy denotes the normal part of II.
In this case the artificial constant at infinity is subtracted
out automatically and thus does not play any role. From
Eq. (22) it follows that II(k,0)=0 for any k and that
IIy(k,0)=0 for k#0. Consequently, 8II(k,0)=0 for
k+#0, whereas 8I1(0,0)70 as discussed in Refs. 11 and
12. After the analytic continuation to real frequencies,
this implies that lim,_ (6Il(k,)=0 for k0, whereas
lim,_,o8I1(0,w)#0. The underlying discontinuity is
caused by the normal contribution.

The Z, dependence of Il can be read off from the expli-
cit expression Eq. (22) and is given by
ke, |, (30)

c

(k,iw,)=01

where IT'” is the expression for II without Coulomb
correlations, i.e., with Z,=1. Equation (30) shows that
the Coulomb enhancement factor Z, does not enter II as
a prefactor. This means that the density of states in II is
that of the one-particle band structure. Coulomb correla-
tions should therefore not enter substantially the calcula-
tions of k=0 phonons, which may be one reason for the

in Eq. (26) contains i and may become zero if |k| >4V f.

Performing the analytic continuation with Padé ap-
proximants,”> we have calculated SIT'®(k,w)
=M%k, 0) - (kw), where I denotes the normal
part of II'”. For the strong-coupling calculations, we
used the a?F(w) function of Ref. 18 calculated, however,
in a slightly modified way: Local-field effects in the dielec-
tric function of CuO, layers in the direction were includ-
ed (which did not change the results of Ref. 18 substan-
tially); in view of recent photoemission data,”® we used
now the value 2k;=1 A™ " instead of 2k,=0.7 A ! as in
Ref. 18. As a result, the long-range forces are more
effectively screened, leading to a reduction of the a?F(w)
values by roughly a factor of 0.65. The corresponding A
is now ~3.2 instead of ~4.8 as in Ref. 18 [the quoted
value for A corresponding to the calculated a*F(w) values
in Ref. 18 was too small by a factor 2 by mistake]. Using
u*=0.15, T, becomes 95 K and the ratio
2A(T=0)/T,=5.6. As pointed out in Ref. 18, the calcu-
lated absolute values for a’F(w) are subject to a consider-
able uncertainty. For instance, Fermi-liquid corrections
imply that the density of states prefactor in a’F(w) is
N(0)Z, if one accepts that the cancellation between the
Coulomb vertex and Z_ takes place for all relevant mo-
menta and frequencies and not just in the hydrodynamic
limit. Our chosen value Z,.=3.5 is based on photoemis-
sion data in Bi,Sr,CaCu,0; (Ref. 25) and seems to be
rather approximate. Also, the details of the band struc-
ture and geometry of the Fermi surface are not taken into
account realistically in our tight-binding calculation with
only nearest-neighbor interactions. For instance, our
Fermi surface is centered around I" and not around S as
it should be according to LDA calculations and experi-
ments.?* On the other hand, the results presented below
and in Sec. III do not depend sensitively on details of the
input. This follows for instance from the fact that a
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FIG. 1. Superconductivity-induced change in the real (solid
line) and imaginary (dashed line) part of the polarization for
k=0.5/a (upper diagram), k=1.5/a (middle diagram), and

k=3/a (lower diagram), T/T.,=0.2, and strong-coupling
theory.

weak-coupling BCS calculation gives qualitatively and
also semiquantitatively the same results as the strong-
coupling calculation.

Figure 1 shows the results of strong-coupling calcula-
tions for the real (solid lines) and imaginary (broken lines)
parts of 8I1'”(kw)/N(0) as function of the reduced fre-
quency o /(2A), where 2A is the gap at low temperatures.
A general feature is that the imaginary part is positive for
small frequencies due to the subtracted normal part and
negative at higher frequencies due to the dominance of
the superconducting part. The two curves for kK =0.5/a
(upper diagram in Fig. 1) are similar to those for k=0,
(see Figs. 3 and 4 of Ref. 12). There are a few minor
changes: (i) The real part approaches O for w—0 for any
k+0 in contrast to the finite negative value —2/(1+A)
at k=0 in agreement with the arguments given above.
(ii) The imaginary part is positive and nonzero for w <2A
due to the normal part. The corresponding reduction of
the width of phonons below the gap due to superconduc-
tivity has been discussed and also measured for conven-
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tional superconductors.?® (iii) The absolute values of
8I1'” are reduced by about a factor 2 going from k =0 to
0.5/a. This reduction can easily be understood: The
electron-hole transitions are oblique for a finite k. Conse-
quently, part of these transitions probe regions away
from the Fermi surface and thus are hardly affected by
the opening of the gap.

The middle diagram in Fig. 1 shows results for
k=1.5/a, i.e., for a momentum in the middle of the Bril-
louin zone. The structures below 2A due to the normal
part are clearly visible, whereas there is no major change
above 2A. The absolute values, however, have decreased
by another factor of 2 compared to the case kK =0.5/a.
The lower diagram in Fig. 1 shows results for k£ =3/a,
which are substantially larger than 2k,. The electron-
hole transitions probe now mainly regions in k space far
away from the Fermi surface. As a result, the absolute
values have decreased by more than a factor of 10 com-
pared with kK =1.5/a. Furthermore, the transition to the
superconductivity-dominated part (negative imaginary
part, positive real part) is shifted to higher frequencies.

The diagrams in Fig. 1 suggest that it might be
not easy (but also not impossible) to observe
superconductivity-induced changes in phonons with large
momenta. Taking the results of the model calculations of
Ref. 18 for granted, that the average electron-phonon
coupling constant does not decrease with increasing
momentum transfer, the middle diagram in Fig. 1, for in-
stance, suggests that the maximal phonon softening in the
middle of the Brillouin zone should be roughly 5 times
smaller than at k=0, i.e., of the order of a few wave
numbers. For frequencies much larger or much smaller
than the gap 2A or for momentum transfers of about 2k
or larger, the predicted effects are very small and prob-

ably undetectable in conventional neutron-scattering ex-
periments.

III. SUPERCONDUCTIVITY-INDUCED CHANGES
IN STATIC LATTICE PROPERTIES

In Sec. II we discussed dynamic effects where the
superconductivity-induced self-energy of phonons is
probed at one definite frequency. Static experiments, on
the other hand, correspond to equal-time correlation
functions and thus involve sums or integrations over the
frequency in the self-energy. In the following we will
consider the kinetic energy and Debye-Waller factor of
one single atom in the crystal. Such calculations are in-
teresting for two reasons: (i) Both quantities have recent-
ly been measured, and large effects due to superconduc-
tivity have been found.?’ % (ii) They probe the electron-
phonon coupling mainly at large momentum transfers
and for all phonon branches similarly as superconductivi-
ty does.

The kinetic energy of an atom () in the direction a can
be expressed as

2
Ta(K)=MK< ,’(H >
STl )45
ea{KjH<A i A j > (31)

U,

-5 1
A k

k’ 2 [.]
Ji2Nw j
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e (K|k is the normallzed eigenvector of the phonon ( )
with frequency w( )i 1n the normal state, and we put ﬁ—l
A(}-‘) is equal to akj-|-a _xj» where aL (ay;) 1s the
creation (destruction) operator of the phonon (¥). ()
denotes a thermal average. Using the thermodynamlc

Green’s function D;;(kw, ), we have
<A [l;]A [_jk]>=T2wiDjj(k,iwn)- (32)

The superconductivity-induced change in the kinetic en-
ergy then becomes
2
K ] ‘ T
J

2

8T (k) N%w[j e

x}n‘,wiw;’[—l;”—z—azj(k,iwn) :
(33)

83 ;(k,iw,) is the superconductivity—induced change in
the self-energy of the phonon ( ). It is equal to 6@ of Eq.
(6), written in the basis of normal coordinates and divided
by Za)(;‘). In obtaining Eq. (33) we have linearized 87, (k)
with respect to 8%;. This is justified because in the
screened ionic model the superconductivity-induced fre-
quency shift of a phonon is always much smaller than its
frequency in the normal state.

We have evaluated numerically Eq. (33) using the re-
sults of the screened ionic model discussed in Sec. II as
well as Egs. (22) and (26) for 1'%k, iw, ). The two curves
in Fig. 2 show the change in the kinetic energy 87 ,(k)
for a=x and k=Cu(2) as function of temperature. The
solid and broken lines have been calculated with the
strong-coupling and BCS expressions, respectively, for

O(k,iw,). In both cases 8T, (k) is negative below T,.
This lowering should not be confused with the
superconductivity-induced softening of phonons.!? In the
latter case the self-energy due to superconductivity is
probed right at the phonon frequency leading to large
softenings of a phonon just below the gap, smaller ones
well below the gap, and stiffenings for a phonon above
the gap. In contrast to that, static quantities such as
8T (k) are related to sums over all frequencies. We find
that all phonons contribute negatively to 8T ,(«) and that
these contributions decrease with increasing phonon fre-

|
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FIG. 2. Superconductivity-induced change in the kinetic en-
ergy 8T,[Cu(2)]/T, as a function of temperature T for strong-
coupling (solid line) and BCS (dashed line) theory.

quencies and with increasing momentum. The curves in
Fig. 2 show that 8T (k) decreases rapidly just below T,
and then saturates for T/T.=%. In the strong-coupling
calculation, the gap is about 60% larger than in the BCS
case, which makes 87 ,(«) larger. On the other hand, the
strong-coupling gap is a function of frequency and de-
creases with increasing frequency, which will diminish
|8T,|. A comparison of the two curves in Fig. 2 indi-
cates that the second effect dominates, leading to an
overall reduction of the strong-coupling values by about a
factor of 2 compared to the BCS values. Calculations for
8T,[Cu(2)] yield similar curves as in Fig. 2; in particular,
the magnitude of the drop in the kinetic energy is not
substantially smaller than for a=x. The calculated tem-
perature dependence of 87, [Cu(2)] is similar to that in
the experiment of Ref. 27 for Bi,Sr,CaCu,03. However,
the absolute values severely disagree: The theory pre-
dicts a maximum drop of about one-tenth of a degree,
whereas the experiment finds a drop of at least 20 K.
Also, the large difference between 8T, and 86T, observed
experimentally (87, does not exhibit any substantial
drop experimentally) does not agree with the theoretical
curves.

The following approximate analytic calculation may be
helpful for an understanding of the smallness of the
theoretical 87T, obtained above by numerical means. A
similar calculation as in Ref. 12 yields, for §2°(0,iw,),

(02 /4+ A+ |0, /2

829%0,iw,)=—8N(0)|g;(0)|?
J N Vlg; )l (02 +4A2)12X |, |

A (34)

We replace 62;(k,iw,) in Eq. (33) by 825-0’(0,iw,, )/f, where f is a suitable factor that corrects for the decrease of
8I1;(k,iw, ) with increasing momentum. Inserting then Eq. (34) into Eq. (33), taking the limit 7—0, and neglecting the
k dependence of the phonon branches, we obtain, after some straightforward algebraic manipulations,

SO 2 Bk B o T

8T (k) ~ ). (35)

In order to proceed we replace co( ) by an average phonon energy w, and put it equal to 2A to be able to carry out the
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above integral analytically. Introducing an average branch coupling constant A (x) defined by

AglK)= ZN(O)EI (0% |e

Ll

Eq. (35) becomes
8T, (K) 1 () .

T, efle

A direct evaluation yields A [Cu(2)]

(36)

(37)

=0.072, which is near to the average branch value 3.2/39~0.08. The value of f

is about 5, yielding 6T, [Cu(2)]/T.~0.002, in close agreement with the above numerical value.
A slight modification of Egs. (31)~(33) gives for the superconductivity-induced change of the Debye-Waller factor

an

K

5<ué

w2 S e k) s

Figure 3 shows the numerically evaluated left-hand side
of Eq. (38) divided by the Debye-Waller factor of the har-
monic lattice. In the calculation use has been made of
the results of the screened ionic model. The solid and
broken lines show the case a=x, k=0(2) in the strong-
and weak-coupling cases, respectively. The dot-dashed
line corresponds to a=z, k=O0O(2) and the strong-
coupling case. All the curves increase below T, and satu-
rate only at low temperatures. The increase of the
Debye-Waller factor below 7, corresponds to the de-
crease of the kinetic energy below T, discussed above.
The difference between the strong- and weak-coupling
cases is rather small for O,, meaning that the increase
and decay of the gap with frequency of strong-coupling
theory compensate each other to a large extent. Compar-
ison of O, and O, shows that the change in the Debye-
Waller factor for displacements vertical to the planes is
only slightly reduced to that for displacements parallel to
the planes. The absolute values of the relative change in
the Debye-Waller factors are tiny and of the order of
0.1%.

A comparison of calculated Debye-Waller factor with
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FIG. 3. Superconductivity-induced change in the Debye-
Waller factor as function of the temperature for strong-coupling
(solid line) and BCS (dotted) theory for displacements parallel to
the planes and for strong-coupling (dotted line) theory for dis-
placements vertical to the planes.

o]
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k} 2 (38)
]
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experimental ones is presently not straightforward. X-
ray-absorption fine-structure (XAFS) measurements do
not show clear superconductivity-related changes of
Debye-Waller factors for motions within the planes.3%3!
This agrees with our calculations. However, XAFS data
indicate large superconductivity-related changes associat-
ed with the apex oxygen.’! These changes are presum-
ably connected with charge transfers between chains and
planes which are not taken into account in our tight-
binding model and therefore are absent in our calcula-
tions. On the other hand, the channeling data of Refs. 28
and 29 probe, in the usual interpretation, Debye-Waller
factors for displacements perpendicular to the channeling
direction, i.e., parallel to the planes. The observed large
and T, related changes disagree severely with our calcu-
lated curves. We consider the similar disagreement with
the Cu nuclear-absorption resonance experiment,27 men-
tioned above, even more serious because the interpreta-
tion seems very straightforward in this case. Both
discrepancies point in the same direction: The displace-
ments of atoms associated with the electronic rearrange-
ment due to superconductivity are much larger than our
strong-coupling theory with A~3 predicts. To come
closer to the experimental values A would have to be in-
creased by at least one order of magnitude. The resulting
huge coupling constants seem to be unacceptable. A
more probable reason for the above discrepancies may lie
in a breakdown of the harmonic approximation for the
phonons in the normal state: A low Fermi energy togeth-
er with a strong electron-phonon interaction may cause
strongly anharmonic, frequency-dependent renormaliza-
tions of interatomic potentials*?> which we have neglected.
It seems plausible that, for instance, a double-well poten-
tial could produce more easily large changes in Debye-
Waller factors and kinetic energies in response to an elec-
tronic rearrangement than a harmonic well.
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APPENDIX

The integral I defined in Eq. (25) plays a major role in
the calculation of the k-dependent self-energy and
Debye-Waller factor. We therefore give in this appendix
a derivation of its explicit expression Eq. (26).

For real a,8 with a <0, B< —gq? I is convergent and
can be most easily be calculated using Feynman’s tech-
nique of folding two energy denominators into one. Ap-
plying Eq. A8-1 of Ref. 33, all the appearing integrals can
be carried out, and one obtains

I= 1
[(a_B)2_4ak2]1/2
X[ —In(y, —k2)+ln(y1 )+ln(k2—y2)——ln( —y,)1,

(A1)
with
B4y —B)2— 211/2
y = 2=BEllam) —dole ] (A2)
We need the integral I for the arguments
a=p—ia , (A3)
B=p—if—k?*, (A4)

with real @,/ and @0, B70. We also assume first @7f3.
Since I is analytic for @0, E‘fO, we can define I for the
special values @=/f3 and &= — 3 by the limits & — *J.
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Let us define linear paths by
a(t)=—A+(u—ia+ A, (AS)
B(t)y=—A—k*+(u—if+ A4, (A6)

with 4 >0 and t€[0,1]. A necessary condition that the
argument of the square root crosses the cut [ — «,0] of
the square root is @+[B3=0, which has been excluded
above. The analytic continuation of the square root can
thus be accomplished by using the usual principal branch
of In. Similar considerations show that the arguments y,
and k2— y, never cross the cut of the logarithm function,
so that the analytic continuation of the second and third
terms in parentheses in Eq. (A1) can be achieved again by
using the principal branch of In.

The analytic continuation of the first term in
parentheses of Eq. (A1) needs more care. Necessary and
sufficient conditions that y,(z)—k? crosses the negative
axis are either

B>0,a<—pB (A7)

or

B<o0, a>—p. (A8)
Furthermore, the parameter value ¢, at the crossing point

is given by
, — A—k’aB/(B—ay
0 u+ A ’
which has to be in the interval [0,1]. In the case (A7) the
imaginary part of ,(¢)—k? changes near ¢ ~ ¢, from pos-
itive to negative values and in the case (A6) from negative

to positive values. Taken all together, the analytic con-
tinuation is achieved by the substitution

(A9)

__J
~In(y, —k?)— —In(y, —k?)+27i[O(—F)O(a+B)—O(BIO( —a—F)e |4 —k* =L |o |u+k> L
(B—a) (B—a)
(A10)
Analogous considerations show that the analytic continuation of the fourth term in (A1) is given by
—In(—y,) > —In(—y,)+27i[O(—@)O(@+F) —O@O(—a—F)Ne | 4 —k*—=L— |o lu+r—2E (A1)
(B—a) (B—a)
Altogether, one obtains, for the integral I,
1 2 2 —In( —
I= —In(y,—k?)+In(y,)+In(k*—y,)—In(—y,)
[(a—BP—4ak? | . : 2
t2mi0 | 4—k2—2B o |u+ k2B
2 G—ar | ' B-ar
X {[6(—B)+6(—a)le(a+p) —[6(B)+e(a)le(—a—pB) } . (A12)

The term ~2mi in Eq. (A12) is nonzero only if the product &B is negative. This means that the function
O[ A —k*aB/(B—a)?] is always 1 because of 4 >0 and thus can be dropped. Equation (A12) is then identical with Eq.
(26) of Sec. II. Furthermore, it follows that
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4— <y
(B—a)?
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(A13)

This inequality implies (remember that w=k2) that the functign e[p-f-l_czﬁﬁ/ (@—pB)?*] is always 1 for k <2k p. For the
special value @= — 3, I can be obtained by taking either @t —B or &| —pB.
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