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We directly synthesize InAs microclusters embedded in a single-crystal GaAs matrix by molecular-
beam epitaxy. Fractional monolayers of InAs are deposited on terraced (001) GaAs surfaces and subse-
quently overgrown with GaAs. Growth conditions are adjusted in situ by reflection high-energy elec-
tron diffraction to those favoring step-flow nucleation of both Ga and In adatoms. The resulting micro-
scopic structural configuration is studied by double-crystal x-ray diffractometry and high-resolution elec-
tron microscopy. These experiments reveal that InAs growth takes place in fact by nucleation of In ada-
toms on step edges. An array of isolated InAs clusters of subnanometer size (quantum dots) is thereby
formed within the GaAs matrix. The interface of the InAs clusters is in registry with the surrounding
GaAs matrix and is thus defect-free. Several spectroscopic techniques, such as transmission, cw photo-
luminescence, photoluminescence excitation, and picosecond photoluminescence, are applied to get in-
sight into the optical properties of this system. We show that the optical response of excitons attached
to the InAs dots is determined by the zero-dimensional symmetry of the system. This effect is most evi-
dent when comparing the spontaneous emission of InAs dots and InAs planes, which in either case re-
sults from the relaxation of excitons to the emitting state followed by their radiative recombination. The
reduced translational symmetry causes a progressive release of wave-vector conservation, thus modifying
the selection rules that uniquely determine the interaction of excitons with phonons (relaxation) and
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photons (recombination).

I. INTRODUCTION

The physics of interacting electrons and holes in spa-
tially confined systems is currently attracting much atten-
tion.!™® In particular, the interaction of the confined
particles with incident radiation is predicted to be strong-
ly modified with respect to that in the bulk crystal.?”’
Several different attempts have been made to manipulate
the dimensions of semiconductor crystals'® and to control
their size in the nanometer regime, with the ultimate aim
of reaching the quantum confinement regime where both
the translational and relative motion of electrons and
holes are frozen out. Two alternative strategies have
turned out to be most promising for the realization of
semiconductor systems in the nm regime. The first relies
on the synthesis of ultrasmall semiconductor microcrys-
tallites, suspended in a dielectric matrix"®? that serves as
the confining potential. This method inherently produces
zero-dimensional (0D) systems, but has the drawback
that the structural environment is amorphous. Conse-
quently, the surface of a suspended microcrystallite is
quasi-free; i.e., it forms by necessity surface states (dan-
gling bonds) that act as centers for nonradiative recom-
bination. "®!! The second approach is the controlled ep-
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itaxial deposition of semiconductor multilayers on ter-
raced substrates.!?”!* In principle, this concept offers
the possibility to directly fabricated one-dimensional (1D)
structures (quantum wires) by the preferential nucleation
of adatoms on the step edges. With appropriate growth
conditions, this might be achieved even in the presence of
a substantial lattice mismatch.!®> However, the inevitable
fluctuation of the deposition rates usually results in a
poor control of the geometrical configuration and thus
the electronic properties of the fabricated structures. '
This work (i) reports the direct synthesis of InAs quan-
tum dots by the molecular-beam epitaxial growth of InAs
submonolayer films on terraced GaAs substrates and (ii)
presents a detailed study of the structural and optical
properties of this system. Our approach combines the
basic characteristics of the two concepts mentioned
above. The controlled deposition of fractional mono-
layers of InAs on terraced surfaces creates ultrasmall
clusterlike units in a confining single-crystal matrix. The
arrangement of epitaxial layers in the monolayer regime
is dictated solely by the surface morphology, thus reliev-
ing us from the requirement of precisely controlling the
deposition rates. The well-defined structural environ-
ment results in the complete absence of any surface or in-
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terface states, making this system promising for the study
of the intrinsic optical response of ultrasmall 0D systems.

Our work is devoted in equal parts to the understand-
ing of crystal growth, structural configuration, and opti-
cal response of InAs clusters in a single-crystal GaAs ma-
trix. Structural information on an atomic scale is provid-
ed by high-resolution double-crystal x-ray diffractometry
(HRDXD) and high-resolution electron microscopy
(HREM). Correlating the results of these techniques, we
get detailed insight into the fundamental growth process-
es on terraced surfaces in the presence of a high lattice
strain. Furthermore, these techniques allow us to pre-
cisely determine the microscopic structural arrangement
of the embedded InAs clusters, which is the indispensable
basis for the understanding of the optical properties of
this system. Photoluminescence (PL), photoluminescence
excitation (PLE), transmission (7'), and time-resolved pi-
cosecond photoluminescence spectroscopy yield comple-
mentary pieces of information on the optical transitions
related to the InAs clusters. The optical response of this
system is shown to be uniquely controlled by a single pa-
rameter, namely, the degree of freedom in translational
motion of the exciton attached to the InAs insertions.

The paper is organized as follows. The experimental
setup used for our investigations is described in Sec. II.
In Sec. III, the preparation of InAs clusters in GaAs epi-
layers is outlined. Section IV is devoted to the detailed
discussion of the structural configuration of these embed-
ded microcrystallites. In Sec. V, we present the results of
the spectroscopic investigations. The experimental re-
sults are discussed in Sec. VI, putting emphasis on the
correlation between structural configuration and optical
properties. Finally, in Sec. VII, we summarize the results
and draw our conclusions.

II. EXPERIMENTAL SETUP

The samples are synthesized in a three-vacuum-
chamber molecular-beam epitaxy (MBE) system,
equipped with elemental solid sources providing atomic
species of Ga and In and tetrameric As, molecules. They
are deposited on semi-insulating (001) GaAs substrates,
both exactly oriented (No. 1) and misorientated by 3.2°
(No. 2) and 6.5° (No. 3) towards [100], respectively. All
substrates are mounted side by side on the same molybde-
num holder by soldering with In. The growth process is
monitored in situ by means of reflection high-energy
electron diffraction (RHEED), using an electron gun
operating at 30 keV under a glancing-angle incidence of
1°.

X-ray diffraction is performed with a high-resolution
double-crystal x-ray diffractometer in Bragg geometry. A
rotating-anode 12-kW generator with a copper target
(Acuka1 =0.154 0562 nm) is employed as the x-ray source,
and an asymmetrically cut (100) Ge crystal serves as
monochromator and collimator. Diffraction patterns are
recorded in the vicinity of the (004), (044), (224), and
(115) reflections, respectively. The azimuthal orientation
of the sample is continuously varied by the computer-
controlled rotation around the [001] axis.

For electron microscopy, cross-sectional samples along

O. BRANDT et al. 44

the [001] direction are prepared by saw-cutting and con-
ventional ion-milling techniques. The specimen thickness
is then about 20 nm. Micrographs are taken with a
JEM-JEOL 4000FX electron microscope operating at
400 kV with untilted illumination and the objective aper-
ture being centered around the direct beam. Both the
{200} and the {220} beams are included in the diffraction
aperture and contribute to image formation. Spatial fre-
quencies up to 6 mm ™! are transmitted. For image pro-
cessing, the micrographs are digitized using an
EIKONIX camera.

The optical experiments are performed with the sam-
ples mounted in an optical flow-through cryostat at 6 K.
For photoluminescence, the red line (647.6 nm) of a Kr™
laser serves as excitation source. Excitation densities
from 10 mW/cm? to 1 kW/cm? are used. The lumines-
cence is focused on the entrance slit of a 1-m single-
grating monochromator. A tunable cw dye laser (styryl
9) pumped by an Ar™ laser is used for photoluminescence
excitation, and the excited luminescence is analyzed by a
1-m double-grating monochromator. The excitation den-
sity is set to 50 W/cm? For the transmission experi-
ments, a broadband 600-W halogen lamp is used as a
light source. The intensity of the incident white light is
adjusted by means of neutral density filters to 5 uW /cm?.
The transmitted light is focused on the entrance slit of a
1-m double-grating monochromator. The emitted or
transmitted light is detected in either case by a cooled
GaAs photomultiplier operating in the photon counting
mode. Time-resolved measurements are performed by
pulsed excitation with a synchronously mode-locked
Ar*-laser pumped dye (styryl 9) laser. Excitation intensi-
ties of about 500 nJ/cm? are used. The emission is
dispersed by a 32-cm spectrometer, followed by a
Hamamatsu 2D streak camera with a silicon-intensified-
target (SIT) Vidicon-readout system and a digital image
processor. The overall time resolution of the system is
better than 15 ps, including dispersion of the spectrome-
ter.

III. SAMPLE PREPARATION

The crucial point in our method of sample preparation
is the existence of a well-defined step structure on the
growth surface. To preserve the step structure present on
the vicinal substrate throughout the epitaxial deposition,
GaAs has to nucleate by step propagation. The growth
conditions of the GaAs matrix are thus carefully adjusted
to favor nucleation at step edges. The essential parame-
ters are the effective temperature and the beam fluxes ar-
riving on the surface, which determine the adatom
diffusion as well as the incorporation kinetics. Both the
effective temperature and the net fluxes on the surface are
calibrated in situ by RHEED. The arriving Ga flux
(depositon rate) is set by means of RHEED-intensity os-
cillations to 1 (ML)/s. 1 ML GaAs refers to the complete
coverage of the (001) surface with Ga, corresponding to
6.24X 10" cm~2Ga atoms. The As,/Ga flux ratio is cali-
brated by arsenic-induced RHEED oscillations to the
lowest possible value, just establishing the As-stabilized
(2X4) reconstruction during growth. The temperatures
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mentioned in the present work are referred to the eva-
poration of the native oxide at 580°C and to the transi-
tion from the As-stabilized to the Ga-stabilized regime at
around 630°C, as observed by monitoring the RHEED
pattern during the substrate preparation. On the vicinal
substrates, RHEED oscillations are hardly observed for
temperatures higher than 570°C, indicating that growth
above this temperature proceeds entirely by step propaga-
tion.'®* However, the temperature must be chosen not
higher than a critical value, above which the terrace
configuration undergoes a morphological instability.!”
Hence, we set the temperature for GaAs growth to
580°C.

Prior to the deposition of the InAs/GaAs heterostruc-
ture, a 2-um GaAs buffer is grown at 580°C in order to
improve the homogeneity of the terrace size distribu-
tion.!® During the growth of the buffer, we observe the
characteristic splitting of the reconstruction streaks with
the electron beam parallel as well as perpendicular to the
steps, which reflects the existence of an island structure
on the surface.!® Furthermore, the satellite streaks are
found to sharpen during the deposition, corresponding to
an increasingly homogeneous island-size distribution.?’

To initiate InAs deposition, the temperature is lowered
to 420°C. The In shutter is then opened two times for
the growth of 0.8-ML InAs, each followed by 2-min
growth interruption. The choice of the growth tempera-
ture, which is, in fact the one used also for InAs growth
on singular surfaces, is motivated by the evolution of sa-
tellite streaks during InAs deposition at different temper-
atures. The satellite streaks are still well resolved after
the deposition of InAs at the growth temperature of
420°C. However, the splitting of the streaks disappears
for a lower growth temperature (=~380°C) and trans-
forms into V-shaped diffraction features. This shows that
for sufficiently high temperatures (420°C), InAs growth
occurs mainly by step-edge nucleation, thus preserving
the step structure on the surface. In contrast, the terrace
configuration on the surface is unstable due to terrace nu-
cleation and subsequent islanding if the temperature is
too low (380°C) to allow In adatoms to reach the favored
nucleation site, namely, the step edge. Finally, before
heating up to the growth temperature of the GaAs ma-
trix (580°C), 3 ML of GaAs are deposited on top of the
InAs film at 420 °C in order to avoid the desorption of the
deposited In.

IV. STRUCTURAL ANALYSIS

A. Double-crystal x-ray diffractometry

In Fig. 1 we show the experimental (dotted line) and
theoretical (solid line) x-ray diffraction pattern in the vi-
cinity of the (004) reflection for the reference sample (No.
1) (a) and sample No. 2 (b), misoriented by 3.2° towards
[100], respectively. The theoretical diffraction pattern su-
perimposed onto the experimental one is calculated
within the framework of the dynamical diffraction
theory, allowing us the accurate determination of the lay-
er thickness (i.e., In coverage) and the strain distribution,
as summarized in Table I. Diffraction around symmetric
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reflections [(044), (244), (115)] demonstrates that the InAs
unit cell is in registry with the GaAs lattice; i.e., the lat-
tice mismatch of 7.16% is entirely accommodated by an
elastic biaxial compression in the (001) plane, resulting in
the tetragonal distortion of the In—As bonds in the [001]
direction. The observation of Pendellosung fringes in the
vicinity of the main epitaxial reflection (Fig. 1) demon-
strate that both heterostructures are of excellent crystal
quality. The deviation from the calculated pattern in this
region originates from inevitable diffuse scattering at
point defects in the substrate, which is more evident for
sample No. 2 owing to the lower In content. The impor-
tant result extracted from the experiments shown in Fig.
1 is that the average In coverage in these two samples is
drastically different, namely, 0.8 ML for sample No. 1
and 0.3 ML for sample No. 2. The In corporation is ap-
parently considerably lower in the presence of steps on
the surface, evidencing the change in growth mode. If
nucleation proceeds by step propagation, adatoms attach-
ing the step edge experience the high strain existing at
the edge both parallel and normal to the plane. This
strain obviously acts as a large kinetic barrier for the final
incorporation,?! resulting in an effective sticking
coefficient far below unity. During the overgrowth with
GaAs, the excess In segregates to the surface and is
desorbed when heating up to the growth temperature of
the matrix.?? Our finding is thus consistent with a step-
edge nucleation process of In adatoms.
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FIG. 1. Experimental (dotted line) and simulated (solid line)
x-ray-diffraction patterns in the vicinity of the symmetric (004)
reflection for the reference sample (a) and sample No. 2 (b). The
deviation of experiment and theory in the vicinity of the main
epitaxial reflection comes from diffuse scattering at point defects
within the substrate.
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TABLE 1. Structural parameters of the InAs/GaAs heterostructures of this work. Listed are the
average In coverage 5, the separation of the InAs planes D, the lattice strain perpendicular (g, ) and
parallel (g)) to the plane with respect to the InAs lattice constant (all determined from calculated x-
ray-diffraction patterns fitted to the experimental ones), the angle of misorientation ¢ and the mean ter-
race size L (representing the geometrical average as given by the misorientation angle).

Sample no. 8 ML) D (ML) € g ¢ L (nm)
1 0.8 97 0.0726 —0.0668 <0.1
0.3 97 0.0726 —0.0668 32 7
3 0.3 97 0.0726 —0.0668 6.4 3.5

The presence of the terraced surface should manifest it-
self in an angular shift of the satellite reflections for
different azimuthal orientation of the sample.23 In fact,
an asymmetry of the angular position of the satellite
peaks (*1) is observed when rotating the crystal around
the surface normal. This finding proves the existence of
InAs regions that are tilted with respect to the (001) lat-
tice planes of the GaAs matrix.

B. Transmission electron microscopy

For a detailed insight into the structural arrangement
of these InAs regions, high-resolution electron micros-
copy is employed. For the preparation of cross-sectional
specimen, the actual surface morphology has to be con-
sidered. Figure 2 depicts an illustrative sketch of the sit-
vation we are dealing with. The figure shows schemati-
cally InAs aggregates formed at the step edges, provided
by the specific terrace configuration that is induced by
the surface tilt towards [100]. As the experimental mi-
crograph is formed by projection of the whole specimen
thickness (=~20 nm), the surface must not have steps in
the direction of projection. Steps running along this
direction form a staircase whose projection would appear
as a band in the micrograph. Cross-sectional samples
must therefore be cut along the [100] direction and
viewed along the [010] direction, as indicated by the three
beams intersecting the specimen. From an intuitive point
of view, the step configuration is then expected to be visi-
ble in projection; i.e., both height and distance of steps
occurring at the surface may then be measured. In addi-
tion, if isolated clusters were formed on the terrace edges,
a distinct contrast modulation is expected to be observed
as a consequence of the different amount of InAs inter-
sected by the beam. As will be shown below, this intui-
tive argument holds also for the rigorous quantitative
treatment of the problem. The observation of this
characteristic contrast modulation can thus be taken as
the manifestation of the existence of isolated InAs aggre-
gates formed at the terraces. For further statements,
however, one has to consider that the terrace
configuration shown in Fig. 2 represents a highly ideal-
ized case. In reality, steps may meander in both lateral
and vertical directions, and aggregates formed on the ter-
races are superimposed in projection. Moreover, any de-
viation from regularity of the cluster shape will addition-
ally complicate the image formation, preventing, e.g., the
quantitative evaluation of the cluster shape and size.

In Fig. 3(a), the experimental high-resolution lattice

image of sample No. 3, misoriented by 6.4° towards [100],
is shown. Dark regions appear periodically along the
[100] direction, tilted with respect to the (001) planes by
6.34°. Besides the change in contrast, these regions ex-
hibit a spatial frequency which is double that of the sur-
rounding GaAs matrix. For a reliable interpretation of
these observations, we (i) process the micrograph by an
algorithm that enhances the contrast between the dark
regions and the surrounding matrix [Fig. 3(b)], and (ii)
perform extensive image simulations for a range of de-
focus values and specimen thicknesses [Fig. 3(c)]. The
contrast-enhancing algorithm exploits the characteristic
variations in both contrast and spatial frequency occur-
ring in the experimental image. The simulated images
are computed assuming the presence of InAs and regions
inside a GaAs matrix. These regions are assumed to be 2
ML thick and to extend either 10 or 20 nm in the direc-
tion of projection. The simulations depicted in Fig. 3(c)
together with an enlarged portion of the corresponding
micrograph clearly demonstrates that the contrast forma-
tion is directly determined by the amount of In present in

FIG. 2. Sketch of InAs clusters (shaded boxes) grown at the
step edges of the terraces formed on the vicinal (001) GaAs sur-
face tilted towards [100]. The specific terrace configuration of
this surface consists of two adjacent staircases with steps run-
ning along the [110] and [110] directions. The long arrows in-
tersecting the clusters represent the electron beam of the
transmission electron microscope. On the left, the resulting
projection of the clusters along the [010] direction is depicted.
The period of their occurrence is determined by the terrace size
L as well as the geometrical arrangement of the clusters on the
terraces. The terrace size L is determined by the degree of
misorientation L =a /(2 tang), where a is the lattice constant
and ¢ is the misorientation angle as listed in Table I.
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(c)

Experiment Simulation

FIG. 3. High-resolution lattice image of sample No. 3. The micrograph is taken along the [010] direction. In (a), the experimental
image is shown, Overlapping areas of the sample are connected to examine the spatial distribution of the inserted InAs. The whole
probe area is 10X 30 nm?. In (b) the reconstructed image after processing with a contrast enhancing algorithm is presented. In (c),
we show on the left side an enlarged portion of the original (upper trace) and the processed (lower trace) experimental micrograph,
and on the right side the corresponding image simulation. In the image simulation, the 20-nm-thick cross section is assumed to con-
sist either of 100% or 50% In along the direction of projection, as denoted in the figure. The presence of InAs manifests itself in con-
trast to the surrounding GaAs (20 nm) as well as in the double spatial frequency (10 nm). Thus the observations of both an un-
changed contrast and spatial frequency reveals the absence of InAs. In the experimental lattice image [(a),(b)], InAs clusters appear
with a period of 2.5 nm, corresponding to the terrace size of the surface. The cluster location is tilted with respect to the (001) plane
by 6.34°, in agreement with the nominal misorientation angle of the substrate. The interface between each cluster and the surround-
ing matrix is coherent; i.e., no defects are detected in the whole probe area. The contrast variation visible in this picture reflects an
upper limit of the cluster size.
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the direction of projection, as expected intuitively. How-
ever, the presence of In manifests itself additionally by
the double spatial frequency with respect to the sur-
rounding GaAs matrix. This phenomenon originates
from the different phase shifts for GaAs and InAs. For
the selected defocus value, the lattice image is formed
solely by the {200} beam in the case of GaAs, whereas
both {200} and {220} beams contribute to the image for-
mation for InAs.

With this knowledge, it is straightforward to interpret
the original [Fig. 3(a)] and processed [Fig. 3(b)] lattice im-
age. The black regions appearing in the image corre-
spond to regions containing predominantly InAs
throughout the specimen thickness. Note that the spatial
extent of these black regions is systematically larger than
the actual physical size of the InAs location. Between
the dark regions, the lattice of GaAs is observed to con-
tinue. Thus, the InAs clusters are separated from each
other along the [100] direction. Regions where no con-
trast variation occurs but the spatial frequency changes
contain less InAs along the direction of projection. In
particular, this conclusion applies to the case of the miss-
ing dark region in the center of the image, where InAs is
still present in the [010] direction.

Two important facts are demonstrated by the lattice
images in Fig. 3. First, the image reveals that isolated
InAs clusters are formed within the GaAs matrix. The
high periodicity of their occurrence is an indication for
the step-edge nucleation of In adatoms. The period ap-
parent from the lattice image is typically 4-5 lattice con-
stants (2.27-2.83 nm), in agreement with the mean ter-
race size given by the actual tilt angle of 6.34° (see Fig. 3).
Biatomic steps are thus homogeneously distributed along
the tilt direction. Second, the internal interfaces between
InAs and GaAs are free from defects [see Fig. 3(a)],
which is not obvious considering the high strain between
the two materials.

Note that the precise quantitative determination of the
actual cluster size is prevented by the inherently existing
fluctuation of the terrace configuration, as already men-
tioned above. However, image simulations have shown
that the observed cluster size in either case represents an
upper limit for the actual one. The actual dimension in
both the vertical and lateral directions is indeed in the
subnanometer range.

V. SPECTROSCOPIC INVESTIGATION

In Fig. 4 we show the photoluminescence spectra un-
der cw excitation of the samples under consideration. A
single emission band located at around 1.465 dominates
the spectra in each case. The integrated intensity of these
bands exhibits a strictly linear dependence on excitation
density in the range from 10 mW/cm? to 1 kW/cm?,
which shows that a purely radiative decay channel is in-
troduced by the InAs insertions. The emission bands of
the samples No. 2 and 3 on vicinal substrates are sys-
tematically shifted to higher energies with increasing
misorientation, accompanied by a strongly asymmetric
broadening to higher energies. Neither the spectral posi-
tion nor the line shape of each of the bands depends on
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FIG. 4. CW photoluminescence spectra obtained at 6 K of
sample No. 1 (dotted line), No. 2, and No. 3 (solid lines). The
low-energy transition originates from the radiative decay of ex-
citons attached to the InAs planes (dotted line) and InAs quan-
tum dots (solid lines). The high-energy bands labeled (X) and
(e,C°) stem from the radiative decay of free excitons and the
free-to-carbon transition in the GaAs matrix. The peaks are
normalized to each other by multiplying them with the factors
denoted.

excitation density. On the low-energy side of the bands,
an exponential tail occurs for the samples on vicinal sub-
strates. The formation of InAs monolayers having addi-
tional atomic steps on top results in a strong red-shift
(about 30 meV) of the emission band.?* This
phenomenon is actually observed on samples grown at
lower temperatures (380°C). The absence of any low-
energy broadening thus reveals the absence of island nu-
cleation and confirms that growth proceeds indeed by
step propagation. In addition, the spectra shown in Fig.
4 reveal a systematic increase of the luminescence
efficiency with decreasing terrace size. This striking
finding demonstrates that states acting as nonradiative
recombination centers are not created at the internal in-
terfaces, in contrast to the case of microcrystallites em-
bedded in an amorphous matrix."»®!! Finally, by collect-
ing the excited emission normal to the {110} cleavage
edge (the edge emission mode) instead of normal to the
(001) surface (the surface emission mode), its polarization
with respect to the InAs plane is measured. The emission
of sample No. 1 is found to be polarized parallel to the
plane, whereas that of samples No. 2 and 3 is unpolar-
ized. This finding indicates that the electronic state
created by an InAs plane and an InAs dot have different
symmetries with respect to the plane; namely, anisotropic
symmetry for the InAs planes and isotropic symmetry for
InAs dots.

To clarify the different emission characteristics ob-
tained from the reference sample No. 1 on the singular
surface and the samples on terraced surfaces (Nos. 2 and
3), we compare PL, PLE, and T spectra of samples No. 1
and 3 in Fig. 5. The essential parameters deduced from
these and the time-resolved measurements discussed in
the next paragraph are summarized in Table II. In each
of the spectra, a single transition is seen that corresponds
to the one observed in the corresponding PL spectrum
(Fig. 4 and the lower trace of Fig. 5). The appearance of
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FIG. 5. Photoluminescence (PL), photoluminescence excita-
tion (PLE), and transmission (T") spectra taken at 6 K from
sample No. 1 (dotted lines) and sample No. 3 (solid lines). The
spectra are multiplied by factors as indicated. The peaks are la-
beled according to Fig. 4.

distinct resonances in PLE and T reveals the excitonic
nature of the transitions. For sample No. 1 the reso-
nances in the PLE and T spectra are Stokes shifted with
respect to the PL peak energy to about 5.5 meV. In con-
trast, for sample No. 3 no Stokes shift occurs between the
resonance in the T and PLE spectra with respect to the
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emission peak in its PL spectrum. Actually, the energy
position of the transitions on PLE and T spectra are near-
ly equal for samples No. 2 and 3 (see Table II). The blue
shift of the emission band thus results from the absence
of Stokes shift in sample No. 3. Simultaneously, the
high-energy broadening of the PL band of sample No. 3
is not observed in its PLE and T spectra. The broadening
therefore does not originate from an inhomogeneously
broadened density of states, which we might suspect to be
caused by a distribution of InAs dot sizes. On the con-
trary, as revealed by the coincidence of the transition en-
ergies for InAs planes and dots, the energy of the respec-
tive state does not depend on the extent of the InAs clus-
ter, as will be discussed below.

However, the strengths of the respective transitions are
drastically different for the two samples. The lumines-
cence efficiency under nonresonant excitation is much
higher for sample No. 3 than for sample No. 1, as already
mentioned above. The opposite is true when examining
the luminescence efficiency in quasiresonant conditions,
as is evident by comparing the PLE peaks in Fig. 5. The
resonance observed in the T spectra in turn is stronger
for sample No. 3; i.e., the PLE spectrum is not simply
proportional to the absorption probability as seen in
transmission.

To get insight into the recombination dynamics in
these structures, the temporal evolution of the emission is
monitored by picosecond photoluminescence (Fig. 6).
The emission of sample No. 1 [Fig. 6(a)] is characterized
by a slow rise (=85 ps) and a rapid decay of the lumines-
cence intensity. In contrast, the emission intensity of
sample No. 3 rises quickly (=30 ps) and exhibits a much
slower decay. The spectrally integrated emission exhibits
an exponential decay for both samples, consistent with
the expected monomolecular decay of excitons. Since the
exciton decay is purely radiative at this temperature, as
demonstrated by the linear dependence of the lumines-
cence efficiency on excitation density, the observed decay
time of the luminescence is identical to its radiative life-
time. The lifetimes are determined by fitting the lumines-
cence decay with a single exponential to be 115 ps for
sample No. 1 and 660 ps for sample No. 3. Finally, the
emission bands spectrally diffuse in the course of time in
opposite directions, namely, 2 meV to the red for sample
No. 1, and 2 meV to the blue for sample No. 3.

TABLE II. Optical parameters of the InAs/GaAs heterostructures of this work. Listed are the spec-
tral position E of the InAs-related transition in transmission and photoluminescence-excitation spectra
(Fig. 5), the oscillator strength per unit mesh f determined from the transmission resonance (Fig. 5), the
Stokes shift A between E and the spectral position of the corresponding band in photoluminescence
spectra (Fig. 5), the spectral diffusion A, and the rise time ¢ of the emission observed in transient photo-
luminescence spectra (Fig. 6), and the radiative lifetime 7, of the excitons determined by the decay of

the spectrally integrated emission (Fig. 6).

Sample no. E (MeV) F(107?) A (meV) A, (meV) t (ps) 7, (ps)
1 1468.0 1 +5.5 ~+2 85 115
2 1468.1 1.2 +0.2 <405 30 480
3 1468.2 1.3 0 ~—2 30 660




8050
(a) 6K 100
i)
\ 2%
85ps—| L},_Je W
Z o
IZSpS | = T W N S S W |
: 0 04 08 1.2
165ps\ (| TIME (ns)
240ps.\J|/1

(b) _100F
re
?g 10
=R
zs
) S T S .
O 04 08 12

TIME (ns)

PHOTOLUMINESCENCE INTENSITY (arb. units)

143 145 147 149 151 153
ENERGY (eV)

FIG. 6. Transient photoluminescence spectra taken at 6 K
after pulsed excitation in resonance to the GaAs exciton (1.515
eV) for (a) sample No. 1 and (b) sample No. 3. The spectra are
taken at different delay times after the arrival of the exciting
pulse, as denoted in the figure. The dashed lines indicate the
spectral diffusion of the emission in the course of time. In the
insets, the time dependence of the spectrally integrated emission
is shown on a semilogarithmic scale. Note the pronounced
difference in the decay times of the two samples.

VI. DISCUSSION

Our experimental results fit a unique physical picture.
The basic principle underlying the following considera-
tions is the fact that the in-plane component of the
central-cell potential of the isoelectronic InAs insertion
creates an electronic state in the gap of the GaAs host
material. This state leads to the localization of GaAs-
type excitons perpendicular to the plane.?’> By restricting
the lateral extent of the InAs insertion (samples No. 2
and 3), the translational motion of the excitons is addi-
tionally localized along the plane. The wave function of
the localized exciton remains unaffected in either case,
i.e., not its relative but its translational motion is local-
ized. In other words, there is no confinement on the exci-
ton, its wave function remains spherical, and its binding
energy is that of the GaAs exciton. The lack of an effect
on the relative motion is manifested by the coincidence of
the optical transition energies of InAs planes and dots,
i.e., the states have the same energy regardless of the la-
teral extent of the cluster. The precise evaluation of the
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localization energy as a function of the lateral size of the
InAs insertion requires elaborate calculations that are
beyond the scope of this paper. We note that the transi-
tion energy of InAs planes and dots observed in the opti-
cal spectra (1.468 eV) is almost identical to the one deter-
mined for InAs planes by self-consistent pseudopotential
calculations (1.470 eV).2% The effect of localization on the
translational motion of the excitons is directly reflected
by the observation of an exponential low-energy tail in
the PL spectra of samples No. 2 and 3. Such an exponen-
tial density-of-states tail extending into the gap is expect-
ed whenever the wave function of the localized particle
experiences a spatial distribution of electronic states.?’
Considering the actual Bohr radius of the GaAs exciton,
it is obvious that the exciton experiences a set of quantum
dots rather than an isolated one (see Fig. 3). The low-
energy tails thus originate from the extension of the exci-
tonic wave function over many of the localizing states.
Here we will show that localization of the center-of-mass
motion of excitons provides a unified physical explana-
tion for the observed relaxation and recombination pro-
cesses of the InAs planes and dots.

A. Recombination dynamics

Direct optical transitions via the interaction of exci-
tons with photons are not possible in the presence of
translational invariance, in which the crystal momentum
is conserved. Excitons are then coherently coupled to the
incident radiation field via their dipole moment, forming
a quasistationary state of the crystal (the exciton polari-
ton) whose energy is resonantly transferred between radi-
ation and polarization fields.?® Optical transitions in bulk
crystals hence only occur via three-step processes, e.g., by
the scattering of exciton-polaritons with acoustic pho-
nons.?’ However, in the case of localization of the exci-
ton, the translational invariance of the system is broken.
Consequently, a density of states for direct optical transi-
tions is introduced by the lack of wave-vector conserva-
tion. The excitonic transition is then entirely character-
ized by two experimentally accessible quantities, namely,
the oscillator strength per unit cell f and the radiative
lifetime 7,. These quantities are related to each other by

2megmoc’

fie2w* fN
with o being the frequency of the transition, 7 the refrac-
tive index accounting for the dielectric properties of the
medium,*® N the number of unit cells contributing to the
emission process, and the other symbols having their usu-
al meanings. The oscillator strength per unit cell unique-
ly determines the strength of the absorption process. On
the other hand, the emission process in general occurs as
the coherent superposition of the contributions of all unit
cells over which the center-of-mass motion of the exciton
persists (the so-called coherence area’!). It is the product
of the oscillator strength per unit cell and the number of
unit cells which characterizes the strength of the spon-
taneous emission process.>!

We first deduce the oscillator strength per unit cell
from the transmission experiments shown in Fig. 5.

) (1)
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Within a two-dimensional model (energy loss per layer),
the transmittance of sample with n absorbing layers is re-
lated to the dimensionless absorption probability p by

T=(1-—p)". (2)

The oscillator strength of the excitonic resonance is now
properly defined per unit mesh and is extracted from the
experimental spectrum (Fig. 5) by means of the relation®

. 4mgepfical ..

F=—0 [ ptHo)d (o) 3)
where a is the in-plane lattice constant. The oscillator
strength per unit mesh f is determined to be 1 X 1072 and
1.3X 1072 for samples No. 1 and 3, respectively. These
numbers are computed neglecting the different In cover-
age of each plane. Thus, we actually still underestimate
the oscillator strength for sample No. 3. This enhanced
oscillator strength may originate from the modified densi-
ty of states (DOS) when going from 2D to OD systems.
The difference in the oscillator strengths of samples No. 1
and 3, however, is opposite to the difference in radiative
lifetimes. The temporal evolution of the spontaneous
emission is indeed not only determined by the oscillator
strength, as mentioned above, but predominantly by the
coherence area.

Next we analyze the measured radiative lifetimes in or-
der to gain quantitative insight into the nature of the
coherence area. Both the InAs planes and dots are con-
sidered to be represented by sheets of an average lateral
extent L and a height d. In either case, the height d is
equal to one monolayer. The Ilateral extent L is
equivalent to the spatial extent of areas with continuous
In coverage. For InAs dots, the continuity of the In cov-
erage is artificially restricted by the terrace size. For
InAs planes, the In coverage is incomplete, leading to the
formation of an InAs monolayer that is partially inter-
sected by the GaAs matrix. The sheet area is thus direct-
ly determined by the structural configuration of the
respective system, in that it is small for InAs dots and
large for InAs planes. Thus, the center-of-mass motion
of the exciton localized at the respective InAs insertion is
(i) either truly 2D for L > ay or (ii) OD for L <ay, where
ap is the Bohr radius of the exciton which represents the
space occupied by the relative motion of electron and
hole. 2D-polariton effects are neglected by assuming that
L << A, where A is the wavelength of the radiation field
coupled to the exciton.

In case (i), the center-of-mass motion of the exciton ex-
tends over the whole area of the sheet. Then, all unit
meshes within the InAs sheet area contribute to the emis-
sion process via the macroscopic polarization of the exci-
ton. The number of unit cells N that enters into Eq. (1)
can be identified with the number of unit meshes within
the sheet area [N =(L /a,)*]. The exciton hence under-
goes a superradiant decay?* whose rate R is scaled by
the characteristic dimension L:3%3¢

R =Rl {x,(2)|x,(2))?|¢2P(0)|?L?
2

=Ro|{x.(2)|xn(2)|? , 4)
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where R, is the dimensionless decay rate for interband
transitions, {x,(z)|x,(z)) is the overlap integral of the
electron and hole wave functions in the direction perpen-
dicular to the InAs planes, and ¢2P is the wave function
of the correlated relative motion along these planes.

In case (ii), the center-of-mass motion of the localized
exciton is frozen out. As a consequence, the radiative de-
cay rate is not enhanced by the factor (L /ap) and no su-
perradiant decay occurs, but atomiclike transitions are
recovered. In terms of Eq. (1), the emission process is de-
scribed by N =(ap/ap)*. The transition rate is then
given by the decay rate for interband transitions, which
in turn is equivalent to the decay rate for atomic dipole-
transitions:*’

_ 4fia)3 2
R, 3ﬁc3|<R>| ) (5)
with (R ) being the electric dipole matrix element.*®
Comparing the experimentally determined radiative
lifetimes 7, to those following from the expressions above
(r,=R 1), we find that the lifetime of 660 ps measured
for sample No. 3 is essentially equal to that for atomic di-
pole transitions, which amounts to about 600 ps. Thus,
the InAs dots realized in this sample represent a genuine
OD system in the sense that the translational motion of
the exciton is frozen out. The lifetime of 480 ps observed
for sample No. 2 indicates the continuous transition in
the intermediate range between the two limiting regimes
(i) and (ii), as predicted theoretically.’®* On the other
hand, the rapid decay of the luminescence observed in
sample No. 1 reveals that the regime is entered where the
center-of-mass motion freely extends over the sheet. The
spatial extent of the sheet is determined by using Eq. (1)
as well as Eq. (4) to about 30X 30 nm?, or equivalently
2800 unit meshes. The oscillator strength per sheet (fN)
is as large as 28 and thus indeed a ‘‘giant oscillator
strength,”*® in analogy to the case of excitons bound to
shallow impurities.

B. Relaxation kinetics

Next, we discuss observations related to relaxation pro-
cesses of excitons fo and within the localized states. Note
that the time-integrated luminescence efficiency L under
resonant conditions is independent on the oscillator
strength of the state but is only determined by the genera-
tion rate. Under nonresonant conditions (PL), the
luminescence efficiency is predominantly determined by
carrier capture by the emitting state. Under
quasiresonant conditions (PLE close to the detection
channel) the resonantly excited state has to relax to the
specific recombination channel prior to radiative decay,
which may limit the luminescence efficiency.*! Experi-
mentally, the PL efficiency of the InAs dots (sample No.
3) is two orders of magnitude larger than that of the InAs
planes (sample No. 1), whereas the PLE efficiency is two
orders of magnitude smaller. The enhanced PL efficiency
of the InAs dots requires an enhanced trapping rate of
photoexcited carriers generated in the continuum by the
emitting state. The rise of the emission in the course of
time monitors the relaxation of excitons fo the emitting
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state. For the InAs planes, the rise time directly reflects
the relaxation of photoexcited carriers to the bottom of
the band, which is delayed for perfect two-dimensional
systems owing to the conservation of the exciton momen-
tum along the layer.** In contrast, the in-plane symmetry
is broken for zero-dimensional systems releasing excitons
from wave-vector conservation, which means that they
can decay radiatively as soon as they are trapped.

The drastically lower PLE efficiency of the InAs dots
suggests that relaxation of the quasiresonantly excited
state to the radiative channel is inhibited. In general, re-
laxation processes within the localized states manifest
themselves (i) in the Stokes shift between the absorption-
and emission-related transition and (ii) in the spectral
diffusion of the emission, as observed in the transient
luminescence spectra of sample No. 1 [Fig. 6(a)]. Indeed,
the shift of the emission to lower energy is the time-
resolved equivalent to the Stokes shift, i.e., it directly
monitors the relaxation of the exciton towards the
lowest-energy state. These states are presumably provid-
ed by atomic steps on top of the InAs sheets,*>* as sug-
gested by the finding that neither the Stokes shift nor the
spectral diffusion of the emission is observed in samples
containing InAs submonolayer films of higher homo-
geneity (i.e., even closer agreement between experimental
and theoretical diffraction patterns). Also, in sample No.
3 no Stokes shift is detected, but the emission of that
sample shifts to higher energy in the course of time [Fig.
6(b)]. This spectral diffusion does not reflect a relaxation
process, but indicates longer radiative lifetimes for high-
energy states. Excitons apparently still populate high-
energy states even 1 ns after the exciting pulse, which
demonstrates that they are prohibited from relaxing to-
ward the lowest-lying state. This inhibited relaxation
process explains the small PLE efficiency and accounts
also for the important high-energy broadening of the
luminescence band (Fig. 4), which is observed neither in
the transmission nor in the PLE spectra. The excitons
decay radiatively before attaining the lowest-energy state,
causing the high-energy emission as well as the lack of
Stokes shift. The inhibited relaxation is probably related
to the peculiar structural configuration of the system.*
InAs dots are electronically isolated from each other by
the high-energy barrier of the surrounding matrix. Exci-
tons attached to the InAs dots thus do not have any de-
gree of freedom in translational motion. Relaxation may
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then occur by tunneling rather than by phonon-assisted
migration, i.e., spatial diffusion followed by trapping.*®
Of course, this intriguing observation deserves further
studies for a quantitative understanding.

VII. CONCLUSION

To summarize, we have studied the structural and opti-
cal properties of InAs microclusters embedded in a
single-crystal GaAs matrix. Fractional monolayers of
InAs were deposited by molecular-beam epitaxy on vici-
nal (001) GaAs surfaces with an islandlike terrace
configuration. The resulting structural configuration of
the surface has been examined on an atomic scale by
double-crystal x-ray diffractometry and transmission elec-
tron microscopy. These experiments have revealed that
even in the presence of a high lattice strain of 7.16%, nu-
cleation of In adatoms occurs by step propagation under
appropriate growth conditions. The step-flow growth of
InAs causes the formation of isolated InAs clusters on
the step edges of the terraces. This peculiarity has al-
lowed us the direct synthesis of InAs quantum dots in the
subnanometer regime in a single-crystal matrix. The op-
tical response of this intriguing system has been studied
in detail. Our experiments have demonstrated that the
optical response of excitons attached to the InAs inser-
tions is uniquely controlled by the symmetry of the sys-
tem, which in turn is given by the degree of freedom in
translational motion. Lack of translational invariance
releases the conservation of crystal momentum, deter-
mining the coupling of excitons to both photons and pho-
nons, which in turn controls the radiative decay of the
exciton as well as its relaxation to the radiating state.
The incorporation of well-defined InAs microclusters in
GaAs crystals now opens up an avenue to control of the
translational symmetry of the crystal and thus to control
of its optical response.
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