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We show that when a spatially uniform, time-independent electric field is applied to a charge-density
wave (CDW), the time-averaged local CDW velocity is spatially inhomogeneous, with nonzero spatial
average, because models that do not allow for the coexistence of regions with different time-averaged
mean velocities have places with infinite energy density. To establish this result we present a heuristic
scaling argument, rigorous results on a simplified lattice model, and a study of the continuum phase
equation of motion for the CDW. Flux-line motion in type-II superconductors is also considered; simi-
larities and differences between flux-line motion and CDW motion are discussed.

I. INTRODUCTION

Understanding the dynamics of sliding charge-density
waves (CDW?’s) requires insight into the competition be-
tween interactions and randomness in nonequilibrium
systems. Interest in CDW’s arises partly because the
ideas needed to understand them may have applicability
to a large class of systems with randomness.

Below the CDW transition temperature in the absence
of impurities, charged-density wave systems exhibit a
modulation in the charge density p(r) of the form
p(r)=py+1cos(Q-r+¢), where Q is not necessarily sim-
ply related to the spacing of the underlying lattice. In the
absence of impurities, even an arbitrarily small electric
field F induces a nonzero CDW current Icpyw.! In the
presence of impurities, it is energetically favorable for the
CDW to distort, and both the amplitude ¥(r) and phase
¢(r) of the CDW depend on the position r. When an
electric field F is applied to a CDW, the field must over-
come this pinning energy before the CDW can move.
Thus these deformations caused by the impurities lead to
a nonlinear current-voltage characteristic, where CDW
motion appears to set in at a nonzero threshold field Fr.
Much theoretical effort has been devoted to understand-
ing the dynamics of the CDW in the presence of electric
fields, focusing on how the interactions between the many
degrees of freedom affect the behavior. Some CDW’s
have threshold voltages that are small compared to the
CDW condensation energy, implying that the impurity
pinning strength is small compared to the energy cost of
distorting the CDW significantly on the scale of the im-
purity spacing.? Since long-wavelength distortions of the
phase can cost arbitrarily little energy, whereas ampli-
tude fluctuations of any wavelength must cost an energy
of the same order as the gap energy, many investigators
have studied the Fukuyama-Lee-Rice (FLR) model,
which has only phase degrees of freedom.?

One aspect of the FLR model that has attracted atten-
tion is the behavior near the threshold field F; where the
nonlinearity in the current-voltage characteristic sets in.
For this model, if F <Fr, the system is entirely station-
ary, and for F > F; the time-averaged velocity of every
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local region is identical and nonzero. The depinning
transition exhibits critical phenomena; for F > F the ve-
locity v obeys v « (F —Fr )%, where ¢ depends on d, the
number of dimensions. A diverging correlation length
can be defined.*

In this paper we present in detail arguments showing
that the critical phenomena exhibited by the FLR model
do not survive if one considers the dynamics of real
CDW’s with both phase and amplitude degrees of free-
dom in the presence of an external electric field.” We
show that when a uniform force is applied to a model
with phase degrees of freedom only, regions of unbound-
ed strain occur. These regions arise because velocity uni-
formity in the presence of random pinning is imposed by
elastic forces. However, a region with an anomalously
small pinning strength needs a force scaling with the
volume of the region to keep it from moving, while the
elastic force acts only on its surface, so that the strain per
unit area scales as the linear dimension of the region. In
any dimension, arbitrarily large regions with arbitrarily
low pinning strength will occur in an infinite sample with
bounded fluctuations in the pinning potential. Thus the
reduction of more realistic models to phase-only models
breaks down at the boundaries of these regions. In more
realistic models phase slips will occur; we show that these
lead to a finite current for any F >0 and discuss their
effect on the transition that occurs within the FLR mod-
el. In addition we show that in one and possibly two di-
mensions, typical V'N fluctuations, which tend to zero as
the size of the region diverges, lead to diverging strains.

First we consider a discretization of the FLR equations
of motion for the phase degrees of freedom,® with equa-
tions of motion

X, =k 3 (x;15—x;)—V;sin(x;—B;)+F . (1)
8,nn

These equations describe a d-dimensional system of over-
damped particles, each connected by springs obeying
Hooke’s law to its nearest neighbors, in the presence of a
random pinning force described by V; and B;. Every
spring has a spring constant of k. The variables x; are
the positions of the particles. The motion is constrained
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to be along the direction of the force F, which is indepen-
dent of both position and time. In terms of the original
FLR equations of motion, x; can be viewed as the CDW
phase at the ith impurity. The sinusoidal potential for
each particle follows if one assumes the impurity contri-
bution to the energy is proportional to the product of the
random impurity potential and the local CDW charge.
The absence of phase slips is enforced by the fact that the
spring force k(x; ;5 —x;) is linear in the particle separa-
tion for all 8x; s=x;,s—x;. Physically, one expects that
the spring force has a maximum value, so that for large
enough 8x;; the spring breaks and Eq. (1) is no longer
valid. In terms of the original CDW equations, when the
phase-deformation energy becomes too large, a phase slip
occurs and a CDW wavelength is added. This process
renders Eq. (1) inapplicable. Thus, for consistency, every
nearest-neighbor pair separation 6x;5=x;, s—x; must
obey [8x; 5| < S,y for some finite S,,,,, so that the local
elastic energy density is less than 1kS -

This paper shows that when F is made nonzero in an
infinite system described by Egs. (1), regions exist for
which 8x; 5 is arbitrarily large. Thus Egs. (1) are inade-
quate for a description of real CDW’s.

Therefore, in order to model a real physical system,
Eqgs. (1) must be modified. Although Egs. (1) have been
applied not only to charge-density waves but also to flux
lattices in type-II superconductors,” fundamental
differences between the two systems become apparent
when defects are accounted for. The modifications need-
ed to model sliding charge-density waves are different
from those needed for flux lattices because CDW wave-
lengths can be created freely at phase slips while magnet-
ic flux lines are not created freely at grain boundaries of
the flux lattice. Equations (1) can be generalized straight-
forwardly for the CDW case so that the pathology of re-
gions with arbitrarily large energy density does not occur.
When this is done, one can show that the time-averaged
velocity is spatially inhomogeneous for any nonzero F
and that the current-voltage characteristic is either
smooth or has a jump discontinuity. Therefore the criti-
cal behavior present in the phase-only model does not
occur in a model with bounded energy density.

The paper is organized as follows. In Sec. II the scal-
ing argument of Ref. 5 is reviewed, with special emphasis
on the points that are clarified in the later sections. In
Sec. III a simplified random friction model discussed in
Ref. 5 is examined in more detail. This discussion is rela-
tively brief because work that can be applied directly to
this model has been done in another context. Section IV
consists of a consideration of the CDW equation of
motion and a demonstration of the applicability of the
scaling argument in various special limits. Section V con-
tains a discussion of other systems involving external
forces, interactions, and randomness. Although the argu-
ments in this paper may have relevance to flux lattices in
type-II superconductors and to glasses, it is shown that
issues that do not arise for the CDW must be taken into
account. Finally, concluding remarks are in Sec. VI.

The question of experimental observability of phase
slips in weakly pinned CDW’s is quite subtle and is dis-
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cussed in detail in a separate publication.® Numerical es-
timates for the phase-slip probability are made there and
it is found that phase slips could well be observed in ex-
perimental samples. The arguments in this paper yield
lower bounds to the phase-slip probability that are nu-
merically accurate only in the limit of strong pinning and
are hence not adequate for direct comparison to experi-
ment.

II. SCALING ARGUMENT

In Ref. 5 the scaling argument indicating the impor-
tance of phase slips is presented considering the threshold
state of the phase-only model. Here we review this argu-
ment and generalize it to the case of arbitrary field; the
threshold behavior emerges as a special case.

The argument proceeds by examining the model where
amplitude fluctuations are not allowed and showing that
the local energy density is unbounded. The scaling argu-
ments employed here do not depend on the details of the
nonlinear pinning force, so they may be expected to apply
to a class of models with competing randomness and in-
teractions. However, several steps of the argument give
rise to subtleties that are discussed in Sec. IV below, so
that examination of a simpler but more tractable model
described in Sec. III is also useful.

The argument relies on the fact that the surface-to-
volume ratio of a region of linear dimension L vanishes as
L gets large. Different regions might want to move at
different velocities but are prevented from doing so by the
spring forces. However, the regions communicate via
springs that are only on the boundaries of the regions,
while fluctuations in the impurity concentration and
hence local threshold field are volume effects. Therefore
the force exerted by each spring on the boundaries of the
regions can become arbitrarily large as L becomes large.

More specifically, consider a system of infinite size with
threshold F () in the presence of a nonzero force F*.
Inside this system, select a region R with linear dimen-
sion L (so that its volume scales as L? and its surface
scales as L? "), which has threshold field F (L), where
F1(L) is defined as the threshold field of the region when
the springs connecting its boundary to the rest of the sys-
tem are cut and replaced with, say, a free boundary con-
dition.” If F;(L) is less than F*, then there must be a
force [F*—F;(L)]L? exerted on the region through its
boundary by the surrounding regions to keep it from
moving. This force can only come from the springs at
the boundary. However, since the number of springs at
the boundary scales only as L9~ !, at least one spring
must be stretched by an amount that scales as L. The
largest strain at the boundary (denoted here as 8x,,,,) is
at least

8% oy ~L [F* —Fp(L)] . )

Equation (2) makes it obvious that a bounded fluctuation
in Fr(L) can lead to large strains when L is large.

The main subtlety in the argument leading to Eq. (2) is
in the definition of F-(L). Intuitively it is reasonable that
the maximum pinning force a given set of impurities can
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exert is well defined up to terms of order 1/L, but we
have succeeded in showing this only in some special lim-
its. One might also worry that the boundary of region R
might not scale as L !, but since we are free to choose
the region R so that it has this property, this concern
does not cause serious difficulties. These issues are dis-
cussed in Sec. IV below.

Given the distribution of the F(L), one can use Eq. (2)
to calculate the probability that a region of size L has
08X 1ax > Smax- The number of regions with large strain
along their boundaries can be estimated following the
method Randeria, Sethna, and Palmer!® used to discuss
magnetic relaxation in spin glasses. If one assumes that
this distribution is Gaussian (as would be the case if the
local threshold scales the same way as the impurity densi-
ty in the region), then P(Fr(L)), the probability of ob-
serving the value F;(L) >0, obeys

P(Fp(L))~exp—({[Fy(o)—Fr(L)IL%}?/20%L%) . (3)

If one imagines a situation where there is a uniform dis-
tribution of pinning centers of similar strength ¥ which is
much larger than the spring constant k, then the width of
the distribution o is of order Fy( o ); this result follows
because the threshold field is of order ¥V, and in the ab-
sence of impurities the local threshold field is zero. The
fluctuations in a region of a size L are expected to scale as
L%’ (unless they are larger). The simplest case of this is
a situation where each site independently has a probabili-
ty p of having an impurity of strength V on it. In the
strong pinning limit, the threshold field of the region is
proportional to the number of impurities in the region,
leading to Eq. (3). The weak pinning limit k << ¥ is more
complicated and a non-Gaussian distribution of pinning
energies is expected. For this case, Eq. (3) vastly underes-
timates the variations in the local threshold field.® How-
ever, Eq. (3) provides a usable lower bound that illus-
trates the essential points of the argument.

A region of size L in an applied force F* has strain
greater than S,,, if F(L)<F*—S_, /L. The number
of regions ng which violate this bound is

L F
ng~ fo " dL fo 'dF(L)P(F(L)) , @

where F,=max(0,F*—S,,/L) and L ,, is the size of
the system, which acts as an upper cutoff. One might
worry that the integration over L might lead to the over-
counting of regions with large strains because the same
site is included in regions on all different length scales.
Whenever F*#F () in any dimension d and for d >2
at any F* a length scale emerges that dominates the in-
tegral over L, so that overcounting error is negligible.
Just at threshold in one and two dimensions, the scaling
analysis cannot be justified this way, but it yields predic-
tions consistent with the exact results of Sec. III.

The integral over Fjp(L) is effected by letting
u =[Fp(0)—Fp(L){(L?"?/0 ) and noticing that the re-
sulting integral is dominated by the smallest values of u.
Thus one has

7801

Lmax OF —[Fplw)—F*+s_ . /LPL9/(20%)
s /F* Ld/2 °

max

np~

(5

The integral is evaluated keeping in mind the constraint
F(L)>0. For d >2 the integral over L is dominated by
its lower limit, corresponding to regions with no impuri-
ties at all, of size L*=S,, /F*. One obtains
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(S, /F*)¢

max

hgp~

Xexp(— {[Fr(0)](S . /F*)?/2}) .

This expression is explicitly nonzero for any F*>0.
These rare regions with very small F (L) are similar to
those that lead to Griffiths singularities in the context of
dilute ferromagnets'! and spin glasses.!° However, in
contrast to the situation for random magnets, for the
CDW system these rare fluctuations result in nonzero
(v ). This difference arises because the external force en-
sures that every depinned region moves in the same direc-
tion, whereas in random magnets the locally ordered re-
gions have different orientations and do not yield a
nonzero contribution to the net magnetization.

The Gaussian form is not expected to be valid so far in
the tail of the distribution, so it is useful to estimate ny
for d >2 as follows (d is the number of dimensions): Im-
agine the system is composed of a lattice of sites, each of
which has a probability p of having an impurity on it.
The estimate above makes it clear that the dominant con-
tribution is by regions with no impurities at all. The
chance of a region with L sites having no impurities at
all is (1—p)*", and a region of this type will have strain
greater than S, if L > S, /F*, so the number of these
regions goes as exp[ — (S /F*)?]. The threshold field
F () does not enter except as an upper bound for F*.

In one and two dimensions, as one approaches thresh-
old, larger and larger regions have strains that exceed
Smax- For d <2 the integral over L is dominated by
values of L near L*=(2—d)S,,/{d[Fr(ew)—F*]},
which diverges at F*=F (). Using steepest descents
to evaluate the integral, for f=F; (o )—F*+0, in one
dimension one finds

f

Just at threshold, after making the substitution # =1/L
it is straightforward to show that Eq. (5) leads to
ng =L i

For d =2 and f =0, Eq. (5) straightforwardly leads to
ng <In(L_,.). When f70 in two dimensions Eq. (4) is

more easily evaluated by ﬁr§t inteigrating over L, leading
tong~—In[f/Fp(x)]e “Smax29F

These results for one and two dimensions follow from a
simple scaling argument. When a field F* is applied, a
fraction of order unity of regions of size L have
Fr(L)<F* when Fr()—F*~L ~%/2, From Eq. (2) one
expects ng ~L(174/2) 50 pp ~L17472~ f~12/D—1]

We now turn to the question of how models with

n,~

exp(—2fSmax /0F) - (6)
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bounded energy density behave. The simplest generaliza-
tion of Egs. (1) is to modify the elasticity term so that it
remains bounded for all particle separations. If one does
this, the arguments presented above are easily generalized
to show that when F is nonzero different regions of the
system must have different time-averaged velocities.
Consider the generalization of Egs. (1)

xizk Z fspring(xi+8_xi)_VISin(xi -—Bl)_'_F ’ o
8,nn

where the spring forces fg,;,, are now bounded,
| f spring(Xi +5—%;)| <kS,, for all i. The velocity v, of a
region of size L with no impurities in it must satisfy
vy ZF —kS_,, /L. Clearly when L is large enough v, is
strictly greater than zero, even when the average pinning
force for the entire system is greater than the applied
force F. In the general case where the region has a
nonzero density of impurities, as long as the threshold
field of the region Fp(L) can be defined and
F—F (L)—kS,,./L >0, a similar argument applies.
Similarly, one can show that anomalously strongly
pinned regions remain stationary; regions with F (L)
such that F —F (L)+kS,,,/L <0 will have v; =0 even
if F is greater than the threshold field of the model in the
absence of phase slips.

The applicability of the argument for inhomogeneous
velocity depends crucially on the details of the dynamics
of the CDW system. Equation (7) assumes that the pin-
ning potential seen by each degree of freedom depends
only on the index labeling the particle and not on the
particle’s position. This assumption is correct for the
CDW because the variable x; is interpreted as the phase
at the jth impurity site. The impurity pinning strength
depends only on the charge density and not on how many
times the phase has wound at the site. However, if the x ;
were to describe physical particles, then when a particle
moves its local environment changes and Eq. (7) cannot
be used to describe the moving state. The argument also
relies on the fact that CDW wavelengths can be created
and destroyed locally at phase slips so that the Egs. (7)
can apply in the interiors of the regions (which have no
phase slips) without the need to transport particles into
and out of the regions.'> Figure 1 shows schematically
how in one dimension CDW wavelengths are created and
destroyed at phase slips to allow motion in an isolated
portion of the CDW. In higher dimension we expect the
phase-slip process to have nontrivial dynamics. For in-
stance, in two dimensions we do not expect the CDW
amplitude to vanish simultaneously everywhere along the
perimeter of a region; rather, we expect point defects to
form and then travel along the boundary of the region.
We do not consider the dynamics of these processes here.

We now discuss the nature of the transition when a lo-
cal region starts to move. Although the velocity versus
force relation for model (1) in finite systems with periodic
boundary conditions is continuous, periodic boundary
conditions are not applicable when a finite region embed-
ded in an infinite system depins. When a region breaks
free the force exerted by the springs of the boundary
changes markedly. The simplest case to analyze is a
“rubber band” model where the spring force is linear in
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FIG. 1. Schematic drawing of how moving and stationary re-
gions can coexist in a one-dimensional CDW. In this figure
strongly pinned regions surround a region with no impurities.
CDW wavelengths are created at a phase slip at point 4 and are
destroyed at point B.

the particle separations up to a critical separation S,,,,,
after which the spring force is zero. For this case it is
clear that the spring force exerted at the boundary of a
moving region and stationary region is zero, since the
separation between neighboring particles is unbounded at
long times. Therefore, when the region breaks free, the
spring force changes discontinuously as a function of
driving force, leading to a jump in the velocity of the re-
gion. This argument makes it clear that there is no sym-
metry argument requiring the transition to a moving
state be continuous; one must consider the dynamics of
the depinning process.

In real CDW’s the behavior at the phase slips is com-
plicated. The elasticity force oscillates as the separation
between neighboring particles increases; one simple form
exhibiting this behavior is a spring force of the form
S spring < sin[a(x; 1 s—x;)]. When the force is increased to
the point where the region just starts to move, we expect
the region to have adjusted so that each spring is exerting
very close to its maximum force. As the region moves,
each spring force oscillates. Although every spring will
for some portion of the time exert close to its maximum
force, unless the motion along the entire boundary is syn-
chronized so that all the maxima are attained simultane-
ously, the spring force exerted along the boundary will
never again reach the value it achieved at the start of the
motion. This argument, which again leads to a discon-
tinuous velocity versus force relation, is supported by
some preliminary numerical investigations.'3

The heuristic arguments are supported by the results of
calculations for models which incorporate the possibility
of phase slips. A mean field theory for the equation of
motion (7) using a sinusoidal spring force with a=1
yields a jump in the velocity as the applied force is in-
creased.!* Simulations by Inui et al.’> of a model with
one phase and one amplitude degree of freedom also yield
a discontinuous velocity characteristic because as they
discuss, the phase stiffness is proportional to the CDW
amplitude, which in turn is suppressed by strain. As the
stiffness decreases, the strain increases, causing the
stiffness to decrease still more. This feedback mechanism
leads to two coexisting solutions, one with and one
without a phase slip.

Although isolated regions have different values of the
force where they depin and hysteresis of a single region is
not observable in the thermodynamic limit, understand-
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ing how a region depins is crucial to determining the na-
ture of the behavior for d >2. In one and two dimen-
sions we expect the CDW to break up into larger and
larger disconnected regions moving at different velocities,
implying that the threshold behavior present in Egs. (1) is
completely destroyed. For d >2 a typical region does not
have diverging strain at its boundary, so one expects a
connected region to start moving all together at a well-
defined value of the force.!® However, when this region
starts to move, a nonzero density of regions with stronger
than typical pinning will remain stationary; the argument
that shows this is exactly analogous to those presented
above for the anomalously weakly pinned regions. When
the connected region starts to move, a number of springs
that is proportional to the system volume must break.!’
This process should lead to a jump in the velocity as a
function of the applied force. Thus allowing for phase
slips can fundamentally alter the nature of the transition
even in situations where a connected region depins simul-
taneously.

The expectation that phase slips drive the depinning
transition first order does not agree with current-voltage
characteristics on many samples.'® However, the argu-
ments given above that phase slips drive the depinning
transition first order in three dimensions ignore the possi-
bility that the nontrivial dynamics of the regions with
phase slips lead to fluctuations that act as effective noise
sources for the system, causing rounding of the transi-
tion. This possibility is supported by the observation of
rather ubiquitous broadband noise displayed by sliding
CDW?’s, which is suppressed by mode locking to an exter-
nal ac drive.!” It is reasonable to associate phase slips
with broadband noise because a model with one phase
and one amplitude degree of freedom exhibits chaos in
the phase-slipping regime,'’ and because different regions
of the CDW which would move at different velocities un-
der the influence of a dc force can all be synchronized to
the same ac field, thus eliminating velocity inhomogenei-
ty and the necessity of phase slips.?’ In addition, macros-
copically inhomogeneous CDW velocity has been shown
to be associated with substantially enhanced broadband
noise amplitude.?! However, detailed understanding of
the role of phase slips in rounding the apparent threshold
behavior and in generating the broadband noise must in-
volve detailed understanding of the dynamics of the
phase slips. This subject is not addressed in this paper.

To summarize this section, we have presented a scaling
theory that indicates that the threshold transition present
in the phase-only model of CDW’s is fundamentally al-
tered by the possibility of phase slips. In one and two di-
mensions as the force is increased the system breaks up
completely into regions moving at different velocities and
the threshold is destroyed. In three dimensions the veloc-
ity is also inhomogeneous, but since the size of the mov-
ing regions does not diverge at threshold, there is a con-
nected region extending across the sample which starts to
move at a well-defined value of the field. However, the
depinning of this region is expected to be either driven
first order or rounded by the generation of phase slips.

Some of the results of the scaling theory can be made
rigorous for a simpler model which we now discuss.
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III. RANDOM FRICTION MODEL

We examine in this section a simpler analytically tract-
able model first introduced by Mihaly, Crommie, and
Griiner.?? In this model the pinning is modeled by a ran-
dom static friction instead of a pinning potential that de-
pends nonlinearly on the configuration variables x;. The
critical behavior (i.e., the v versus F relation) differs from
that of Eq. (1), but the physics of the competition be-
tween randomness and interactions is retained. The
equations of motion are

fj=k S (xj,a—xjH-F—dj s
s

f; if f;>0
fi+2d; if f;<—2d, ®)

0 otherwise .

The x; are the positions of the particles, F is the uniform
force, the 8 are the vectors to the nearest neighbors, and
the d; describe the static friction, which is assumed to
have a random component. The reason this model is
more tractable than Eqgs. (1) is that the pinning force felt
by each particle is independent of the configuration.

First we show that the threshold state for this model
occurs at Fyr=(d g ), where the brackets denote a spatial
average, and that the threshold state satisfies f; =0 for
every j. Thus, although Egs. (8) are nonlinear (x; de-
pends nonlinearly on f;), at (and above) threshold the
equations are linear in the x;’s. This feature enables one
to make substantial analytic progress.

The fact that the nonlinearity in the velocity versus
force relation for each particle is not important at thresh-
old enables one to make direct contact with work on a
system of coupled oscillators with equations of motion of
the form

(léi:kESin(¢i+5_¢i)+a’i ’ )
8

where ¢; describes the phase of the ith oscillator and w;
describes its bare frequency.

For model (8), since each particle is stationary at
threshold, by summing over j we see that the threshold
field for this model Fy obeys Fr<(d;). We will show
explicitly below that a solution to Egs. (8) with each
f;=0 exists. Since this configuration saturates the
bound, it must be the threshold configuration. Another
way to see the result is to consider a stationary
configuration which has some f=—7<0. If one uni-
formly translates every particle except j* by an amount
[n/(kz)](1—1/N), where z is the number of nearest
neighbors and N is the number of particles in the system,
the new configuration has z +1 particles with f ; <O0.
One can again uniformly translate the remaining particles
and increase the number with f; <0. Eventually this pro-
cess can be used to show that a configuration exists with
every f;=—n/N, so a static configuration with a larger
value of F must exist. This construction can be per-
formed for any F <(d;).
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Since Fr=(d;), at F=Fy, h;=(Fr—d;)/k is a ran-
dom variable with zero mean. Since by hypothesis the
d ’s are uncorrelated random variables, it is clear that the
distribution of pinning forces obeys the Gaussian statis-
tics assumed in Sec. II.

Since the x;’s obey linear equations at threshold, it is
straightforward to obtain analytic information about
strains in the system. In one dimension an explicit solu-

tion is easily obtained: One defines new variables a; and
A; which satisfy a;,,—a;=h;, and A;=x;,,
—x;ta;;. Just at threshold each f;=0. Thus

A;—A;_=0for all j, so that A; must be independent of
J. It is readily verified that o; =371 h,, +a, where a,
is an arbitrary constant, so that

J

2 b
m =1

Xj 1 —X;=— +ag . (10)

Since the h; are random variables with zero mean, the
separations obey a random walk. Thus, for a system of
size L, the maximum particle separation obeys
8% pax ~L 7%, which is unbounded. Thus this exactly
soluble case yields results consistent with the scaling ar-
guments given above [after Eq. (6)].

In d =2 a simple closed form solution is lacking, but it
is straightforward to calculate the spatial average
((x; 13— x; )2). The calculation arises in the context of
oscillator entrainment described by Eq. (9).2 One
Fourier transforms Egs. (8) (keeping in mind that each f;
is zero just at threshold). In two dimensions this yields

— iq'R; —Eq
= , 11
i qéoe 2(2—cosgq, —cosg, ) 1D
where
Fo=3e" %, , (12)

J

. | g |?
Ux, . —x;)2)= elax—1|2 4 .
Jrx T ,EJ | 4(2—cosq, —cosg, )

(13)

The sum is dominated by very small values of g, where
the cosine and exponential may be expanded. The ran-
dom nature of the A’s implies that lhql———>h0 as ¢ —0,
where h, is constant, so that one finds
((xj 137X )2) <InL. In one dimension the analogous
calculation yields ((xj +3—X;)?) <L, in agreement with
the exact solution given above.

In d >2 the typiczil strains remain bounded, but it can
be shown that a nonzero density of regions with un-
bounded strains does occur for the random friction model
because rare fluctuations of Fj;(L) cause unbounded
strains. The argument for entrained oscillators?* is easily
adapted to the random friction model. Below threshold,
the dominant contribution comes from regions with no
impurities at all. Since the pinning force is zero in
impurity-free regions, the argument outlined in Sec. II

S. N. COPPERSMITH AND A. J. MILLIS 4

for impurity-free regions of the original CDW equations
applies (and is easily made mathematically rigorous).

IV. CDW MODEL

In this section we discuss the applicability of the argu-
ments given above to the FLR model of CDW’s. The
presence of Griffiths-like singularities leading to velocity
inhomogeneities is demonstrated. The scaling argument
describing the strains at threshold is shown to apply to
the CDW equations of motion (1) in certain limiting
cases.

Once again we assume that Egs. (1) apply. By sum-
ming Egs. (1) over any region R, one finds that the time
average of the velocity of R, vg, obeys

Qrog= 3 k(x;15—x;)+FQp —(F,;,(R))Qr , (14)
B(R)

where Qp is the volume of the region, B (R) signifies the
boundary of R, and {F,;,(R ) is the mean pinning force
(1/Q¢)3;er Vicos(x; —B;). Equation (14) applies to any
region R, including regions whose volumes scale like L¢
and boundaries scale like L¢ ~!. The cancellation of the
spring forces in the interior of the region follows from
Newton’s third law, so the scaling of the spring force
with size of the region is the same for Eqs. (1) as for the
random friction model discussed in Sec. III. However,
the pinning force ( F;,(R)) is more complicated than in
the random friction model.

Definition of local pinning force

We would like to understand the distribution of pin-
ning forces (Fpin(R)) for different regions. However,
first we would like to demonstrate that (F,;,(R)) is well
defined. This point is not an issue for the extremely rare
regions with either no impurities or with very strong pin-
ning, but the scaling arguments in one and two dimen-
sions depend crucially on it. Changing the boundary
conditions for a region of size L is expected to lead to a
change in (F,;,(R)) of order 1/L because any small
change in the boundary condition changes the
configuration over a finite length scale, which we expect
to be the Lee-Rice length. Since the choice of boundary
condition at the boundary of the region is arbitrary,
(Fin(R)) has an uncertainty of order 1/L. However, in
addition to this ambiguity, a possible O (1) effect arises
because the pinning force depends on the system’s
configuration, which can change everywhere inside the
region as the strain at the boundary rises. However,
there is no obvious reason why the pinning force in the
strained configuration should be systematically larger
than when the external strain vanishes, and if it is not,
then the arguments demonstrating phase slips go
through.

The general discussion of the definition of F(L) must
account for the dependence of the pinning force on the
system’s configuration. An example of the possible prob-
lems arises when the pinning is by a periodic potential
[V;=V,=const, B;=2m(aj modl), with @ a constant].
If one allows for changes in the mean particle spacing,
then a can change, which can lead to large changes in the
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pinning force.?> For example, if @=1, then the local pin-
ning force is V,, whereas if a=(V'54+1)/2 then for
V,<0.972 the local pinning force is zero.?® We do not
expect the pinning force to depend so strongly on the
configuration when the pins are randomly distributed,
but we have no proof of this.

A situation where some information about the varia-
tion of threshold force with configuration is available is
the simple case of commensurate pinning, which corre-
sponds to Egs. (1) with ¥; =V, and B, =const. Since the
sine is bounded above by unity, the pinning force per par-
ticle is bounded above by V,. Thus F;(L)=<V, for any
configuration. One could imagine a system with V=V,
inside the region R and V', > V,, outside R. If the force F
is adjusted to be between ¥V, and ¥V, the force exerted
along the boundary of R to keep it from moving is
bounded below by (F —¥,)L°.

Similarly, in the strong pinning limit ¥, >>k, one ex-
pects the fluctuations in the V; to set the scale of the fluc-
tuations in the local threshold. Indeed, one can show
that up to boundary terms, Fr(L)<Q~!SV;, where Q is
the volume of the region. However, since large distor-
tions build up close to threshold even for arbitrarily
strong pinning, the system probably does not saturate
this bound. Thus, though it is clear that the force needed
to keep the region is greater than (F —Q 'S ¥;)L¢, this
is insufficient to show that the force exerted by the
boundary springs is bounded below by [F —F(L)]L q

Showing that the force exerted by the boundary springs
is bounded above by the scaling form [F —F;(L)]L¢ is
difficult because metastable configurations exist where the
boundary springs exert a force scaling as FL . We expect
that the physically relevant process of slowly increasing
the external driving force F leads to the minimum possi-
ble value of the boundary force from the springs, but in
any case this scaling only makes phase slips more likely,
so it does not affect any of the conclusions of this paper.

A final caveat concerns the scaling argument in two di-
mensions. We expect Fr(L) of a region of size L to be
defined only up to order 1/L because changes in the
boundary conditions at the edge of the region will cause
the threshold force to change by an amount of the order
the surface-to-volume ratio of the region. In one dimen-
sion this uncertainty in the threshold force is much small-
er than the 1/V'L fluctuations caused by fluctuations in
the impurity density. However, in two dimensions the
ambiguity in F;(L) is of the same order as the typical
threshold fluctuation of a region of size L, so strictly
speaking our scaling argument is ill defined. This compli-
cation does not occur for the random friction model be-
cause the local pinning force is independent of the system
configuration. For the CDW model detailed numerical in-
vestigation may be necessary to resolve whether the scal-
ing argument applies in two dimensions.

Although the definition of F (L) is not clearly unambi-
guous, in three dimensions the behavior is dominated by
rare regions for which these complications do not arise.
For instance, above threshold one can focus on regions
that are so strongly pinned that their configuration does
not change as the force is increased. These regions clear-
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ly remain stationary even if most of the system is moving
and hence must act as a source of phase slips. Similarly,
regions with no impurities at all are easily treated and
lead to the coexistence of moving regions when the bulk
of the CDW is stationary.

V. OTHER MODELS

In this section we discuss the relevance of our results to
other systems which have been described by phase-only
equations similar to the FLR model considered here.
There are two issues: one is whether the phase-only
description breaks down and the other is what it is re-
placed by. The essential assumptions are that: (a) the
driving force acts uniformly through the system while the
spring force holding back a more weakly pinned region
acts only as its boundary and (b) a phase slip, a local re-
gion where the CDW amplitude is driven to zero and
where the CDW current is converted to normal current
or vice versa, is not forbidden by any conservation law.

Assumption (a) breaks down in cases where the driving
force is applied at a boundary and transmitted by elastic
forces through the sample. Therefore the arguments
given here cannot be applied to the question of whether a
glassy material will flow to relieve an applied strain, al-
though they may be applicable to the case of glass in a
gravitational field.?’” Assumption (a) can also break down
if the elastic interactions are long range.

We now consider the situation when assumption (a)
holds but assumption (b) does not. For instance, one
could imagine a situation of a CDW with short-range
elastic interactions where interconversion between CDW
and normal carriers is not allowed. In this case the argu-
ments for the breakdown of the FLR model clearly apply,
but a finite density of unpinned sites in an otherwise
pinned CDW cannot occur. In the unpinned regions a
current (proportional to ¢) must flow; if there are no nor-
mal carriers this current cannot flow in the pinned re-
gions. Thus the simple picture of phase-slip centers is not
relevant, and it is not clear how the diverging strains pre-
dicted by the FLR model are accommodated. It is clear
that the system is not describable in terms of long-
wavelength deformations of an elastic medium, but it is
entirely possible that the resulting configuration is static.
One might expect this situation to apply to the case of a
weakly pinned CDW with a negligible density of normal
carriers, but for this case one expects the CDW Coulomb
interactions to be unscreened and hence long range, and
so our arguments, which assume short-range forces, do
not apply.

Magnetic flux lines in type-II superconductors are
another interesting system which have been described by
FLR-like equations of motion and for which assumption
(a) but not assumption (b) holds. In the absence of impur-
ities at zero temperature, the flux lines form a triangular
lattice which is described by an order parameter of the
form 3 opqcos(Q-x+¢q). Impurities lead to distortions
of the flux lattice.”® When a current is passed through
the superconductor, a Magnus force proportional to the
current acts on each flux line. If one assumes that only
long-wavelength distortions of the flux lattice occur, then
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one can write equations of motion for. the distortions that
are similar to the FLR equations of motion.” The argu-
ments presented above then show that when the current
density is nonzero, long-wavelength distortions alone
cannot describe the flux configuration.

However, going beyond the FLR equations involves a
number of subtleties. First, Eqs. (7) only apply if the flux
lattice is ordered in the region under consideration. In
general, because flux lines have an existence independent
of the lattice, a model of independent entities moving in
the sample is more appropriate than one of a locally or-
dered lattice. Further, a flux line running through a sam-
ple involves circulating currents which extend to the
boundaries of the sample. The total circulating current is
fixed by the magnetic field, and therefore the total num-
ber of flux lines is conserved. Thus nucleation of a flux
line (the analog of a phase-slip center) can only occur at
the boundaries of the sample. In the bulk of the sample
one must create or destroy flux loops (in three dimen-
sions) or vortex-antivortex pairs (in two dimensions).
There is not yet a theory of the creation of these objects
by an applied current at zero temperature.

To see the differences caused by these effects, consider
the behavior of a region with no impurities in it. It is
possible for the flux lines in the interior of this region to
move, leaving behind a void. Therefore, once the vortices
move out of the region into a region with stronger pin-
ning, the motion stops. Inside the void the flux lattice
has been completely destroyed, so that Egs. (7) no longer
apply. Unless this case can be excluded, the argument
that the spatial average of the velocity is nonzero does
not go through; the arguments in this paper imply that
the system cannot be described as a lattice with small dis-
tortions, but they do not rule out the possibility of a
well-defined threshold transition.

Despite this complication, the arguments in this paper
can be applied straightforwardly to show that stationary
regions of the flux lattice remain even when the bulk of
the system is moving. Therefore understanding the dy-
namics of the moving state involves a detailed knowledge
of the interactions between stationary and moving re-
gions, and previous work ignoring the possibility of coex-
isting stationary and moving regions is incomplete.

The case of two-dimensional flux flow is very interest-
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ing and deserving of further study. Since as threshold is
approached larger and larger regions have strains larger
than S ,,, it is not possible to empty the weakly pinned
regions and create voids while maintaining the connect-
edness of the system. Thus it is plausible that the depin-
ning transition in the absence of grain boundaries is fun-
damentally altered. However, at this stage our under-
standing of the behavior is incomplete.

In type-II superconductors, it is very important to un-
derstand the effects of thermal fluctuations on the motion
of the flux lines, in contrast to the CDW case where
thermal effects are very small. The most naive picture of
finite temperature is to consider it as a situation where
each particle in the system has a nonzero (though very
small) mobility. However, this view is clearly
oversimplified and investigation of the model at finite
temperature and large driving forces is clearly in order.

VI. DISCUSSION

This paper concerns the zero-temperature properties of
elastic medium theories in the presence of uncorrelated
randomness and an external force. It is shown that such
theories are inadequate for a description of physical sys-
tems such as charge-density waves and flux lattices in
type-II superconductors because they contain regions
with strains that diverge as the system is made larger.
These results are demonstrated using scaling arguments
as well as exact results on a simplified model. For
charge-density waves, the arguments are easily general-
ized to show that the CDW velocity is nonzero for all ap-
plied fields and that critical behavior present in the elas-
tic medium model does not survive when phase slips are
allowed. Other systems such as flux lattices in type-II su-
perconductors are more complicated, and detailed under-
standing of how defective regions affect the dynamics
remains a challenging issue.
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