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Antiferromagnetic, charge-transfer, and pairing correlations in the three-band Hubbard model
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The Cu02 sheets common to the superconducting cuprates are believed to be characterized by a
charge-transfer gap in their insulating antiferromagnetic state. The three-band Hubbard model with an
on-site Cu Coulomb interaction Ud, which is large compared to the difference in energy c between the 0
and Cu sites, provides a basic model for such a system. We have carried out Lanczos and Monte Carlo
studies of a Cu02 lattice described by a three-band Hubbard model. For Ud large compared with c, and
c comparable to or larger than the bandwidth of the lower hole band, we find strong antiferromagnetic
correlations and evidence for a charge-transfer gap at a filling of one hole per Cu. The antiferromagnetic
correlations decrease with either hole or electron doping, and we see that the additional holes go pri-
marily on the 0 sites, while additional electrons go onto the Cu sites. For large values of the intersite
Cu-0 Coulomb interaction V, the hole-doped system exhibits a charge-transfer instability. As V is re-
duced, this is reAected as a peak in the charge-transfer susceptibility near c+2V= Ud, which we find is
washed out by the strong Cu-0 hybridization at realistic values of V. Attractive pairing interactions are
found in both the d-wave and extended s -wave channels near the antiferromagnetic boundary.

I. INTRODUCTION

In the search for the mechanism responsible for pairing
in the high-T, superconductors, interest has focused on
the two-dimensional (2D) Cu02 sheets. Viewing the re-
gions separating the sheets as providing a charge reser-
voir for doping' and a medium for 3D coupling of the
pair field, one is led to ask what property or properties of
a Cu02 sheet can lead to pairing. The strong 2D antifer-
romagnetic correlations observed for a filling of one hole
per Cu raise the possibility that antiferromagnetic spin
fluctuations provide the basic pairing mechanism.
Indeed, various approaches based on a 2D Hubbard mod-
el support this view, and numerical simulations have
shown that near half-filling there is an attractive pairing
interaction in the d 2 2 channel. However, these simu-x —y
lations give no indication of the development of super-
conducting long-range order as T decreases. ' In addi-
tion, the experimentally observed temperature depen-
dence of the penetration depth" and the Knight shifts, '

as well as recent angular-resolved photoemission mea-
surements, ' favor a nodeless gap. Now, as discussed by
Emery' and Varma et al. ,

' the insulating state of the
high-temperature superconducting oxides is most likely a
charge-transfer insulator' in which the gap is set by the
difference in energy between the Cu and 0 sites' rather
than the larger on-site Cu Coulomb interaction. Thus,
one is led to explore the effects of charge Auctuations
which may enhance the s* pairing interaction arising
from spin fluctuations or alternately provide an indepen-

dent s' pairing mechanism. ' A natural framework
for treating both spin and charge fiuctuations is provided
by the three-band Hubbard model for a Cu02 sheet.

The three-band Hubbard model we have studied has a
hole Hamiltonian'

H = t g (d;,pt, +p—t, d,, ) —p gn;,
(il },s ls

+(E—p) g n&, + Ud g n;&n;t

+ U g n(tnt'+ V g n;nt .
I (il )

Here d;, creates a d & 2 hole of spin s at a Cu site i andx —y

pl, creates a p-0. hole of spin s at an 0 site I. The parame-
ter c sets the relative energy difference between the 0 and
Cu sites, and t is the Cu-0 one-electron overlap. Here we
have neglected the oxygen-oxygen one-electron transfer
and selected phase factors so that all the Cu-0 overlaps
have the same sign. The onsite Cu and 0 Coulomb ener-
gies are Ud and U, respectively, and Vis the Cu-0 inter-
site Coulomb interaction. Experimentally an insulating
antiferromagnetic state occurs when the CuOz layer has
one hole per Cu. As discussed by Zaanen et al. ,

' for
large values of c, the gap for the insulating state is a
Mott-Hubbard gap which depends upon Ud. If, instead,
Ud ) c.+2V, the gap in the insulating state is a charge-
transfer gap which depends upon c and V. Here we are
interested in exploring this latter regime. Some initial re-
sults from this study were presented in Ref. 25.
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We will measure energy in units of t and set U =0
throughout. We will also initially set the intersite
Coulomb interaction V=O. Then, in the large Ud re-
gime, the behavior of the system is determined by the
charge-transfer energy c. The bandwidth 8'of the lowest
band is

2

+8E,

2

j. /2

(2)

so that, for Ud ) c.)2, the charge-transfer energy exceeds
8'and is less than Ud. In this region, the insulating state
is characterized by a charge-transfer gap. In this case,
when the system is doped away from one hole per Cu, the
hole occupation of the Cu and 0 sites behaves in the
characteristic manner illustrated in Fig. 1. Figures 1(a)
and 1(b) show the hole occupation of the Cu and 0 sites
versus the hole filling n =(nd+2n ) for Ud=6 and 12
with c=2. These results were obtained for a 2 X 2 Cu02
lattice using a Lanczos procedure. Figure 1(c) shows
Monte Carlo results for a 4X4 CuOz lattice with Ud=6,
P=8, and c, =2. One clearly sees that as additional holes
are added to the n =1 system, they go largely onto the 0
sites. However, when electrons are added and n is de-
creased, the holes are removed from the Cu sites. By
contrast, in the Mott-Hubbard limit, where c, is large, the
oxygen occupancy remains uniformly small and the occu-
pancy of the Cu site varies with n for both electron and

hole doping. This is illustrated in Fig. 1(d), which shows
data for Ud=6, c.=8 for a 2X2 lattice.

In the following sections we will continue to give re-
sults obtained from both Lanczos diagonalization of a
2X2 Cu02 periodic cluster and Monte Carlo simula-
tions of a 4X4 Cu02 periodic cluster. The Lanczos re-
sults give ground-state expectation values, while the
Monte Carlo simulations are for finite temperature. In
general, the fermion determinantal sign problem limits
the inverse temperature 13=t/T that can be achieved in
the Monte Carlo simulations. Near a filling of one hole
per CuOz unit, with V=0, P values of the order of 20 can
be reached, while at fillings away from one hole per CuOz
or for VAO, the sign problem limits P to less than of or-
der 10. In this temperature range, the magnetic correla-
tions are beginning to develop, but one is still well above
the superconducting transition temperature. In addition,
the zero-temperature superconducting correlation length
is of order the linear dimension of a 4X4 Cu02 lattice.
Thus, we do not expect to see strong pairing correlations.
However, just as the effective attractive electron-electron
interaction mediated by phonons is well formed at tem-
peratures below the lattice melting temperature, we ex-
pect that, when the system is cold compared to the
characteristic superexchange or charge-transfer energies,
it may be possible to determine whether there is an at-
tractive or repulsive interaction in a given pairing chan-
nel.
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FIG. 1. Hole occupation of the Cu and 0 sites vs doping n = (nc +2no ) for diff'erent values of Ud and e. In the charge-transfer
regime (a) —(c), added holes tend to go onto the 0 sites, while added electrons go onto the Cu sites. In the Mott-Hubbard regime (d)
the doping occurs primarily on the Cu site.
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The properties of the c. )& Ud regime, where the oxygen
orbital occupation is small, are expected to be similar to
those of the single-band model. Therefore, we will focus
both on an intermediate set of parameters, Ud=4, c.=3,
and also on values Ud=6, c.=2, where charge-transfer
Auctuations should be quite pronounced.

In Sec. II we begin by examining the formation of local
moments and their correlations as seen in the magnetic
structure factor. Here both the effect of doping and the
dependence on c., Ud, and V are of interest. Related
Monte Carlo calculations have been carried out by Dopf,
et al. ' In Sec. II we also study the charge distribution
on the CuOz lattice and the charge-transfer susceptibility.
Weak-coupling calculations ' as well as strong-
coupling expansions ' and cluster calculations'
suggest that, when the system is doped suSciently far
away from the insulating state and the intersite Coulomb
interaction is large, there can be a charge-transfer insta-
bility. This effect has also been seen in Csutzwiller varia-
tional calculations. ' The 2 X 2 Lanczos calculations sug-
gest that the system should have a charge-transfer insta-
bility for large values of V. However, for physical values
V ( t, we find that it is suppressed by the Cu-O hybridiza-
tion.

Section III contains results for the pair field suscepti-
bility which provides evidence for an attractive pairing
interaction in both the d 2 2 and extended s* channels.
This is different from what was found for the single-band
2D Hubbard model ~here only the d & 2 channel
showed a significant attraction. We find that this attrac-
tion occurs near the antiferromagnetic boundary. Sec-
tion IV contains some concluding remarks.

II. MAGNETIC AND CHARGE CORRELATIONS

The local moment that develops on the Cu depends
upon Ud, c, V, and the filling n, . For n =1 and v=3, Fig.
2 shows Monte Carlo results on a 4X4 Cu02 lattice at
P=6 for the square of the local Cu moment
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versus Ud. Just as for the single-band 2D Hubbard mod-
el, a local moment develops as Ud increases. ' Howev-
er, for the CuO2 three-band Hubbard model, the develop-
ment of the Cu local moment also depends upon c. Fig-
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FIG. 2. The Cu local moment (m, ) vs Ud. Results from a
Monte Carlo simulation on a 4 X 4 Cu02 lattice. The error bars
are of order the size of the points.

FIG. 3. (a) ( nd ) vs s, (b) (n„in„i ) vs e, and (c) ( m,') vs e for
Ud =6 and (n ) = l.
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ure 2 displays results for c, =3, intermediate between the
extreme cases of Fig. 1 where, for small c., doped holes
largely occupy the oxygen sites, and for large c, the
copper sites. For E=2, (Md, ) instead saturates at the
lower value of 0.7, reAecting the increased delocalization
of charge onto the oxygen sites as c decreases. Figures
3(a) and 3(b) show (nd ) and (nztnd&) versus E for a
2X2 Cu02 cluster with n =1,P=S, and Ud =6. The re-
sulting Cu local moment

m, = (nd&+ndt 2nd
—
&nd& )
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is plotted in Fig. 3(c). Here, as E increases, the holes
move from the 0 to the Cu sites and ( nd ) increases as
expected. The nonmonotonic behavior of ( nd &nd t )
arises because the effective bandwidth t,ft=t IE is re-
duced as s increases. This means that Ud lt, tt increases
as c increases, and the resulting correlations actually
reduce (ndtndt) even though (ndt+ndt) is increasing.
The combined e6'ect of this for n = 1 is to increase the lo-
cal moment as E becomes larger than 8; Eq. (2).

For Ud=6, V=O, and v=2, adding one hole per four
CuO2 units (n=1.25) changes the rms value of the Cu
moment from 0.805 to 0.806, while increasing the charge
on 02 by 0.19 out of the total of 0.25. Similarly, for v=4,
the rms value of the Cu moment changes only from 0.830
to 0.800 while the charge on 02 in a Cu02 unit increases
by 0.17. Thus, in the charge-transfer parameter regime,
where Ud & c) 8' the local Cu moment is relatively in-
sensitive to doping and the majority of the added holes
(of order 70—75 %) go onto the 0 sites as previously seen
in Fig. 1. It is important to keep in mind that there are
two 0 sites per unit cell so that, for example, when 70%
of the added holes go onto the 0 sites, this means 35% on
each 0 and 30%%uo on the Cu.

The moments which form on the Cu are exchange cou-
pled by a superexchange interaction mediated through
the 0 sites. Figure 4 shows Monte Carlo results for the
antiferromagnetic structure factor
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FIG. 5. S(m, ~) vs T for n=1 compared with an electron-
doped system with n =0.9.

S (vr, vr) =—g (m, (i)m, (i +j ) )( —1)'1

l~ J

(3)

versus temperature for a 4X4 Cu02 lattice with the inter-
mediate values Ud =4, c.=3, and various band fillings n.
For n =1, S(~,vr) increases at low temperatures in a
similar manner to its behavior for the half-filled Hubbard
model, ' which is consistent with the n =1 system hav-
ing an antiferromagnetic ground state. As the system is
doped away from n =1 by adding holes, S(m, vr) is.
suppressed. Figure 5 shows how S(vr, ~) is changed by
electron doping. We find that, if S (vr, m ) is normalized by
the square of the Cu moment (m, (i)), the response to
electron and hole doping is nearly symmetric. Mean-
while, as the system moves into the charge-transfer re-
gime, the antiferromagnetic response is suppressed. This
is illustrated in Fig. 6, where we show the variation of the
magnetic structure factor S(~,vr ) with doping for various
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FIG. 4. The antiferromagnetic structure factor SE,'~, ~) vs

temperature for different hole doping. This is Monte Carlo data
on a 4 X 4 Cu02 lattice, with Ud =4, v =3, and various values of
n..

FICx. 6. Variation of S(~,m) with doping for different values
of c,. Here Ud =6, and these results are for a 2 X 2 CuO2 lattice.
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values of c and Ud =6. These results, obtained from the
2X2 Cu02 lattice, represent ground-state expectation
values. The effect of decreasing c. is to move the n =1
system into the charge-transfer insulating regime.
As shown in Fig. 7, the local moment on the Cu increases
with c. At the same time, in the strong-coupling regime,
the exchange interaction
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decreases as c is increased. Thus, at a fixed temperature
and filling, S (rr, m)can .exhibit a nonmonotonic variation
with E as shown in Fig. 7. Here S(~,m) for P=8 initially
increases as e increases due to the increase in ( m, ) and
then decreases at larger c due to the decrease in the ex-
change interaction. The full dependence of (md, ) on

Ud, c, and T is an issue which deserves further attention.
We have seen that, in the three-band model, charge

transfer to the oxygen sites reduces the copper moments.
An alternate mechanism for the destruction of the anti-
ferromagnetic order is the tendency of neighboring
copper and oxygen spins to antialign, leading to a screen-
ing of the copper moments. Additionally, a frustration
of the copper antiferromagnetism can occur through the
introduction of ferromagnetic tendencies on copper-
copper links on which the intermediate oxygen is occu-
pied. " The copper-oxygen antialignment which drives
both these effects is clearly seen in the simulations and is
certainly playing some role in the reduction of S(~,~).
Turning on the oxygen Coulomb repulsion, U is prob-
ably important to a full understanding of the system
when oxygen occupation becomes large.

In these simulations, runs were carried out for various
values of the chemical potential in order to study
different band fillings. As previously discussed for the
Hubbard model, at low temperatures Bn/Bp vanishes
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FIG. 8. Monte Carlo data for the band filling n vs p on a
4X4 Cu02 lattice. Here P= 10, Ud =6, e= 2, and V=O and 0.5.
The eA'ect of Vis to enhance the charge-transfer gap.

when n =1 over a range of chemical potential set by the
Mott-Hubbard gap. In the present case, a similar behav-
ior has been reported by Dopf et al. In Fig. 8, we plot
Monte Carlo results on a 4X4 Cu02 lattice for (n )
versus p. The parameters Ud =6, 8 =2 place the system in
the charge-transfer regime where a simple estimate of the
gap would be c+2V. One clearly sees that the Cu-0 hy-
bridization significantly reduces this estimate. However,
V does enhance the gap as expected, although its effect is
reduced by correlations.

Both the dependence of the gap on c. and V and the
variation of the charge on the Cu and 0 sites shown in
Fig. 1 differentiate the charge transfer from the Mott-
Hubbard regime. In order to further explore the nature
of the charge-transfer regime, we examine the charge-
transfer fluctuations. A useful measure of these Auctua-
tions is the charge-transfer susceptibility

(q) = f «(p (r)p (0) ) (4)
0

with p the 2
&

charge-transfer operator
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p
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Here ni", n f', and nt' are the charge-density operators on
the Cu, x-axis 0, and y-axis 0 of the lth CuOz unit cell,
respectively. We are particularly interested in the q~0
limit of gcT which determines the susceptibility of the
system to a transfer of charge between the Cu and the O
sites. It is straightforward to show that
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FIG. 7. ( m, ) and S (m., ~) vs e for a 4 X 4 Cu02 lattice with
Ud =6, P=8, and n= l.

Using a Lanczos procedure, we have calculated ger(0)
versus c. for Ud =6, and various values of V on a 2X2
Cu02 lattice with three, four, and five holes correspond-
ing to n =0.75, 1, and 1.25, respectively. Peaks in gcT
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occur when charge shifts from the oxygen sites to the
copper sites. These peaks are broadened by the Cu-0
transfer t, so, in order to get a feeling for the behavior of
ycT as E is varied, we begin by showing, in Figs. 9(a)—(c),
results with t=0.25. For n=0.75 and n = 1, the charge-

transfer susceptibility peaks at a small value of c, shifted
upwards by Ud times the probability of double occupancy
of the Cu site. This peak reAects the mixed valence re-
gion in which the holes move from the oxygen to the
copper sites. The area under gcT versus c. is set by 2n,
and as V increases, the maximum grows and the peak
narrows. In the insulating antiferromagnetic phase with
n=1 and c + 2, the charge-transfer susceptibility is small
and the dominant Auctuations are associated with the
spins. However, as shown in Fig. 9(c), the doped system
with n=1.25 has both a mixed valence response near
c=0 and a charge-transfer structure for c= Ud —2 V.

For N+1 holes on an N unit-cell cluster, a strong-
coupling calculation predicts two peaks in the charge-
transfer susceptibility at small c. The first, at v=0, de-
scribes the transition from a state of energy (N + 1)c, with
all N+1 holes on the oxygen sites, to a state of energy
Nc, having N oxygen holes and one copper hole with no
neighboring oxygens occupied. The second transition at
c, =2V/(N —1) is to a state of energy e+2V, where all
but one of the holes are now on copper sites. In the ther-
modynamic (N~ ~ ) limit, these coalesce into a single
peak but appear separated in Fig. 9(c) due to the finite
lattice size. Of course, the final peak at c= Ud —2V in

ycT is associated with the last remaining oxygen hole
doubly occupying a copper site. This response appears in
Fig. 9(c) as the broad peaks near E=4 and 6 for V= 1 and
0, respectively. The width of these peaks increases fur-
ther with t so that the strong-coupling structure evident
in Fig. 9(c) for t =0.25 is washed out as t increases. This
is seen in Fig. 10 where we compare FACT versus c. for
n = 1.25 with Ud =6, V= 1, and t =0.250 and 1.00.
Monte Carlo results for ycT on a 4X4 CuOz lattice with
t =1 and n =1 are shown in Fig. 11. Here the broaden-
ing produced by the larger copper-oxygen transfer t is
again clearly evident. A similar broadening is observed
at n=1.25, where ycT exhibits a single broad structure-
less peak centered at small c. For an intersite Coulomb
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FIG. 9. The charge-transfer susceptibility pcT vs c for
different band fillings. (a} n =0.75, (b} n = 1.0, and (c} n = 1.25,
with t=0.25, Ud=6, and V=O and 1. These results were ob-
tained from Lanczos calculation on a 2 X 2 Cu02 lattice.

FIG. 10. The charge-transfer susceptibility gcT vs c for
n = 1.25 with Ud =6, V= 1, t =0.25 and 1.0. This clearly shows
how increasing t broadens the response.



776 SCALETTAR, SCALAPINO, SUGAR, AND WHITE

interaction V ( t, the charge-transfer response near
c= Ud —2V remains featureless, just as shown in Fig. 10
for the 2 X 2 Cu02 lattice with t = 1.

III. PAIRING INTERACTION

In the previous section, we have seen how the parame-
ters c, V, Ud, and the doping n afFect the magnetic and
charge correlations. In this section we discuss the possi-
ble role of the antiferromagnetic and charge-transfer Auc-
tuations in providing an attractive pairing interaction. In
analogy with the electron-phonon interaction, the ex-
change of antiferromagnetic Auctuations within a simple
random-phase approximation (RPA) treatment have been
shown to lead to an attractive interaction in the d-wave
channel. ' ' In the same way, weak-coupling calcula-
tions ' near the charge-transfer instability have shown
that the exchange of A, g charge-transfer fluctuations can
lead to an attraction in the s* channel. However, from
these calculations it appears that the system must be
doped a significant amount away from n = 1 and V must
be larger than t for the charge-transfer fluctuations to
provide an attraction. On the other hand, Emery and
Reiter' have suggested that a modest value of V can
enhance the spin-fIuctuation mechanism, giving rise to an
increase in the efFective superexchange coupling between
two Cu's in the presence of doped holes. They point out
that this can lead to an s*-channel attraction. Alternate-
ly, Wagner et a/. have argued that V can lead to an
enhancement of the Kondo Cu-0 interaction and via a
constructive interplay with the Cu-Cu antiferromagnetic
exchange to an s*-wave attraction which exceeds the d-
wave attraction for a range of doping near n = 1.

Lanczos calculations have also been used to study the
binding of two holes on small Cu02 clusters. ' Here
magnetic, charge-transfer, and combined mechanisms
were identified in various parameter regimes. However,
for the small clusters that could be diagonalized, the neg-
ative binding energies for V=O, which arose from spin-

spin correlations, disappeared when physically reasonable
on-site oxygen Coulomb interactions were taken into ac-
count. In addition, it was found that unphysically large
values of V were required to obtain negative binding ener-
gies in the charge-transfer regime. Furthermore, this
pushed the system very near to a charge-transfer instabil-
ity.

For example, in Ref. 19 it was found that, for Ud =8
and c.= 1, the binding energy

b =E(6)+E(4)—2E(5)

for two holes added to a 2X2 Cu02 cluster was initially
reduced by V, but for V& 1.5, 4 became negative. Then,
as V approached 2, the system became unstable with
respect to a real-space condensation of holes. Following
this procedure we have calculated the binding energy 6
for Ud =6, V = 1, and various values of t. In Fig. 12, 6 is
plotted versus c for Ud =6, V = 1, and t =0.50 and 1.00.
One sees that, for t=0.50, there is a region of binding
near the c=O peak in the charge-transfer susceptibility,
but there is no region of binding for t=1.00. Naturally,
since the energies are measured in units of t, the t=0.50
curve corresponds to an efFective set of parameters,
"t=1, Ud =12, V=2." Thus, it appears that one needs
V ) t in order to obtain this type of binding due to
charge-transfer fiuctuations. Large values of V/t are ac-
cessible to Lanczos studies, but not to the quantum
Monte Carlo where the fermion sign problem prevents
simulations at low temperature. It is also interesting that
the binding occurs near the c. -=O peak rather than near
the c,-=Ud —2Vregime.

An alternative approach to examine the tendency to-
wards pairing is to calculate various pair-field susceptibil-
ities. The pair-field susceptibility for the n-singlet chan-
nel is given by

P = J dr(h (r)b, (0)) (7)
0

with
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FIG. 11. gcT vs E for a 4X4 CuOz lattice at P=8 with t= 1,
V= 0, and n = 1.

FIG. 12. The binding energy 6 for adding two holes to a
2 X 2 CuO2 cluster vs e for Uq =6, V= 1, and t=0.5 and 1.0.
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—Xg-(P)d, td
1

Here g (p) =1 for s wave and cosp +cosp with the plus
sign for an extended s' wave and the minus sign for d

wave, respectively. By using the Cu d operators, we are
assuming, consistent with NMR data, ' that the pair field
has some overlap with the Cu sites. In order to deter-
mine whether the interaction is attractive or repulsive in
a given channel, we also calculate P, given by

0.40— Ud=4. 0 e =3.0 a p,
0 Ps

0.30—

0.20 — zg
CO

0.10—

pp I I I I I I I I I I I I I I I I I I I I I I I I I I I I I

0.0 0.10 0.20 0.30 0.40 0.50 0.60

P~= I dv Q—G~t(r)G ~t(~)g (p),
o N

with 6, the dressed single-particle propagator. As dis-
cussed in Ref. 8, the quantity P gives the contribution to
the pair-field susceptibility, which comes from two
dressed, but noninteracting, propagators. Thus, P —P
represents the contribution of the particle-particle in-
teractions in the ath channel and is positive for an attrac-
tive interaction and negative for a repulsive interaction.
As discussed in the Introduction, we expect that, al-
though it may not be feasible to carry out Monte Carlo
simulations at the low temperatures required to see a
strong buildup of pairing correlations, we should be able
to reach temperatures which are sufficiently low that the
Auctuations which mediate the pairing are well formed.
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FIG. 13. The temperature dependence of the pair-field sus-
ceptibilities P and P for Ud=4, @=3, and n=1. (a) s wave,
(b) s wave, and (c) d wave.

FICx. 14. P and P vs s with n=1, Ud=6, and P=S. (a) s
wave and (b) d wave.
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An example of the temperature dependence of the
pair-field susceptibilities is shown in Figs. 13(a)—13(c).
Here, for intermediate values of the parameters Ud=4,
8=3, V=O, and n=1, we have plotted P and P for the
s-, s*-, and d-wave channels. It is clear that the interac-
tion is repulsive in the s-wave channel. Note that this
repulsive behavior is evident even for temperature T-1.
This rejects the on-site Ud interaction. Since this static
interaction exists at all temperatures, the suppression of
P, relative to P, extends over the full temperature range.
Figures 13(b) and 13(c) show results for the extended s*-
and d-wave channels, respectively. Here we see a quite
different behavior. First, at high temperatures where
spin correlations are negligible, P is equal to P . As the
temperature is lowered and the antiferromagnetic corre-
lations form, P increases over P, indicating an attrac-
tive spin-Auctuation-mediated interaction for both the s
and d-wave channels. The d-wave channel appears to be
the most attractive. We believe that the suppression of
the noninteracting dressed propagator contributions to
P at low temperatures reAects the formation of a spin-

density-wave gap in the quasiparticle spectrum for n =1.
Similar behavior has been found for the half-611ed Hub-
bard model, although there only the d wave showed any
significant enhancement from the interactions. One
significant distinction between the single- and three-band
models is this very marked increase in the enhancement
of the extended s*-wave pairing response. This enhance-
ment of P over P for the s*- and d-wave responses de-
pends upon s as shown in Figs. 14(a) and 14(b). It ap-
pears to be associated with intermediate values of c.,
where the charge-transfer insulating state has well-
developed local moments which are strongly exchange
coupled. At larger values of c, the exchange coupling de-
creases. Thus, the c dependence of this enhancement also
supports identification of the antiferromagnetic spin Auc-
tuations as the source of the pairing interaction.

Note that, although these results for the 4X4 CuOz
lattice were taken with a chemical potential adjusted to
give n =1, the addition of two holes by A~ corresponds
to a doping of n = 1.125. We now explore the more gen-
eral doping problem. In Figs. 15(a) and 15(b) the extend-
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FICx. 15. The pair-field susceptibilities P and P vs n for
U&=6, e=2, and P=8. (a) s* wave, and (b) d wave.

FICs. 16. The pair-field susceptibilities vs V for Ud =6, c, =2,
and P= 8. (a) s* wave and (b) d wave.
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FIG. 17. I for the s - and d-wave channels vs T for Ud=4,
c, =3, and n =1.

ed s - and d-wave pair-field susceptibilities P and P are
plotted versus n for P=8 with Ud=6, V=o, and e=2.
As discussed, the extended s'-wave and d-wave channels
have P )P, indicating an attractive pairing interaction
for n near 1. The d-wave susceptibilities are larger than
the s *-wave susceptibilities, but both are increased by the
interaction. In all cases, the noninteracting dressed prop-
agator response P is depressed at n =1, rejecting the
formation of a spin-density-wave gap in the quasiparticle
spectrum at n=1. Near n=1 the enhancement due to
the interaction vertex is most visible. However, based
upon the behavior of P, the region most favorable to the
formation of a superconducting phase in a large system is
expected to occur as the system is doped away from n = 1,
and the gap in the quasiparticle spectrum disappears.

When the intersite Coulomb interaction V is turned on,
the pair-field susceptibilities P and P are both
suppressed, as shown in Fig. 16. This is presumably asso-
ciated with wave-function renormalization effects and
makes it dificult to determine the effect of V on the pair-
ing interaction. One approach to sorting out the wave-
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FIG. 19. I vs n with Ud=6, V=O, a=2, and P=S. (a) s*-
wave channel and (b) d-wave channel.
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P
1+I P

(10)

and solving for I, one obtains

I =P ' —P

Figure 17 shows I" for the s*- and d-wave channels
versus T for Ud =4, E.=3, and n = 1 obtained from the re-
sults for I' and I' shown in Figs. 13(b) and 13(c). As
the temperature is lowered and the antiferromagnetic
spin correlations develop, I and I d become attractive.

S

As previously discussed, I, is repulsive at all tempera-
tures, reAecting the static on-site Cu Coulomb interaction
Ud ~

We have also used Eq. (11), with the results shown in
Figs. 14 and 15, to determine the dependence of I on e
and n shown in Figs. 18 and 19, respectively. Comparing
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FIG. 20. I vs V with U~=6, c.=2, P=8, and n= l. (a) s
wave channel and (b) d-wave channel.

function renormalization eFects is to assume that the ir-
reducible particle-particle interaction vertex is replaced
by a constant I . Then

I versus E with the results for S(m., m ) versus e in Fig. 7,
it is clear that the strength of the antiferromagnetic spin
fIIuctuations are correlated with the behavior of I + and

S

I d. This is also c1ear from its n dependence. Figure 20
shows I versus V for the d and s* channels determined
from the Monte Carlo data of Fig. 16. Plotted in this
way, it appears that V enhances the I' + attraction and

perhaps also enhances I „+. This implies that the de-

crease in P ~ and I'd seen in Figs. 16(a) and 16(b) as Vis
increased arises from wave-function renormalization
effects. The constant vertex approximation of Eq. (11)
represents one approach to removing these eFects and ex-
amining the dependence of the pairing interaction itself
on V.

IV. CQNCLUSIQNS

The qualitative behavior of the spin and charge corre-
lations of the three-band Hubbard model, discussed in
Sec. II, are similar to the observed behavior of the cu-
prate materials. In particular, the dependence of the site
occupancy with respect to electron and hole doping, the
occurrence of a charge-transfer gap which depends upon
c and V, the strong antiferromagnetic correlations at a
filling of one hole per Cu, along with the rapid decrease
of these correlations with doping, all fit the basic experi-
mental pattern which has emerged. Our parameters
(t =1, Ud=6, c, =&, V=0.5) are in rough agreement 6

with various estimates (t=1.5, Ud=9, e=3, V=0.75)
which have been made, and we have varied them to in-
clude the c- Ud —2V regime. '

In agreement with earlier cluster calculations and
weak-coupling results, we find that unphysically large
values of V are required to enter the region of the
charge-transfer instability. In addition, as one expects,
the charge-transfer susceptibility lacks the electron-hole-
doping symmetry suggested by the La-Sr and Nd-Ce ma-
terials.

Near the antiferromagnetic regime, characterized by a
doping of one hole per CuOz, we find evidence for attrac-
tive interactions in both the s*-wave and d-wave chan-
nels. This is diFerent from the one-band Hubbard model
where only the d-wave channel showed a significant at-
traction. It suggests that there is an attractive near-
neighbor unit-cell interaction between two fermions. Re-
placing the irreducible particle-particle interaction vertex
by a constant I, we used Monte Carlo data for the pair-
field susceptibility to determine the dependence of I on
c, n, and V. The dependence of I on c, and n showed a
strong correlation with the dependence of the antiferro-
magnetic response on these same parameters. It also ap-
peared that, near the antiferromagnetic boundary, V
enhanced the s*-wave pairing interaction and possibly
the d-wave one as well. From our present results we are
unable to determine which channel, d or s* wave, will
dominate at low temperatures or, in fact, whether the
system will ultimately go into a superconducting phase.
Clearly one needs to extend these simulations to lower
temperatures and larger lattices in order to further ex-
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plore the pairing correlations of the three-band Hubbard
model.
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