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Electron-sublevel-anticrossing effects have been studied in coupled quantum wells where the exciton
binding energy is comparable to the minimum sublevel splitting. The anticrossing was induced by apply-
ing an electric field to align the first and second sublevels of adjacent wells. In this situation the
electron-hole Coulomb interaction has a strong effect on the splittings measured by optical techniques,
because the optical spectra typically measure exciton energies rather than single-particle energies. The
most striking effect is that the minimum splitting of the excitons associated with each of the split elec-
tron levels does not occur at the same field as for the minimum splitting of the bare-electron levels. One
unexpected but readily observable consequence is that when the same electron-sublevel splitting is mea-
sured using two different pairs of intrawell and interwell exciton transitions, the field for minimum exci-
ton splitting can differ by up to —10% from one pair of transitions to the other. We have constructed a
variational model of the coupled excitons that explains these effects in terms of Coulomb mixing of the
delocalized electron states. We have measured the exciton splittings directly by photocurrent spectros-
copy in three GaAs/Alo 3Gao 7As multiple-quantum-well structures. The samples were similar in design

0

except that the Al Ga& As barrier thickness varied from 15 to 35 A. By fitting our variational model
to the experimental anticrossing data, we have been able to deduce the actual bare-electron level split-
tings rather than the exciton splittings. Within the experimental accuracy, we find that the minimum
splitting decreased exponentially with increasing barrier thickness, as would be expected for simple
quantum-mechanical tunneling.

I. INTRODUCTION

The anticrossing of energy levels brought into degen-
eracy is a well-known property of quantum-mechanical
systems. This anticrossing physics extends directly
across to the growing research field of coupled sernicon-
ductor quantum wells. These structures consist of two or
more quantum wells separated from each other by thin
barriers. The simplest case is that of two identical wells,
which was considered theoretically by Kane in 1967.' He
derived an analytic formalism for calculating the splitting
EE of the otherwise degenerate sublevels of the individu-
al wells caused by the coupling through the barrier. The
work of Kazarinov and Suris in 1971 opened up another
dimension to the problem, when they considered the case
of resonant coupling induced by an external electric
6eld. When the electric field F is applied perpendicular
to the plane of the quantum wells, it adjusts the potential
of one well with respect to its nearest neighbors, as shown
for the case of two identical wells in Fig. 1(a). For most
applied fields, the structure behaves like two isolated
wells, with the particles localized predominantly in just
one of the wells. However, at certain key resonant fields

F„„the levels of the adjacent wells line up with each oth-
er. At these resonant 6elds, the levels become delocalized
and extend across both wells [see Fig. 1(b)]. Because of
the finite coupling through the barrier, the levels repel
each other as they are brought into resonance, showing
anticrossing behavior with a minimum level separation
AE.

Experimental and theoretical interest in coupled quan-

turn wells has advanced considerably over the last five
years or so, paralleling the advances in epitaxial growth
of quantum structures. This research is prompted both
by basic interest in the coupling physics and also by po-
tential application of coupled quantum wells in optoelect-
ronic devices. There has been a great deal of work on
measuring and understanding the electronic and optical
properties of these systems, in a variety of material sys-
tems. Much of the work focuses on understanding
and measuring the coupled states at the resonant 6eld, ei-
ther for coupled electrons or holes. ' ' There have
also been a number of experimental and theoretical stud-
ies which concentrate specifically on the nature of the ex-
citons in coupled quantum wells, ' including the re-
cent exciting observation of an excitonic phase transition
in such systems. From the point of view of both basic
physics and also device optimization, it is essential to be
able to determine bE accurately. To date, all attempts to
measure hE have used optical spectroscopy, in which the
exciton energies are followed as the applied field is swept
through the resonance. ' ' ' ' ' Close to the resonant
field the anticrossing of the levels is reflected in the ab-
sorption or photoluminescence spectra as a splitting be-
tween the two exciton lines associated with each of the
two split levels. In the simplest picture of the coupling,
the exciton energies simply follow those of the resonant
single-particle levels, and AE can be extracted directly
from the spectra as the minimum splitting of the exciton
lines. However, it is obvious from this single-particle pic-
ture is too simplistic, because the exciton binding energy
(5—10 meV) is of the same magnitude as b,E for many
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(a) LOW
FIELD

(b) RESONANCE

FIG. 1. Two coupled quantum wells in an applied perpendic-
ular electric field, each with two confined states per well: (a)
below resonance, (b) at resonance. AE is the level splitting at
the resonant field.

coupled wells. It is therefore to be expected that
Coulomb efFects will cause significant alterations to the
measured spectra.

In this work we study coupled-quantum-well effects in
multiple-quantum-we11 structures, rather than the
coupled-double-well structure sketched in Fig. 1. At low
fields these multiple-quantum-well samples behave like
superlatiices, showing miniband formation and Stark-
ladder effects. We will consider these low-field effects in
a future publication. Here we consider the behavior at
high fields, where the superlattice minibands have broken
up, and the levels are localized in the individual wells. In
this high-field limit, we observe el-e2 resonances when
the field aligns the first electron sublevel of one well with
the second sublevel of its nearest neighbor. The physics
of this resonance is essentially the same as for the
double-well resonance sketched in Fig. 1(b), only that the
resonance is repeated many times throughout the struc-
ture for each pair of adjacent wells. Although we have
only studied one particular electron resonance, the exci-
tonic effects discussed here are general to all coupled-well
systems, including the e1-e1 resonances in symmetric or
asymmetric coupled double quantum wells. The e1-e2
resonance is particularly interesting to study because
there are two distinct ways to observe it: (1) through the
(hh 1 ~e 1)-like optical transition; (2) through the
(hhl ~e2)-like transition. It is the difference between
these two transitions that reveals the effects of the exci-
tons on the coupling.

In our earlier Brief Report, we outlined how the field
for minimum exciton line splitting differs from the true
resonant field, and the shift varies between the two
different types of optical transitions. In the original
GaAs/Alo 3Gao 7As sample, the shift was +5%. Unlike

space-charge effects, " this is an intrinsic property of the
optical transition. The shift cannot be adequately ex-
plained in the single-particle picture, and a more com-
plete model is required that includes a full calculation of
the field-dependent exciton energies around the resonant
field. In this paper, we present data on two new samples
with thinner barriers and correspondingly larger values
of AE. We give a full description of the variational mod-
el we have developed to calculate the exciton energies,
and compare it to the experimental data on the three
samples. In this way we have been able to study the
dependence of AE on the barrier width both experimen-
tally and theoretically, and to examine how the value for
the band-ofFset ratio for the GaAs/Al„Ga, As system
affects the results.

The paper is laid out as follows. In Sec. II we describe
the design of our three GaAs/Al„Ga& „As multiple-
quantum-well samples. In Sec. III we discuss how the
optical properties of a multiple-quantum-well structure
are modified close to the resonant field. In Sec. IV we
present experimental measurements of the photocurrent
spectra of the three samples around the resonance field.
In Sec. V we give a qualitative discussion of the results,
and in Sec. VI we describe the variational exciton energy
calculation which we used to make a quantitative com-
parison between theory and experiment. In Sec. VII we
draw our conclusions.

II. SAMPLE DESIGN

We studied resonant coupling effects in three
GaAs/Al, Ga, As multiple-quantum-well (MQW) sam-
ples. The samples were designed to have a GaAs well
thickness L„of95 A with an x value of 0.3 for the bar-
riers, and with the barrier thickness Lb varying from 35
to 15 A. Table I gives details of the samples as deduced
from x-ray measurements. The accuracy of the x-ray
measurements is estimated to be +2%, except for the
very thin barriers, where the accuracy is closer to 10%.
These x-ray measurements tell us that our growth calcu-
lation is accurate to about 10%. The number of periods
was chosen in order to keep the total nominal MQW
thickness to approximately 1.0 pm throughout. The
quantum wells were grown as the intrinsic region of a p-
i-n structure, so that an approximately uniform electric
field could be placed across the quantum wells by apply-
ing reverse bias to -the diode. 200-pm mesas were etched
into the wafers, and the optical window was typically
200X 100 pm after making the wire bonds. Resonant
coupling effects were also observed in a fourth sample

TABLE I. Sample parameters from growth calibration and x-ray measurements.

Sample

I
II
III

Well
width
(A)

86
95
87

Barrier
width
(A)

34
23
18

0.34
0.28
0.30

Number
of

periods

80
93
91

Total
MQW

thickness
(pm)

0.96
1.10
0.96
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III. OPTICAL TRANSITIONS

Let us Grst understand the coupling of the electron lev-
els in adjacent wells, neglecting for the moment the
electron-hole Coulomb interaction. In Fig. 2 we sketch a
portion of the conduction and valence bands of a MQW
in which there are two electron sublevels per well. Three
field values close to the e1-e2 resonant field are con-
sidered: (a) F slightly less than F„„(b)F =F„„and (c)
slightly greater than F„,. For clarity, only the electron
and first heavy-hole sublevels of each quantum well are
shown. The vertical arrows represent the n =1 heavy-
hole (hh) optical transitions. Because the field is close to
resonance, it is necessary to consider the spreading of the
e 1 and e2 levels into their nearest neighbors. This gives
rise to spatially "indirect" (interwell) transitions as well
as the spatially "direct" (intrawell) transitions. The os-
cillator strength of these transitions is proportional to the
overlap between the localized hhl level and delocalized
electron levels.

Figure 2(b) considers the case of ~F F„,~

=0. At—this

(a) F & Fres (b) V = Fres (c} F ) Fr~s

FIG. 2. Schematic band diagram of three wells from within a
coupled multiple-quantum-well structure with two electron sub-
levels per well. For clarity, only the Srst heavy hole and the
electron sublevels are shown. Three field strengths are con-
sidered: (a) F slightly less than F„„(b)F=F„„(c)F slightly
greater than F„,. Solid lines for the levels indicate a large prob-
ability amplitude, whereas dashed lines indicate a smaller am-
plitude. The n =1 heavy-hole intrawell transitions are indicat-
ed by solid vertical arrows, while interwell transitions are indi-
cated by open arrows.

0
with lower, thicker barriers (x =0.2, Lb =65 A). In this
sample, the splitting was too small to be resolved even at
low temperatures, although the resonant coupling was
still detectable by an anomalous exciton line broadening
at the resonant field.

Intuitively, we expect that the quantum-mechanical
coupling between adjacent wells will be related to the
single-particle tunneling probability through the central
barrier. This can be calculated from elementary quantum
theory to be exp I

—2Lb [2m '( Vo E)]—'~ 2/fiI, where Lb
is the thickness of the barrier, m * is the effective mass of
the particle in the barrier, Vo is the barrier height, and E
is the particle energy. (A more rigorous justification of
this statement based on Kane's formalism is given in Ref.
14.} In this picture we expect the resonant coupling to in-
crease by about an order of magnitude from sample I to
sample III.

Geld strength, the el and e2 levels of adjacent wells
would be degenerate in the absence of coupling. The cou-
pling lifts the degeneracy, and gives rise to two states
spanning both wells with the minimum separation hE be-
tween the two levels. The electron probability amplitude
is roughly 50% per state per well. This results in two
strong intrawell optical transitions per well associated
with the n =1 heavy-hole transition. The energy separa-
tion of these two intrawell transitions is hE, and each has
a relative oscillator strength of -0.5. These two transi-
tions are indicated by the solid vertical arrows in each
well in Fig. 2(b).

As ~F F„,~

—increase from 0, the energy separation of
the e1 and e2 levels of adjacent wells increases. The lev-
els become more localized in their own wells, with a cor-
responding decrease in the probability amplitude in the
adjacent well. This is indicated by the solid and dashed
lines representing the electron levels in Figs. 2(a) and 2(c),
which consider the case where ~F F„,~

i—s small but
finite. For each well there is now one intrawell transition
as indicated by the solid vertical arrows, and a second in-
terwell transition as indicated by the open arrows. The
intrawell transition is the stronger of the two because the
electron and hole are localized predominantly in the same
well, whereas for the interwell transition the electron and
hole are predominantly in different wells. In Fig. 2(a)
where I (F„„the interwell transition has the larger en-

ergy, whereas for Fig. 2(c) where F )F„„the interwell
transition is at the lower energy.

When ~F F„„l becom—es larger still, the oscillator
strength of the interwell transition drops off to the point
where it becomes undetectable. In this case it is only
necessary to consider the intrawell transitions; the spec-
tra behave like those of a "normal" (uncoupled)
multiple-quantum-well structure.

In Fig. 3 we show a three-dimensional (3D) plot of the
wave-function amplitude for two resonant e1-e2 levels of
Fig. 2 as the field is swept through resonance. These
wave functions were calculated for sample I. At low field
we have two well-resolved states with either e1 or e2
character, with the e1-like level at the lower energy. As
the field is increased, the two levels begin to mix with
each other through the barrier, and at the resonant Geld
(83 kVcm '}, the wave functions have approximately
equal e 1 and e 2 character. Above F„„ the levels
separate out again and recover their individual el and e 2
character. Note that the lower-energy state evolves con-
tinuously from an e 1 state to an e2 state, and vice versa,
which is obvious from inspection of Fig. 2. However, the
levels (and therefore the optical transitions) are uniquely
identified at all fields by the number of wave-function
nodes in the wells of interest. In the language of molecu-
lar physics, the wave function with one node at lower en-
ergy is the "bonding" state, while the double-noded
higher-energy level is an "antibonding" state.

From the simple description given above, one would
expect to be able to determine the minimum level split-
ting hE from studying the energy dependence of the in-
terwell and intrawell optical transitions. However, in or-
der to do this, the photon has to create a hole at the same
time as an electron, and the Coulomb interaction can per-
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cally -2 meV. At 300 K we observed a small anomalous
broadening in both the n =1 heavy- and light-hole exci-
ton absorption lines at 7 V in sample I, while in samples
II and III the splitting of the levels at resonance was just
resolvable around 8 V. On cooling, the exciton
linewidths were very considerably reduced, making for
better resolution of the resonant coupling efFects. From
now on, we shall concentrate exclusively on the low-
temperature data.

As an example of the low-temperature spectra, we
show in Fig. 4 the photocurrent spectra of sample I at 0,
S.0, and 7.0 V taken at 30 K. We have identified the vari-
ous transitions that are resolved in the spectra by calcu-
lating the energy levels with a tunneling resonance pro-
gram. ' In our notation, Hij (Lij ) refers to a transition
from the ith heavy- (light-) hole sublevel to the jth elec-
tron sublevel. The "forbidden" transitions with i' be-
come stronger as the voltage increases. Note that at 7.0
V, the H11, I.11,H21, and H31 transitions are all anom-
alously broadened. These transitions have in common
the fact that they terminate on the e1 level, and give an
indication of the resonance of the e1 and e2 sublevels of
adjacent wells. This anomalous broadening occurs at the
same voltage as measured for the anomalous broadening
of the H11 transition at room temperature.

In Figs. 5(a) —5(c) we show 3D plots of the band-edge
photocurrent spectra of the three samples around the e 1-
e2 resonance field. In Figs. 6(a)-6(c) we show the field
dependence of the H11 exciton lines as a function of ap-
plied voltage, as deduced from the spectra, together with
a theoretical 6t to be discussed below. %"e will concen-

0
H1

H22

FIG. 3. Coupled "bare" electron wave functions as a func-
tion of electric Geld calculated for sample I. The el-e2 reso-
nance occurs at 83 kV cm ' in this structure. Wave function (a)
is the double-noded higher-energy "antibonding" level, while
wave function (b) is for the single-noded "bonding" level.

00
0

H12 H22

7.0V

turb the wave functions, thereby complicating the
analysis. In the sections which follow, we discuss the
e8'ect of the electron-hole Coulomb interaction on the
measured transition energies.

1.60 3.65
PHOTON ENERGY (eV)

= 0.33
= 35A

Photocurrent spectra were taken for the three samples
both at room temperature and at low temperature (~ 50
K) using a tungsten lamp as the excitation source. With
a 0.2S-m monochromator, the energy resolution was typi-

FIG. 4. Photocurrent spectra of sample I at 30 K for 0, 5.0,
and 7.0 V reverse bias. The assignment of the resolved transi-
tions was done by comparing the spectrum with the calculated
energy levels.
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trate first on sample I [Figs. 5(a) and 6(a)]. The Hl I
heavy- and L11 light-hole exciton absorption lines dom-
inate the spectra. From the point of view of resonant
coupling, the interesting spectral feature can just be dis-
cerned in the gap between the heavy- and light-hole exci-
ton lines, at voltages from 6.4 to 7.0 V. We identify this
as the H112 interwell transition. The subscript refers to
the number of nodes in the electron wave function. This
interwell transition is seen to merge into the high-energy
wings of the H11& line as the voltage is increased. Be-
cause the barrier is relatively thick (Lb=35 A), the
resonant-coupling e6'ects are not particularly strong, and
the energies of the direct and indirect excitons have to be

7.4

deconvolved from the spectra. Figure 6(a) shows the en-
ergies of the H11& and H112 excitons as a function of ap-
plied voltage. We observe clear anticrossing behavior for
the two levels, with a minimum splitting of -4.5 meV at
7.0 V. Note how the two transitions change character on
passing through the resonance field.

Figure 5(b) shows the spectra for sample II near the
el-e2 resonance field. Since the barrier is thinner than
for sample I (25 A as opposed to 35 A), we expect to see
stronger resonant-coupling effects. This is indeed the
case. At 7.0 V the H11, line is clearly seen in the spectra
at 1.537 eV. The oscillator strength of this transition
gradually diminishes with increasing voltage. By con-
trast, the H11z line, which occurs at a slightly higher en-

ergy, is observed to increase in oscillator strength as the
voltage is increased. The energy separation of the lines is
minimum around 8.4 V, at which point the two lines are
clearly resolved in the spectrum, with approximately the
same oscillator strength. The voltage dependence of the
Hl1, and H112 lines is given in Fig. 6(b). We find a
minimum separation of 8.7 meV, which is almost twice as
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FICx. 5. 30 plots of the band-edge photocurrent spectra as a
function of reverse bias. (a) Sample I (Lb=35 A) at 30 K. {b)
Sample II (Lb =25 A) at 30 K. (c) Sample III (Lb = 15 A) at 50
K.

FICx. 6. H11 exciton energies versus reverse bias: (a) Sample
I, (b) sample II, (c) sample III. The solid lines show the results
of a variational calculation of the exciton transition energies de-
scribed in Sec. VI using the sample parameters given in Table
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large as for sample I.
Figure 5(c) shows the spectra for sample III. The first

point to notice for this sample is that the exciton lines are
quite significantly broader than for samples I and II,
presumably because of the lifetime broadening by faster
tunneling. By the same token, the resonant coupling
effects are even stronger than for sample II. The voltage
dependence of the H11& and H11z excitons is given in
Fig. 6(c), from which we see that the minimum splitting is
20.8 meV.

Looking at the data for the three samples presented to-
gether in Figs. 5(a) —5(c) and 6(a)—6(c), one of the most
striking features is the decrease in AE with increasing
barrier thickness. As discussed brieAy above, this is relat-
ed to the exponential dependence of the interwell cou-
pling on the barrier thickness. We will return to discuss
the dependence of AE on the barrier thickness in more
detail in Sec. VI.

Referring back to Fig. 2, it is evident that there is an
equivalence between the e1 and e2 levels at the resonant
field. Therefore, we would expect to observe a similar an-

Ial 3

ticrossing behavior in optical transitions which terminate
on the e2 state as well as those terminating on the e1
state. The best resolved absorption line around the reso-
nant voltage which terminates on the e2 state is the H12
forbidden transition in our samples (see Fig. 4). In Figs.
7(a) and 7(b) we show a 3D plot of the spectrum around
the H12 transition for samples I and II. (We could not
resolve the H12 transition for sample III.) Figures 8(a)
and 8(b) show the corresponding H12 exciton energies as
a function of applied voltage for the two samples. The
anticrossing behavior is evident for both samples. In par-
ticular, the anticrossing behavior is much clearer for sam-
ple I in the H12 transition than for the H11 transition.
On comparing Figs. 6(a) and 6(b) and 8(a) and 8(b) we no-
tice immediately that in both samples the field depen-
dence of the H11 and H12 anticrossings are different.
Although the same electron resonance is involved in both
transitions, the voltages for the minimum splitting is
different for the two cases. This is a very surprising re-
sult, since one would expect that the line splitting would
be determined solely by the e1-e2 splitting, which is iden-
tical for the two transitions. Moreover, the minimum
splittings have different magnitudes for the two transi-
tions in the same sample. These are the key observations
of this work. We show below that these effects are a
consequence of the electron-hole Coulomb interaction,
and that they can be explained quantitatively.

V. DISCUSSION

In the single-particle picture, we would observe transi-
tion energies as shown in Fig. 9 for the H11 and H12

ibI

f8+ '8g~

66 ~ a a I a

(=-::::—— H1 22

~ H12(
1.64

35A

1 ~ 66 I I I I I I f c

I I I I I I I ~

5.O 7.5
Voltage (V)

C
UJ

o (b) 25A

1 0.0

1.64-

H12 )

FIG. 7. 3D plot of the photocurrent spectra in the vicinity of
the H12 transition as a function of reverse bias: {a) sample I at
30 K, (b) sample II at 50 K. Note that the photon-energy scale
has been expanded compared to Fig. 5, and that the baseline has
been offset for clarity. The absolute baseline position for {a) can
be inferred from Fig. 4.

1 62
5.0 7.5 1 0.0

Voltage (V)

FIG. 8. H12 exciton energies versus applied bias: (a) sample
I, (b) sample II. The solid lines are the results of the variational
calculation using the same sample parameters as for the corre-
sponding calculations for Fig. 6.
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FIG. 9. Schematic field dependence of the H11 and H12 op-
tical transition energies for the three-well system of Fig. 2
neglecting excitonic effects. Intrawell transitions are indicated
by the solid lines, while interwell transitions are shown by the
dashed lines.

transitions. The solid lines depict strong intrawell transi-
tions, while the dashed lines indicate the weaker interwell
transitions. The figure is drawn for the three wells of Fig.
2. At zero field the e1 levels of the three wells form a
three-level miniband. On increasing the field, the three
levels localize and fan out in a Stark ladder as shown in
the figure. The same behavior is true for the e2 levels.
The quantum-confined Stark effect adds a redshift to the
transition energies at high fields. This redshift is much
smaller than the linear Stark shift of the interwell transi-
tions arising from the potential drop between adjacent
wells. The resonant field is simply the field for lining up
the e1 and e2 levels of adjacent wells, which corresponds
to the intersection point of the H11 and H12 intrawell
and interwell transitions as shown in the figure. From
the symmetry of the situation the "crossing point" must
be the same for both transitions, as must be the splitting
of the transitions at F„,. The subscripts attached to the
transitions at the resonance refer to the number of wave-
function nodes.

Miniband and Stark-ladder behavior were only ob-
served in the e1 levels of sample III in forward bias and
also in reverse bias up to 1.5 V. At the higher values of
reverse bias considered here, the n = 1 heavy-hole absorp-
tion lines have a relatively small linewidth and show a
strong quantum-confined Stark shift for all three samples.
This behavior is characteristic of localized levels. The
e2 levels have a greater tendency to delocalization due to
their lower confinement energy. The n =2 absorption
lines were significantly broader than the n = I lines (see,
e.g. , Fig. 4), but were still clearly resolvable for samples I
and II, indicating substantial localization for the e2 levels
at the field strengths of interest here. In sample III the
n =2 transitions were weak at all field strengths, and only
detectable as a shoulder around 1.65 eV. However, the

H12

H12

Ch
4)

LU

Fres Field

FIG. 10. Expanded version of Fig. 9 showing the detailed
Seld-dependent optical transition energies close to resonance
with ( ———) and without ( ) the electron-hole Coulomb
interaction.

fact that we observe a clear resonance in sample III indi-
cates that the e2 level is at least partially localized at the
field strengths studied here. A full treatment of the effect
of the partially localized e2 miniband states in sample III
at the resonant Geld is beyond the scope of this work.
Our basic conclusions about the excitonic effects comes
from considering the optical transitions in samples I and
II, where we have experimental evidence that the e2
minibands are substantially broken up.

In a real optical experiment, exciton energies are mea-
sured rather than single particle splittings. In Fig. 10 we
sketch the energy dependence of the exciton transitions
associated with the H11 and H12 transitions close to the
resonant field. The solid lines are a close-up of the
single-particle resonance picture as shown in Fig. 9. The
splitting is identical for both transitions in this picture.
The dashed lines indicate what happens when the
Coulomb interaction between the electron and hole is
turned on. Let us concentrate first on the H11 transition.
Below resonance, the H11& transition has intrawell char-
acter. The electron and hole are therefore predominantly
in the same well, so that the Coulomb interaction will be
strong, and thus the exciton will have a large binding en-
ergy (e.g. , -8 meV}. By contrast, the Hl 1~ transition
has interwell character with a reduced exciton binding
because the electron and hole are localized in different
quantum wells. On sweeping through the resonance,
the H11& transition switches over to an interwell transi-
tion, and vice versa for the H11z transition. Therefore,
the exciton binding energy associated with each transi-
tion must also switch over at the resonance. In Fig. 10
we sketch this behavior. We have also sketched in the
"crossing points, "which are projections of the asymptot-
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VI. VARIATIONAL KXCITON ENERGY CALCULATION

We calculated the field dependence of the exciton ener-
gies variationally using the following Hamiltonian:

a' I' 8' e'
pxy e ~ze h zg ~~o~r r

+eFz, h+v, h(z, h) . (2)

The subscripts e and h and the signs —and + refer to
electrons and holes, respectively, for the field direction as
in Figs. 1 and 2, z is the direction perpendicular to the
layers, r =[x +y +(z, —zh) ]',p ~ is the x-y plane re-
duced effective mass, m, & is the particle effective mass,
and V, h is the quantum-well potential. As a first approx-
imation, we solve for the wave functions and single-
particle energies without the Coulomb interaction and

ic behavior of the various transitions. These projected
crossing points show that the point of minimum separa-
tion for the two H11 transitions is shifted to higher fields
than F„„and that the minimum exciton line separation
for the H12 transition now occurs below F„,.

On comparing Figs. 9 and 10, one can see that the
magnitude of the field shift AF for minimum line splitting
is given approximately by

Eintra Einter
~+

F„, E2 —E,
where E'"'" and E„'"'" are the binding energies of in-
trawell and interwell excitons respectively, and E2 and
E, are the e1 and e2 sublevel energies at zero field. For-
mula (1) follows simply from the linearly projected cross-
ing points in Fig. 10. The shift is positive for transitions
terminating on the el level away from resonance, and
negative for those which terminate on the e2 level. In-
spection of Eq. (1) indicates that AF/F„, will be largest
in samples with small (Ez E, ) (i.e., —samples with large
well widths) and/or samples with large E'""' E~""' (i—.e.,
samples with larger separations of adjacent wells). Note
that hF does not really depend on the strength of the cou-
pling between the wells; we could replace a low barrier
with a high barrier and make little difference to AF, al-
though we would, of course, change the magnitude of the
splitting and the oscillator strength of the interwell tran-
sitions.

We can compare the predictions of Eq. (1) with the ex-
perimental data. We find that the field for minimum level
separation is larger for the H11 transition than for the
H12 transition in both samples I and II, as predicted by
our model. The shift in the voltage for minimum level
separation between the two transitions is —10% for both
samples, and thus implies bF/F„„—5%. The —100
meV experimentally determined energy separation be-
tween the H11 and H 12 transitions therefore tells us that
(E'""' E'""') is about —5 meV for our samples. Below we
show how we can obtain a quantitative agreement be-
tween the experimental data and the exciton model from
a variational calculation of the exciton binding energies
and wave functions.

This is just the standard equation for a particle in a quan-
tum well with an applied perpendicular electric field, and
gives rise to the quantum-confined Stark effect. It can
be solved by the tunneling resonance technique, for exam-
ple. ' In this way we can find the wave functions and
Stark-shifted energies of the three levels of interest here:
the two resonant {el,e2] electron sublevels with wave
functions {'P„(z,), 'P, z(z, )] and energies {E„,E,z], re-
spectively (the subscripts 1 and 2 refer to the number of
wave-function nodes), and the hhl first heavy-hole sub-
level with wave function %hh&(z„) and energy Ehh&. The
wave functions shown in Fig. 3 are in fact the calculated
normalized electron wave functions %„(z,) and %,z(z, )

for sample I.
The effect of the Coulomb interaction is to remix the

nearly degenerate electron wave functions 0'„(z, ) and
%,z(z, ) in such a way as to minimize the energy. We per-
formed a variational calculation to find the size of the
mixing, using the following orthogonal trial wave func-
tions for the exciton:

e+ = [ae „+(1—a')'"e„]e„„,e„(X),
= [ —(1—a )' 4, )+a'k, ~]%hh, 4„(A,),

1/2
2 1 (x2+y2)1/2

(A, ) = — —exp

(4)

where (1—
~a~ ) is the mixing amplitude and A, is the x-y

plane 1s exciton diameter, both of which are to be found
in the variational calculation. A, may be different for 4'+
and 4 . Normalization requires that

~
a

~

~ 1. If there
were no mixing, a would be either 0 or 1. The mixing is
maximum when a= 1/&2. Intuitively, we expect ~a~ to
be close to unity except near F„,.

In choosing these trial wave functions, we are assum-
ing that the only states which undergo significant mixing
are the two resonant electron levels. The reason behind
this is that the exciton binding energy is —10 meV,
which is of the same order of magnitude as the unper-
turbed splitting of the two resonant electron levels. By
contrast, the next closest electron level is —100 meV
away. We have neglected the mixing effects in the
valence band. The approximation is well justified for the
35-A sample, but less so for the 15-A sample, where the
splitting is -20 meV and has to be compared to the
hh1-hh2 separation of -30 meV. A more sophisticated
model would include the mixing of the heavy-hole sublev-
els, and possibly also the mixing between heavey-hole and
light-hole sublevels. It would also need to include the
effects of only partial localization of the e2 levels in sarn-
ple III as discussed in Sec. V.

The variational calculation is greatly simplified by as-

the x-y plane kinetic energy. In this approximation, the
problem is separable into electron and hole Schrodinger
equations according to

a'
—eFz, h + ~,h(z, h ) +,h(z, h )

2mh Bz
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suming that a must be real. This would be rigorously
justified if the solutions of the Schrodinger equation were
genuine eigenfunctions, in which case time-reversal sym-
metry permits the choice of real eigenfunctions without
loss of generality. In our case, the calculated wave func-
tions are not true stationary states because we are using a
traveling-wave approach (the tunneling resonance
method). However, since the wave-function amplitudes
decay exponentially in the outer barriers, there is only a
limited loss of generality in choosing real wave functions.
Again, this approximation becomes more severe as the
barrier thickness decreases.

On substituting Eq. (4) into the Schrodinger equation
with the Hamiltonian of Eq. (2), we obtain the energies of
the two excitons relative to the GaAs band gap as fol-
lows:

E+ =a E„+(1—a )E,~+Eqq, +
2p~y A,

—[a~I»+(1—a )Izz+2a(l a)'~ I—,~],

E =(1—a )E,~+a E,q+Et, t,~+ z
2p~y A,

—[( 1 —a )I
& &

+a Izz —2a( 1 a) '~ I,z
—],

where the integrals I;. are given by

I~(A, )= f y 4, (z, )e, (z, )
4~v.o&r ~

X
I +Qt, ](zjg ) I G( Iz, —z& I )

Xdz, dz&,

(5)

h1

FIG. 11. Calculated electron and hole wave functions for
sample I at 83 kV cm, the field for minimum splitting of the
"bare" electron levels. The electron wave functions are shown
with ( ———) [4+,4 ] or without ( ) [4„,V,z] the
Coulomb interaction. 4», is the wave function of the first
heavy-hole subband.

E~+ =E,(+Ebi )
—E+

E =E,q+EI, i, )
—E

(7)

Here we define the exciton binding energy to be the
difference between the transition energies with and
without the Coulomb interaction, consistent with the pic-
ture in Fig. 10.

In Fig. 11 we give an example of the calculated wave
functions for sample I. The figure shows the unperturbed
+„(z,), 0',z(z, ), and 0'zt„(zz) wave functions, together
with the z, part of the mixed wave functions ++. We see
a very simple physical interpretation for the Coulomb
mixing: ' the localized holes have a tendency to attract
the electrons in the lower state to their own well by in-
creasing the electron wave-function amplitude in that

2 ~ r exp( —2r/1, ) dGy=-
o (yz+r2)1/2

c&

The radial integral G (y) can be simplified into standard
mathematical functions as explained in Ref. 36. The cal-
culation proceeds by minimizing E+ with respect to both
a and A, . Once a has been found, we then minimize E
with respect to X at fixed a. In this way we obtain the
mixing coefficient, and the Bohr radii of the two excitons
considered. [The choice of wave functions in Eq. (4) as-
sures orthogonality. ] The exciton binding energies E„
are readily obtained from

particular well. As is often the case, the second level has
to have the opposite "counterintuitive" behavior.

The curves plotted over the data in Figs. 6 and 8 show
the results of the variational calculation. The same pa-
rameters were used for a given sample to give the fits
shown in the two figures. The best-fit values of I. and
Lb are given in Table II. In choosing these values, con-
sideration was given not only to fitting the data given in
Figs. 6 and 8, but also to fitting the other resolved transi-
tions (see, e.g. , Fig. 4). The x values were determined by
fitting the optical-absorption edge of top p-type
Al Ga, „As contact layer, and agree with the x-ray
values given in Table I to within +4%%uo. We used
m, =0.0665, m& =0.34, and p =0.0415 for the
effective masses of GaAs. For the Al Ga& As we used
m, = [0.067+0.093x] and mz =[0.34+0.42x]. We used
an averaged material-independent dielectric constant of
12.15. The band gaps used were 1.522 eV for GaAs and
[1.522+ 1.425x —0.9x + 1. lx 3] for the Al„Cxa, „As.
GaAs conduction-band nonparabolicity was included ac-
cording to Eq. (64) of Ref. 38. The built-in voltage of the
diode was used as a fitting parameter for the anticross-
ings, and the best values found for samples I—III were—1.65, —0.8, and —1.2 V, respectively. The values for
samples I and III are in good agreement with low-
temperature I-V measurements in the forward-bias direc-
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TABLE II. Sample parameters used to generate the solid lines plotted over the data in Figs. 6 and 8
using the variational exciton energy calculation.

Sample

I
II
III

Well
width
(A)

89
97
92

Barrier
width
(A)

35
25
15

0.33
0.27
0.28

Total
MQW

thickness
(pm)

0.99
1.13
0.97

tion. The value used for sample II is unrealistically low.
This may indicate some field nonuniformity in that sam-
ple. The value of the band-offset ratio AE, :hE, used to
generate the curves in Figs. 6 and 8 was 67:33. This
value is based on determinations of AE, :AE, from optical
measurements. ' We discuss below the effect of
changing AE, :AE„. On comparing Tables I and II we see
that there are discrepancies of up to —10%%uo among the
x-ray measurements, the design values, and the fit values.

Our calculations accurately reproduce the shift in field
for the minimum splitting for the two transitions, and
also give fairly close agreement with the absolute magni-
tude of the splittings over the entire voltage range stud-
ied. The difference in the field for minimum exciton split-
ting as opposed to electron level splitting is calculated to
be about +5% for all three samples, in good agreement
with the experimental results for samples I and II. The
fit is best for the 3S-A sample. With the thinner barrier
samples, the approximations in our model become more
significant, as discussed above. The calculated values of
AE for the bare electron levels are 5.5, 11.4, and 22.2
meV for samples I—III, respectively.

As a further example of the results of the calculation,
we show in Fig. 12 the binding energy of the H11I and

H112 excitons as a function of voltage for sample I, to-
gether with the mixing parameter a. The binding energy
of the intrawell exciton ranges from 8.2 meV at 5 V to 7.6
meV at 8 V, which should be compared to the interwell
value of 3.7 and 3.6 meV at the same voltages. The
switching behavior of the exciton binding energy on in-
creasing the field through the resonance is evident. The
calculated values of 4.0—4.5 meV for (E'""' E„'""')—
agrees quite well with our rough estimate of 5 meV based
on Eq. (1). Moreover, the absolute numbers for E„'""'and
E'"'" compare favorably with other estimates in the
literature. The exciton radius A, /2 is about 70 A for the
intrawell exciton and 130 A for the interwell exciton.
The mixing parameter a is close to unity except at the
resonant field, where it has its minimum value of 0.8S.
There is significantly less mixing for the H12 transition,
where the minimum value of a is 0.98. The mixing also
decreases with the decreasing barrier thickness, with the
minimum values of a being 0.95 and 0.98 for the H11 ex-
citons in the 25 and 15 A samples, respectively. The de-
crease of mixing with decreasing barrier thickness is to be
expected because the Coulomb interaction is relatively
less important for samples with larger splittings.

In Fig. 13 we have plotted the experimental values for
the minimum H11 exciton line splitting for the three
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FIG. 12. Calculated H11, and H112 exciton binding energy
versus applied reverse bias for sample I near the resonance
point. The wave-function mixing parameter e for this transi-
tion is also shown.

FIG. 13. Minimum H11 exciton line splitting against barrier
thickness Lb. The near exponential dependence of the splitting
of Lb is evident. The solid lines are theoretical curves generated
for three different values of the fraction of the
GaAs/Al Gal As band-gap discontinuity in the conduction
band.



EXCITONIC EFFECTS IN COUPLED QUANTUM WELLS 6241

samples against Lb. We have used the fitted Lb values
and indicate with an error bar the effect of a variation of
+1 monolayer. The vertical error bars are calculated
from our model to allow for a +10% variation in the x
value of the samples and a +5-A variation in L . These
vertical error bars are included to allow for the fact that
the actual sample parameters differ from the design
values. The solid lines are a calculation of the H11 exci-
ton splitting for L =95 A and x =0.3 for three different
values of Q„ the fraction of the band-gap discontinuity in
the conduction band: b.E, /(b, E, +b.E„). We expect that
the variation of the minimum electron sublevel splitting
with barrier thickness should be exponential to first or-
der. " The data points seem to follow the expected ex-
ponential dependence to within the experimental accura-
cy. The calculated exciton splittings depart very little
from the basic exponential dependence of the sublevel
splitting. In principle, accurate measurements of the line
splitting against Lb should be able to determine
b,E, /b, E, to high precision because of the exponential
sensitivity of the interwell coupling to the barrier height.
The accuracy of this determination is limited by the
reproducibility of the well width and x value from sample
to sample. However, it does seem that values around
55:45, which have been previously used in some calcula-
tions, are too low.

field dependence of the exciton line splitting corresponds
neither conceptually nor quantitatively with the underly-
ing single-particle state splitting. A full exciton model is
required to explain the data completely. From our model
we estimate that the fractional field shifts will be over
20%%uo for samples with quantum-well widths around 200
0
A. We have quantified these effects for an electron reso-
nance in two specific optical transitions, but our con-
clusions have general applicability to all interband optical
resonant tunneling experiments that measure exciton
peaks. This applies equally well to both electron and hole
resonances in superlattices or symmetric double-well
structures, and it also applies to ground-to-ground reso-
nant coupling in asymmetric double quantum wells. The
effects will be most pronounced in samples where the
difference in the binding energy of interwell and intrawell
excitons is comparable to hE. These results are impor-
tant for precise determinations of material parameters
such as the band offset ratio, which in principle can be
determined by measuring the variation of hE with Lb.
Our conclusions will thus be important both for an im-
proved understanding of optical resonant-coupling exper-
iments, as well as in the design of coupled-quantum-well
electroabsorptive devices.
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