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Calculated atomic structures and electronic properties of GaP, InP, GaAs, and InAs (110)surfaces
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We present a systematic theoretical study of several III-V semiconductor (110)surfaces based on accu-
rate, self-consistent total-energy and force calculations, using density-functional theory and ab initio
pseudopotentials. We study GaP, InP, GaAs, and InAs and analyze the theoretical trends for the equi-
librium atomic structures, photoelectric thresholds, and surface band structures. The influence of the
basis-set completeness on these results is examined. The thoeretical results are compared with experi-
mental low-energy electron-diffraction analyses and photoemission and inverse-photoemission data.

I. INTRODUCTION

The determination and understanding of the surface
atomic structure (sometimes called surface crystallogra-
phy) and its relation to the surface electronic properties
play a significant role in modern surface science. Low-
energy electron diffraction (LEED) is the technique most
frequently used in surface crystallography, but surface-
extended x-ray-absorption fine structure (SEXAFS) as
well as high-energy ion scattering and other techniques
are also often applied. All of these techniques give in-
direct and often ambiguous information on the atomic
geometry. Sometimes difFerent techniques seem to give
different results (see, for example, Ref. 1). More recently,
parameter-free calculations based on the density-
functional theory have been developed and such studies
may become important for surface crystallography in the
coming years. It appears that such ab initio total-energy
and force calculations give a reliable description of stable
and metastable atomic geometries, with uncertainties of
surface geometries being less than 2% of the interatomic
distances, i.e., typically less than 0.05 A. Moreover, be-
sides the apparent accuracy of such calculated
geometries, this theory also allows an analysis of the ob-
tained results to get a qualitative understanding of the
mechanisms that drive the surface atoms away from the
truncated bulk geometry.

In this paper we describe a systematic study of the
atomic and electronic properties of several III-V (110)
surfaces. In particular, we will be concerned with trends
in the surface relaxations, surface states, and pho-
tothresholds. The latter two properties have recently at-
tracted attention because of experimental angular-
resolved photoemission and inverse photoemission stud-
ies. These experimental results may be (and often
have been) compared to calculations for the semiconduc-
tor surfaces, which are based on the density-functional
theory (DFT) (Ref. 8) and the local-density approxima-
tion (LDA) for the exchange-correlation functional. 9 As
we will show below, such calculated wave functions and
eigenvalues depend sensitively on the atomic geometry as
well as on the basis-set completeness. Thus, a high nu-
merical accuracy in the DFT-LDA calculations is very
important. Usually the eigenvalues that result from the

Kohn-Sham equations are taken directly to interpret the
surface-state energies. It is well known that such a corn-
parison is not justified. Therefore, the calculated DFT-
LDA surface-state gaps are in general too small and the
occupied surface-state energies are too high above the
valence band. ' This failure in reproducing the experi-
mental results has its roots in the improper interpretation
of the DFT-LDA single-particle energy eigenvalues as
the quasiparticle energies of the many-body theory. "

Recently, Zhu et al. ' reported a quasiparticle calcula-
tion of the electron structure of CxaAs(110). Their calcu-
lation is based on the Hybertsen-Louie scheme, " which
employs perturbation theory (the so-called GW approxi-
mation) for the electron self-energy in order to calculate
the quasiparticle energies. ' These investigations start
from the single-particle wave functions of DFT-LDA cal-
culations using ab initio pseudopotentials and a slab
geometry for describing the semiconductor surface.
Then, the 68'self-energy and the excitation properties of
the system are evaluated. More simplified estimations
give rise to somewhat larger quasiparticle corrections. '

In order to argue about the accuracy of these results and
in order to make contact with experimental data, special
care has to be taken in the first step (the DFT-LDA cal-
culation) with respect to having (i) a realistic representa-
tion of the surface geometry, (ii) a sufficiently thick slab,
and (iii) a well converged representation of wave func-
tions and electron density. In connection with the second
point some discussion about the work of Zhu et al. ' has
appeared in the literature. '

In this paper we report DFT-LDA calculations using
the self-consistent ab initio pseudopotential approach and
we will address the points mentioned above. We study
the GaP(110), InP(110), GaAs(110), and InAs(110) sur-
faces and analyze the trends for the equilibrium atomic
structures, photoelectric thresholds, and surface band
structures.

II. THEORETICAL FRAMEWORK

We use the density-functional theory together with the
local-density approximation for the exchange-correlation
functional. ' The electron-gas data for the LDA are tak-
en from Ceperley and Alder' as parametrized by Perdew
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and Zunger. The electron-ion interaction is described
by norm-conserving, fully separable ab initio pseudopo-
tentials. ' They are based on relativistic all-electron
calculations for the free atom by solving the Dirac equa-
tion self-consistently.

In order to describe the surfaces we use the slab super-
cell method. Each slab consists of eight atomic (110)
planes. The lattice constants are fixed at the theoretical
equilibrium values, and are given for the four systems in
Table I. The theoretical lattice constants (including the
effects of zero-point motion) are about 1 —2 % smaller
than the experimental ones. These discrepancies have
been attributed to the missing contribution of the Ga 3d
and In 4d states, which are considered as frozen-core
states and thus hidden in the pseudopotentials. %e
used vacuum regions with a thickness equivalent to six
atomic layers. These choices have been proven to be ade-
quate for describing the bulk region and for minimizing
the interaction between contiguous surfaces. Figure 1

shows the electrostatic potential, V„=V~+ V,",'„", and
the potential V,s.= V„+V„, ( VH is the Hartree potential,
V„, is the exchange-correlation potential, and V,",'„" con-
tains the local part of the pseudopotential), averaged
parallel to the surface as a function of the distance z from
the surface. The figure shows that both potentials are al-
ready bulklike in the third layer and reach the same value
in the vacuum region. The latter result indicates that the
vacuum region is large enough to permit the full decay of
the electron density. In these, as well as in all the other
calculations presented below, the central two layers of the
slab were kept fixed at the bulk positions and the three
outermost layers of atoms on both sides of the slab were
relaxed to geometries given by the calculated total ener-
gies and forces. The equilibrium geometry is identified
when all forces are smaller than 0.005 eV/A. This corre-
sponds to a numerical uncertainty in atomic position of
less than 0.05 A. The single-particle orbitals for the
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FIG. 1. Electrostatic potential (dashed line) and effective po-

tential (solid line) for the slab used to represent the InP(110) sur-
face with an 8-Ry cutoff. The potentials were averaged parallel
to the surface and plotted as a function of distance z from the
surface. The vertical bars show the ideal position of the atomic
layers.

III. BASIS SET (PART I)

We used plane-wave basis sets to expand the single-
particle orbitals for the valence electrons. One problem
connected with a plane-wave basis expansion is the slow

valence electrons were expanded in plane waves using
basis sets with cutoffs in the kinetic energy (k+Cx)
equals to 8 and 18 Ry. These basis sets will be discussed
in the following section. The summation over four
Monkhorst-Pack k points in the irreducible part of the
surface Brillouin zone was used to replace the Brillouin-
zone integrations.

TABLE I. Structural parameters for the surface relaxation as defined in Fig. 3. The changes of the cation-anion distances (labeled
c;aj) between neighboring atoms in the first two layers (i,j =1 or 2) of our slab are given in the last three columns. In the first line,
for each compound, results from experimental analyses are given (Refs. 37 and 38). The data in the second and third lines correspond
to cutoffs of 8 and 18 Ry, neglecting effects of zero-point motion.
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Bond-length change (%%uo)

c)Q) C2Q) Clay

Gap

InP

5.4SO
5.363
5.359

5.869
5.678
5.662

0.63
0.57
0.61

0.73
0.64
0.67

4.242
4.278
4.259

4.598
4.526
4.517

0.080
0.082
0.096

0.140
0.110
0.117

1.386
1.393
1.373

1.549
1.447
1.435

3.196
3.046
3.062

3.382
3.241
3.216

27.5
27.8
29.2

29.9
29.2
30.1

0.00
—2.72
—1.94

—0.03
—2.47
—1.78

—3.75
—0.10
+0.03

—0.49
—0.04
—0.23

—2.49
—2.16

—2.28
—1.89

GaAs 5.654
5.500
5.559

0.69
0.63
0.67

4.518
4.355
4.407

0.120
0.090
0.098

1.442
1.460
1.415

3.339
3.145
3.190

31.1
28.6
30.2

—1.95
—1.55
—1.34

—0.49
+ 1.27
+0.31

—1.34
—2.14

InAs 6.036
5.844
5.861

0.78
0.70
0.75

4.985
4.656
4.663

0.140
0.122
0.128

1.497
1.463
1.445

3.597
3.361
3.395

36.5
30.7
32.0

—4.22
—1.80
—1.18

+2.03
—0.22
—0.18

—2.00—1 ~ 82
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convergence for some states. In order to analyze the
influence of convergence of the plane-wave expansion on
the atomic and electronic structures of (110) surfaces, we
used basis sets with energy cutoffs of 8 and 18 Ry. In our
supercell this corresponds to about 1500 and 5500 plane
waves, respectively.

The energy cutoff of 8 Ry is in the range 5—10 Ry,
which have been typically used in earlier surface calcula-
tions. The 8-Ry calculations give already good re-
sults for the total-energy differences and thus good
geometric and elastic properties. From the bulk calcula-
tion, using the 18-Ry cutoff, we also know that the total
energy itself is well converged (see Fig. 2). For the sur-
face we find a similar behavior, although here the
differences in the results obtained by using basis sets with
an 8- and 18-Ry cutoff are slightly more important. This
is partly due to the fact that localized states require
higher k components, and the indirect basis-set effects
can be more important at the surface because there are
more degrees of freedom for atomic displacements: the
better basis set gives a slightly different surface charge
density and this gives rise to forces on the atoms, and the
displaced atoms give rise to different wave functions.

In the following paragraphs we will always show the
results obtained for both basis sets (8- and 18-Ry energy
cutoffs). A summary of the influence of the size of the
basis set is given in Sec. VII.

I I I I I I I I I I I I I I I I

10.0 10.5 11.0 11.5
lattice constant (bohr)

FIG. 2. Total energy per two-atom unit cell for InP with
different cutoffs (running from 8 to 30 Ry) as a function of the
lattice constant. For a cutoff of 18 Ry the total energy is almost
converged.
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der the coordination conditions of the surface, the
group-III atom prefers a more planar, sp -like bonding
situation with its three group-V neighbors and the
group-V atom prefers a p bonding with its three group-
III neighbors. Schematically the relaxation is shown in
Fig. 3, which also defines the structural parameters that
are given in Tables I and II. For the unrelaxed surface
the structural parameters are as follows: the surface
buckling 5, ~=0, the second layer buckling 62~=0 the
distances d &2 ~ and h3 ~ are just the interlayer distances,
and the in-plane spacing parameters are 6

&

=
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Our calculated bulk lattice constants ao (obtained from
a bulk calculation using two special k points) are in all
cases smaller than the experimental values. As men-
tioned above, this result is typical for pseudopotential
calculations and has been attributed to the treatment of
the d states, which are taken to be part of the ionic
(frozen) potential and not as valence states. Table I
shows that the increasing of the basis set does not always
improve the agreement with the experimental values.
Again, we attribute this finding to the rough treatment of
the d orbitals. If a calculation of higher accuracy is need-
ed, then the d states would have to be treated as valence
states, so that they can hybridize with other orbitals and
so that the d density is treated correctly in the nonlinear
contributions to the exchange-correlation functional. In
the present work we are mainly interested in the changes

IV. THE ATOMIC GEOMETRY

We now turn to the analysis of the equilibrium atomic
geometries obtained after relaxing the III-V (110) sur-
faces. All surfaces relax such that the group-III surface
atom moves inwards and the group-V atom moves out-
wards. As will be discussed later in this section, the driv-
ing mechanism for this atomic rearrangement is that un-

FIG. 3. Atomic geometry for III-V semiconductor (110) sur-

faces. (a) Top view of the surface unit cell. (b) Side view of the

first three layers of the (110) surface. Open circles are anions

and hatched circles are cations. ao is the theoretical bulk lattice
constant and do =

4 &2ao.



CALCULATED ATOMIC STRUCTURES AND ELECTRONIC. . . 6191

TABLE II. Bond angles at the anions and at the cations lo-
cated at the first layer. For each compoUnd the first line corre-
sponds to a basis set with E,„,=8 Ry and the second to
E,„,= 18 Ry. For the definition of a, P, and y see Fig. 3.

GaP

a
(deg)

92.3
91.0

(deg)

114.1
112.1

r
(deg)

122.0
122.9

InP 91.4
90.4

113.7
112.5

122.4
123.2

GaAs 90.8
90.0

112.1
111.7

122.3
123.6

InAs 90.1

88.9
112.5
111.4

123.3
123.9

that occur at the surface. Therefore, a slightly wrong
bulk lattice constant is not important (taking into ac-
count the zero-point motion, our theoretical results differ
from the experimental values by about 1% for the Ga
compounds and by about 2%%uo for the In compounds).

Our results for the structural parameters are, in gen-
eral, similar to those of previous calculations ' and are
in good agreement with low-energy electron-diffraction
analysis (LEED), as can be seen in Table I. There
are some general features that we would like to em-
phasize.

(a) The results of LEED reveal that the III-V (110) sur-
faces relax with the surface cations moving inward and
the surface anions being displaced outward, as shown in
Fig. 3. This well-known result is reproduced by our cal-
culations.

(b) Among the various structural parameters, the rela-
tive displacement 6, ~ is the most accurately determined
by LEED intensity analyses (to within +0.05 A). Our
calculated values for 5, ~ are in excellent agreement with
the experimentally derived ones and this agreement im-
proves with increasing the size of the basis set.

(c) The tile angle ro is the parameter that has been the
subject of many experimental investigations. Usual-
ly there is quite a spread for the values obtained by
different experimental techniques. The experimental
values quoted in Table I are those derived from the data
in Ref. 37. Except for InAs our calculated values are in a
good agreement with the experimental ones. We note
that the tilt angle increases when the size of the basis set
is increased.

(d) The calculated changes in the bond lengths of the
surface atoms relative to the bulk lengths are smaller
than 2.2%%uo in the case of the 18-Ry calculation (see Table
I). The changes decrease with the increase of the basis
set. In the first layer of the surfaces the changes, (i.e., the
cation-anion distance c,a, ) are larger for phosphorus
compounds. Our results indicate that the c2a& bond
length is almost unchanged whereas the c &a2 bond length
is shortened by about 2%%uo. Our calculated changes, in

general, do not agree with those experimental values. In
particular, for cuba, of GaP and InAs the differences be-
tween our calculated and the experimentally obtained re-
sults are significant. At this point we suspect that these
discrepancies are probably due to the fact that the LEED
analyses determine 6& only to within approximately
+0.2 A and d &z „even less precisely.

(e) The trend of the relative displacement b. , i and the
tilt angle co seems to be correlated with the lattice con-
stant when we consider the pairs of compounds with the
same cations (GaP and GaAs; InP and InAs). As shown
in Fig. 3, the surfaces relax in such a way that the cations
move inward to an approximately planar, threefold coor-
dination with its anion neighbors, whereas the uppermost
anions move outward into a pyramidal configuration with
its three cation neighbors. This relaxation has been inter-
preted in terms of the rehybridization of the surface
bonds: ' the surface As (P) changes into a more p-like
configuration and the surface Ga (In) into a more sp -like
configuration, with respect to their bulk sp
configuration. In this way the top-layer geometry lies be-
tween the bulk geometry (tetrahedral bonding) and the
geometry obtained by putting the cation and the anion in
their respective small molecule configurations, e.g. , the
planar GaH3 molecule with 120 bond angles and the py-
ramidal AsH3 molecule with bond angles of 92.1', thus
close to 90." In Table II we list the bond angles ob-
tained in our calculations. As can be seen, the "pyrami-
dal" angle n at the anion is close to 90, the "planar" an-
gle y at the cation is close to 120, and the "in-plane" an-
gle P has values in between, close to the tetrahedral bond
angle (109.47'). At the clean surface the values for a, P,
and y are that of the tetrahedral bond angle.

It has been shown that the bond angles in the trihy-
dride molecules of group-V elements (N, P,As) increase
when the bond distance is decreased because of bond
repulsion. We can identify a similar behavior when we
consider the pairs of compounds mentioned above.
When we go from the phosphorus compound to the ar-
senic compound the bond distance increases, the cation-
cation repulsion decreases, and the pyramidal angle a de-
creases. At the same time, the increasing of the angle y is
facilitated. This behavior is reAected in the increase of
the relative perpendicular displacement, 6, ~, and in the
increase of the tilt angle co (see Table I). On the other
hand, there is a systematic decrease of the angle a when
the basis-set cutoff is increased from 8 to 18 Ry.

(f) In the second layer, the anion moves towards the
bulk and the cation is pulled towards the surface. The
relative displacement Az ~ is shown in Table I. We note
that the theoretical trend is the same as the experimental
one, which on the other hand follows the trend of the lat-
tice constants.

(g) LEED analyses give bond-length-conserving, rotat-
ed top-layer structures with large displacements of the
surface cations parallel to the surface of about 0.3 A,
whereas high-energy ion channeling and inverse photo-
emission experiments were interpreted in terms of small
displacements parallel to the surface (less than 0.1 A).
Our theoretical results clearly give a large displacement
of =0.3 A for the cations, in favor of the LEED work.



6192 ALVES, HEBENSTREIT, AND SCHEFFLER

V. THE PHOTOELECTRIC THRESHOLD

The photoelectric threshold is the minimum energy re-
quired to remove one electron from the valence band. In
other words, it is the energy difference between the vacu-
um level and the valence-band maximum. Following the
procedure of Ref. 29, we calculate this energy by combin-
ing bulk and surface calculations. In the bulk calculation
the top of the valence band is determined relative to the
bulk potential and in the surface calculation the vacuum
level is determined relative to the bulk potential. There-
fore by combining both calculations one is able to deter-
mine the vacuum level relative to the valence-band max-
imum. As we have discussed before, our slab is thick
enough so that the central layers are bulklike and the
vacuum region is also thick enough so that the potential
saturates to the photoelectric threshold before it reaches
the center of the vacuum, which separates two contigu-
ous slabs.

Our results for the III-V compounds are shown in
Table III. For the Ga and In compounds the pho-
tothreshold is decreased with increasing ionicity, ' in
agreement with the experimental trend.

The difference hDL between the experimental value
and the calculated value for the energy cutoff of 18 Ry is
a measure of how much DFT-LDA eigenvalues deviate
from the true quasiparticle excitations. For the In com-
pounds, these differences are in fair agreement with the
calculated quasiparticle corrections of Bechstedt et al. '

The agreement is slightly poorer for the Ga compounds.
It is interesting to note that the good agreement between
calculated and experimental results achieved when using

TABLE III. Photothresholds of III-V semiconductor com-
pounds in units of eV.

Expt. (Ref. 47)
8-Ry cutoff
18-Ry cutoff

GaP

6.01
5.79
5.45

InP

5.85
5.69
5.46

GaAs

5.56
5.43
5.02

InAs

5.42
5.50
5.11

~DL 0.56 0.39 0.54 0.31

the energy cutoff of 8 Ry is accidental, and it is worsened
when using the better basis set with a cutoff of 18 Ry.

VI. THE BAND STRUCTURES

The surface band structures of the four compounds are
qualitatively similar and are shown in Figs. 4—7. The
solid lines indicate surface states and the labels A; and C;
refer to wave functions localized at surface anions and
cations, respectively. " The wave functions of the A ~ and

C3 surface states at the M point of the surface Brillouin
zone are shown in Figs. 8 —11. We do not show the sur-
face states when they appear as resonances inside the pro-
jected bulk bands. The common features to all com-
pounds are as follows.

(a) There are surface states in the fundamental gap be-
tween the valence band and the conduction band arising
from both the empty cation-derived dangling bond C3
and the occupied anion-derived dangling bond A5 states.
The effect of increasing the size of the basis set is to shift
both C3 and A5 downward.

0

-10

X'

FIG. 4. Band structures for the GaP(110) surface calculated with basis-set cutoff energies of 8 Ry (left) and 18 Ry (right). The pro-
jected bulk band structures are indicated by the hatched areas. Solid lines indicate surface states and are labeled according to Ref. 39
(see text).
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(a) (b)
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FICx. 5. Same as Fig. 4 but for the InP(110).

(b) The surface-state gaps b.E, increase in the order
b E,(X) & AE, (M ) & bE, (X ').

(c) There are surface states A3 (p -like) and Cz (s-like)
lying in the central region of the bulk valence bands
(stomach gap) that show strong dispersion; the positions
of these states are not influenced very much by the size of
the basis set.

(d) There are s-like surface states A2 lying in the lower
part of bulk valence-band gap (= —9.0 eV). These states
can be shifted downward by as much as 0.8 eV when in-
creasing the basis set.

(e) There are s-like surface states C& in the heteropolar
band gap. They appear around the point M, at = —6.5
eV, show strong dispersion, and are not inAuenced very

(a)

0

-10

X'

FICx. 6. Same as Fig. 4 but for the GaAs(110).
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(a)
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FIG. 7. Same as Fig. 4 but for the InAs(110).

much by the size of the basis set.
(f) Comparing Fig. 4 with Fig. 5 and Fig. 6 with Fig. 7

we see some correlation between the band structures and
the ionic character of the compounds upon the exchange
of the cations: the lower s band and the bottom of the sp
band shift upward relative to the valence-band maximum,
such that the heteropolar gap increases.

Experimental information concerning the energy posi-
tion of surface states can be extracted from direct and in-
verse photoemission, and from electron-energy-loss spec-
troscopy. In Table IV we have compiled a list of experi-
mental data for the energy positions of the surface states
we have described above. The discrepancies between cal-
culated and experimental values are to be attributed to
the many-body corrections to the DFT-LDA results. If
one considers the results of the calculations of Zhu
et al. ' for GaAs(110), an average many-body correction
to the DFT-LDA eigenvalues for the C3 state of about
+0.6 eV and for the A5 state of about —0.3 eV is to be
expected. Such corrections would bring our LDA results
into fair agreement with the experimental results for
GaAs(110). In this connection we would like to compare
our results with the recent surface-state gap measure-
ments of Cartensen et ah. Combining angular-resolved
photoemission and inverse photoemission they measured
the surface-state gaps for the surfaces considered in our
work. Once again, based on the work of Zhu et al. ' for
GaAs(110), an average many-body correction of =0.9 eV
would bring our results into fair agreement with their
measured gaps. We note, however, that the experimental
ordering AE, (I ) & hE, (X ') & bE, (X) & hE, (M) for the
surface-state gaps obtained by Cartensen et al. is not the
same as that predicted by our DFT-LDA calculations.

~e obtain b,E, (X) & AE, (M ) & b E, (X '), and are unable
to identify unambiguously the surface states at I because
both surface states are buried in the valence or conduc-
tion band. Although Cartensen et al. assert that the ex-
perimental errors are about +0.05 eV for X and X ' and
about +0. 15 eV for I and M, we suspect that these er-
rors can be larger, at least at the I and M points. In par-
ticular, we see in the published spectra that they may
have the same di%culty at I as we have.

Our results are qualitatively in agreement with other
theoretical findings of previous slab pseudopotential cal-
culations. Most of these earlier. calculations used semi-
empirical pseudopotentials, the experimentally inferred
atomic geometries, and employed the X approximation
for the exchange-correlation term. ' Only the
calculations by Zunger, Zhang and Cohen, ' and Qian,
Martin, and Chadi may be compared with our ab initio
study. All these studies refer to the GaAs(110) surface.
Zunger" used slabs formed by nine layers of atoms
separated by six layers of vacuum and the LEED-
derived surface atomic geometry. He considered the
energy cutoA of 4.1 Ry extended to 9.5 Ry by the
second-order Lowdin perturbation technique. Contrary
to our results, he did not find any unoccupied state in the
gap and did not predict any surface state in the heteropo-
lar gap. Zhang and Cohen ' used basis sets with E,„,=5
Ry and E,„,= 10 Ry (where E,„, represents the kinetic-
energy cutoff), slabs of eleven atomic layers separated by
vacuum regions of four such layers, and the experimen-
tally derived geometry of Mailhiot et al. They predict
smaller surface-state gaps than we. Qian, Martin, and
Chadi used soft ab initio pseudopotentials, slabs made
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of five layers of atoms separated by three layers of vacu-
um, and an energy cutoff of 6 Ry. They determined the
surface geometry of GaAs(110) from their calculation,
similar to the way we have obtained it. However, their
atomic geometries are different from ours (e.g. , they ob-
tained b, i &=0.58 A and re=27. 4 ) and their calculated
photothreshold is 4.94 eV. We believe that these
differences are due to the fact that their slab, as well as
their vacuum region, are smaller than ours. This gives
rise to a stronger surface-surface interaction.

In Figs. 8 —11 we show the anion and cation dangling-
bond states (A~ and C3) for the four studied compounds.
The A5 band is filled whereas the C3 band is empty. The
right panels of Figs. 8 —11 show the "good basis-set" re-
sults (E,„,=18 Ry). All the anion states look very much
like p states at the surface atoms and all have an impor-

(a)

tant sp -hybrid component at the anion in the third layer.
They look very similar for all compounds; even between
the As and P dangling bonds the differences are not sub-
stantial. The cation dangling-bond states are more ex-
tended and their density maxima are smaller compared to
the anion dangling-bond states. They reAect a strong
mixing of s and p orbitals.

VII. BASIS SET (PART 2)

In this section we summarize the influence of the size
of the basis set on quantitative results. Fortunately no
qualitative changes occur when we increase the basis set
from E,„,= 8 Ry to E,„,=18 Ry. In short we observe the
following.

(1) With respect to the surface geometry (see Table I)
we find (a) the tilt angle co increases by = 1'; (b) the first-
layer buckling b, , i increases by =0.07 A; and (c) the
second-layer buckling h2 ~ increases by =0.01 A.

(2) With respect to the band structure (see Figs. 4—7)
we find (a) the main effect is that all the energy bands

14.4 13.6

—0.8 —0.8

(b)

5.6 5.6 12.2 9.0

1.6 2.4

0.6

5.4

(c)

7.2

1.8

(c)

5.2 5.4

FICx. 8. Charge densities of the two surface states in the fun-
damental band gap at the M point of the surface Brillouin zone
for GaP. The upper part shows the anion dangling orbital, i.e.,
the A& state, and the lower part shows the cation dangling or-
bital, i.e., the C3 state. The left panels are obtained using a basis
set with E,„,=8 Ry and the right panels are obtained with a
basis set of E,„,=18 Ry. Small circles indicate the cations and
big circles indicate the anions. Units are 10 bohr FICx. 9. Same as Fig. 8 but for InP.
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move down relative to the top of the valence band; (b) the
heteropolar band gap increases by =0.7 eV; (c) the width
of the s band decreases by =0.15 eV; (d) the width of the
sp valence band increases by =0. 1 eV; (e) the fundamen-
tal band gap decreases by =0.3 eV; (f) the surface-state
gap decreases by =0.2 eV; (g) the different surface states
shift by different amounts. Changes can be as large as 0.6
eV and depend on the k~~ vector.

(3) The photoelectric threshold (compare Table II) de
creases by =0.3 eV.

(4) For the surface states, as can be seen in Figs. 8 —11,
significant changes occur for some materials (e.g. , InP
and GaAs). A general behavior is that when the occu-
pied surface state 2 5 gets close to the valence band as a
result of the increase of the basis set, the charge tends to
"leak" to the bulk, as can be inferred from the charge
densities shown in Figs. 8—11 and the band structures
shown in Figs. 4—7. A similar behavior is observed for
the unoccupied state C3 with regard to the conduction
band. When going from an 8- to an 18-Ry cutoff the
shape of the corresponding orbitals is changed slightly.
In the 8-Ry calculation they look purely p-like whereas in
the 18-Ry calculation they are more localized at the vac-

uum side of the surface. At the same time the states get
more bulk contributions (except for InP, where the trend
is the opposite one). This can be seen especially for GaAs
and InAs (Figs. 10 and 11). The reason for this behavior
is that the unoccupied states become resonant with the
conduction band at the M point (compare Figs. 6 and 7).

VIII. SUMMARY

%"e have reported parameter-free calculations of the
surface crystallography and electronic structure of vari-
ous III-V compounds, namely GaP(110), InP(110),
GaAs(110), and InAs(110). We stress the infiuence of a

good basis set, which is more important for a proper
description of the surface electron density and surface
states than for the bulk. The top three layers of our sur-
faces are relaxed according to the forces on the atoms, us-

ing an "optimized steepest descent" method together
with a Car-Parrinello approach for bringing the wave
functions to self-consistency. For the GaAs(110) surface
our calculated atomic geometries support the results of
LEED analyses and the quantitative differences of the

bond lengths changes between LEED and our
parameter-free approach are in fact smaller than 1 go of

j.2.8 8.8 9.6

(b)

8.4

Q.S 0.8 0.8 0.7

4.9

4. 0.8
1.6

3.2 0.8 0.7

(c) (cI ) (c)

4.0 4.0 5.5 4.0

0.5

2.0 1.5

WL

FIG. 10. Same as Fig. 8 but for GaAs. FIG. 11. Same as Fig. 8 but for InAs.
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TABLE IV. Energy positions of calculated surface features (the corresponding kII point is given in parentheses) referred to the top
of the valence band. The notation is as in Figs. 4—7. The data in the first and second lines, for each compound, correspond to cutoffs
of 8 and 18 Ry, respectively. The third (and fourth) line shows experimentally determined positions. All energies are in eV.

C3(X) A3, (X) C,(~ C, (M) A p(X)

GaP 1.16
0.97
1.70'

—0.68
—0.93
—1.2'

3073
—3.76

—6.24
—6.34
—6.5'

—6.84
—6.96
—6.5'

—8.72
—9.47

—10.5'

InP 1.14
0.92
1.45'

—0.72
—0.82
—12' —0 8

—3.33
—3.32

—5.46
—5.46
—5.8'

—6.09
—6.21
—5.8'

—8.50
—9.30
—93'

GaAs 0.93
0.83
1.4'
1.70'

—0.89
—1.02
—1.2'
—1.3~

—3.87
—3.73
—3 7'

—6.44
—6.42
—6.6";—7.0

—7.00
—6.97
—6.6"—7.0'

—9.65
—10.1
—10.4'; —11.0'
—11.0'

InAs

'Reference 47.
Reference 43.

'Reference 49.
Reference S1.

1.15
0.92
1.2'

—0.68
—0.85
—1.2'

—3.18
—3.21

—5.36
—5.46
—5.8'

'Reference 50.
Reference 4.
gReference 48.

—6.00
—6.09
—5.8'

—9.00
—9.90
—90'

the bond lengths. For GaP and InAs these difFerences,
however, are more pronounced (see, for example, c,a, in
Table I), i.e., between 2% and 3%. Our numerical error
bars are less than +l%%uo. Of course, possible LDA-
induced errors and the use of the frozen-core approxima-
tion will give some additional errors. Based on experi-
ence for molecules and bulk calculations, it is generally
believed that for calculated changes of atomic geometries
these contributions are very small. Therefore additional
LEED studies for these two systems would be important.

We also present results of photothresholds for the four
(110) surfaces, finding reasonable agreement with experi-
mental results. The difFerences between theoretical and
experimental results are of the order of 0.4 eV for the In
compounds and 0.2 eV for the Ga compounds. These
difFerences are due to the DFT-LDA theory as well as
due to the fact that the In 4d and the Ga 3d orbitals are
treated as frozen core states.

All studied compounds have surface states in the fun-

damental band gap: the highest occupied state, A5,

which is localized at the anions, and the lowest unoccu-
pied state, C3, which is localized at the cations. The @II

dependence of the A ~-C3 gap is discussed. If we take the
result for CxaAs(110) (Ref. 15) that the diff'erence between
DFT-LDA eigenvalues and the corresponding electronic
excitations are independent of kII, and if we assume that
this would also hold for GaP, InP, and InAs, we find a
difFerent trend of the surface-state gap to that of a recent
experimental study. This difFerence may indicate that
the assumption of a k -independent correction is in-

II

correct or that the experImental identification of the two
surface states at I and M is incorrect. At this point we

are unable to judge between these two possibilities.
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