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Spectra of inverse photoemission are calculated for a jellium model with an image tail on its surface
barrier. Various estimates for the spatial variation of the photon field are used in the evaluations with
complete matrix elements. An oscillatory structure tied to the vacuum level is found in all spectra and
is shown to arise from interference effects in the matrix elements.

Over the last decade inverse photoemission (IPE) has
proven to be a valuable probe of electronic states between
the Fermi and vacuum levels, as evidenced by a multitude
of review articles. ~!! A typical application of the tech-
nique is the study of image states.>*™'2 These exist as
discrete, bound-state solutions of Schrodinger’s equation
if their energy lies in a gap of the projected band structure
for a particular crystal face. When electrons are put into
these states, which occur in a Rydberg series just below
the vacuum level, they lie primarily outside the metal,
trapped in their own image potential well and are incap-
able of propagating into the metal.

Recently, several authors'3~'® have shown that a rem-
nant of such states can survive in the absence of a gap, i.e.,
when the electron may freely propagate in the metal. For
such cases, which occur on either clean'>' or overlayer-
covered '3'* surfaces, one may no longer speak of discrete
states but must instead talk of surface resonances. A con-
venient formalism for this description is based on examin-
ing the phase shift suffered by an electron incident from
the bulk and scattering off the surface barrier. Since the
(normal) energy E, is below the vacuum level, the re-
flection amplitude r has unit magnitude so we can define a
real valued phase shift by r=—e?® Standard argu-
ments'”'® then allow one to relate the energy derivative of
4 to an incremental surface density of states. The recent
calculations have constructed various surface barriers (all
with image tails extending out into the vacuum), calculat-
ed the phase shift as a function of energy, and found re-
gions of rapid variation of §(E,). They deduce that there
are resonant peaks in the density of states and assert that
these peaks will show up in IPE spectra. Indeed, several
cases have been presented where a peak in &' =dé&/dE,
matches well with experimental data.

In our opinion the last step in the theoretical argument
deserves further study, since it is not obvious that §' is the
sole, or even dominant, factor for determining an IPE
spectrum. The conceptual problem is that eigensolutions
exist over a continuous range of energy, and the associated
wave functions smoothly change as E, varies. It is un-
clear whether the coupling to these wave functions re-
quired by a particular spectroscopic probe should be max-
imized when &' is at a peak. To settle this question one
needs to calculate the appropriate matrix elements. We
do that here for the relatively simple jellium model of a
clean metal surface.

Our approach exploits the close relationship between

44

IPE and photoemission.”!>?° In a jellium model, where
the potential energy only depends on the coordinate nor-
mal to the surface (called x) and only varies with x close
to the surface, the sole excitation mechanisms are through
surface effects and only the x component of the vector po-
tential can cause transitions. We write the dimensionless
IPE yield Y of photons per incident electron as

2
v=[da, [ae00—4Y _ )

where @, describes the solid angle of photon emission and
E @ the final electron energy. The differential yield is

d’y  _ afan’ (E® )" Mzﬂﬂi&
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where a=e?/hc is the fine-structure constant, hw is the
photon energy, E W =p2k2/2m is the incident electron
energy measured from the vacuum level, E,{ is the final
electron energy associated with motion along the normal
and measured from the bottom of the (single) bulk band,
0. is the electron angle of incidence, and 6, is the photon
angle of exit. The factor in the second set of large
parentheses contains the photon angular dependence. The
quantity ¢ is the Fresnel transmission amplitude of the
emitted p-wave photon,

2cos0),
ecos, + (e —sin?6,) 2’

where the bulk dielectric function € is given by the free-
electron expression,

e=1—o}/w?, @

with w, the plasma frequency. Thus just as in photoemis-
sion,?! the photon angular dependence can be made expli-
cit.

The remaining function in (2) is the dimensionless ma-
trix element

(3)

=f,o|L| d  d W
M <<p 5 {adx+dxa}F >, (5)
where

a(x)=e+n(x)(1—e¢) 6)
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is a scaled form of the normal component of the vector po-
tential. We will evaluate M for several choices of the
complex-valued interpolation function 7, which should
run from zero in vacuum to one inside the metal. The
eigenfunctions in (5) describe only motion along x. The
variation parallel to the surface is given by plane waves,
which have already been integrated away. The initial
state ¢ (x) is at energy E,* =E “ cos26, above the
vacuum level while the final state ¢®(x) is at E
==E,,(")+V0—- hw above the band minimum, with Vg the
total barrier height. There is only one final state if E® is
below the vacuum level, but otherwise there are two
orthogonal possibilities.?? Similarly, since we keep @
< wp/cosb,, there is only one photon final state to consid-
er because the emitted light cannot propagate into the
metal.

We have evaluated (2) for several model systems and
present results here when the bulk is described by the den-
sity parameter r; =2. For the potential energy barrier
V(x) at the surface we use a parametrized form that
possesses an image tail.>> With the parameters of Refs.
24 and 25 this barrier is quite similar near the metal to the
self-consistent, local-density-functional barrier of Lang
and Kohn.?® The eigenfunctions are found by a Runge-
Kutta integration routine.

There remains the specification of the spatial variation
of the perturbing electromagnetic field, i.e., of a(x) in (6).
At the simplest level one can set a(x) to a constant, which
with our emphasis on image states outside the metal we
choose to be €. The matrix element in (5) can then be
reexpressed as

M=—eP|dv/dx|e“)/he , 7

which shows that the coupling is strongest where the bar-
rier is most rapidly varying. Alternately, one can use a
simple hydrodynamic estimate of 7. For w <, this is
written as?’

nx)=1—e ¥, ®)
where the origin for x is at the jellium edge and
d, Play ©)

S —0¥o})'?’

with the spatial dispersion parameter 8 =+/0.6vr, where
vr is the (bulk) Fermi velocity. This semiclassical ap-
proximation will produce a minimum in the yield at w,,
but is quantitatively unreliable. For a better representa-
tion of the electromagnetic field one needs a microscopic
evaluation.?® Here we use the 7 functions calculated from
a random-phase approximation (RPA) treatment of the
Lang-Kohn barrier response.?*3° Results for several fre-
quencies close to w, are shown in Fig. 1. The strength of
the yield scales smoothly with frequency, showing a max-
imum for w = 0.8w, and vanishing at @,. This resonant
behavior in the smeoth signal has been seen (and calculat-
ed) before.! The analogous effect in photoemission was
observed some time ago>>3* and has also been recently re-
ported in electron-energy-loss experiments. 34

The other striking feature evident in Fig. 1 is an oscilla-
tory structure for final states whose energy of normal
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FIG. 1. Differential yields of inverse photoemission at fixed
photon energies vs final electron state energy. The electron an-
gle of incidence is 0° and the photon angle of exit is 45°. The
bulk jellium has r,=2; its surface barrier is described by the
fitted parameters in Table I of Ref. 24.

motion is just below the vacuum level. This behavior is
due to the image tail on the surface barrier. We believe
that the structure should be interpreted as arising from in-
terference effects in the excitation matrix elements. To
support this claim we show in Fig. 2 how the yield varies
at fixed frequency for different choices of the exciting
field. The oscillatory pattern is present for each choice of
a(x), but its strength and location are different. Clearly a
peak position cannot be interpreted as a resonance energy,
since the same electron states are used for each curve. We
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FIG. 2. Different estimates of the differential yield of inverse
photoemission vs final electron energy, measured from the vacu-
um level. The system parameters are the same as in Fig. 1, but
the photon energy is fixed at w/w, =0.8 and the various curves
have been (differently) scaled for clarity. The RPA result is
taken from Fig. 1. The results for hydrodynamic (k) and con-
stant (c) a functions have been increased by factors of 4 and
100, respectively. The circles show the variation of the extra
surface density of states.
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also plot a (scaled) &' in Fig. 2 and stress that here the
surface density of states does not resemble at all the IPE
yields calculated with matrix elements.

The comparison is somewhat more favorable in Fig. 3
where we have repeated the calculations using a less
diffuse surface barrier.'> Now the surface density of
states does have clear peaks, but their location and rela-
tive strength do not match those from the matrix element
calculations, which again move around as the functional
form of n(x) is changed. We conclude that &' is not a re-
liable indicator of the shape of the IPE yield. Note that
earlier'> comparisons with experimental data,> which
only resolve one maximum, were made with the peak that
occurs between 0.4 and 0.5 eV below the vacuum level in
Fig. 3.

One can understand the numerical origin of the oscilla-
tory structure by the following qualitative argument.
First, we assert that the coupling is spatially localized.
This is obvious in (7) due to the appearance of dV/dx, but
also occurs in Egs. (5) and (6) because of the strong gra-
dients in 1, which occur close to the surface. Granting
this idea, consider next the wave functions near the sur-
face. The initial state, whose normal energy is well above
the vacuum level, is reasonably described by an unde-
flected WKB wave. Over a small range of x it appears as
a plane wave traveling towards the metal and scaled by a
complex amplitude, |A|e’, where ¢ describes the accu-
mulated phase for the electron as it approached the metal.
Once inside the metal the amplitude | 4| ceases to change
and if the coupling is strongest in this region the influence
of ¢ on |M|? cancels out. This argument explains why
there is no oscillatory structure in the spectra when both
the final and initial states are above the vacuum level.

The difference when the final state lies below the vacu-
um level is that the surface-barrier reflection amplitude r
then has unit magnitude, rather than being nearly zero.
One must consequently view the wave function bound in
the metal as a sine wave, rather than as a plane wave. The
phase that appears in the argument of this sine function is
essentially the 6 that appears in . If the coupling occurs
over a small range of x, there is no way to cancel this
phase as argued for states above the vacuum level so
|M|2~sin2(6+ y) where y depends on the choice of ori-
gin and is a weak function of energy while & diverges as
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FIG. 3. Same as Fig. 2 except the diffuseness parameter of
the surface barrier has been changed from A =1.25 to A =2.4.
The h and c results have been increased by factors of 4 and 50,
respectively.

EP goes to the vacuum level. This argument explains the
“Rydberg series” of interference peaks in all the figures,
but cannot give the strength or precise location of the
peaks. By concentrating on the behavior of wave func-
tions near the surface, rather than far out in the image
tail, it clarifies why nonmonotonic structure in & vs E, is
not of primary importance, i.e., why peaks in the density
of states need not coincide (or even occur) with peaks in
IPE. The property should be kept in mind when interpret-
ing experimental data. We remark that a similar mod-
ification of interpretation occurred for the threshold struc-
tures seen in low-energy electron diffraction. 7 ~40
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