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Threshold ionization energy of an ammoniated chlorine anion proximate to a metal surface
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The excess electronic binding energy of an ammoniated chlorine anion is evaluated using an iterative
pseudospectral method of solution. By using a continuum model for the solvent, the potential well is

represented in terms of a self-consistently evaluated, induced polarization potential added to a known

electron-amenity term. The oxidation-reduction pair energy difference and threshold ionization energy of
the complex are calculated with results that are shown to be consistent with experimental values. The
effect of a nearby Hat metal surface on the excess electronic state is examined and it is shown that the
binding energy increases and the oxidation-reduction pair energy difference decreases as the anion ap-
proaches the interface.

INTRODUCTION

Localized electron states produced by the solvation of
excess negative charges present in polar Auids have been
a matter of extensive interest for several decades. The
solvated electron, being a self-trapped excess electronic
charge confined by an induced alignment of surrounding
polar molecules, has received the widest attention but
remains an incompletely understood system. The earliest
consideration of the ammoniated electron by Jortner'
used this self-induced or Landau potential and assumed
that the polar liquid admitted a spherical cavity of at
least 3 A in radius in which the excess electron centrally
resided but where appreciable charge density protruded
well into the medium. The solvent was assumed to be a
continuum characterized by optical and static dielectric
constants which entered into the definition of the induced
polarization potential occurring outside the cavity, with
the interior being modeled with a pseudopotential. While
such a model produced reasonable results it did not con-
sider a number of additional factors that would likely
modify the solvated state, such as the discrete nature of
the oriented polar molecules, the conduction band energy
of the initial quasifree electron, or the energy expended
by the system through the forced rearrangement of the
polar molecules. Semicontinuum models in which the
molecular dipoles are considered discrete throughout the
first coordination layer before yielding to a continuum
have been investigated by several groups such as Cope-
land, Kestner, and Jortner and Webster and Carmicha-
el. Such models present a more realistic picture of the
solvated electronic state as well as eliminating the need to
rely on an arbitrary pseudopotential representation
within the potential well center. Unfortunately the in-
creasing sophistication of the charge-solvent interaction
model has not yet led to substantial improvement in our
ability to predict solvation energies for excess electrons in
polar liquids. While the solvated electron remains an
open problem, there are other excess-electron calcula-
tions where a continuum model alone for the ambient
medium produces results that are known to be consistent
with experimental findings. For example, StampAi and

Bennernan have used a continuum model to substantiate
the observed electron aftinity of larger clusters of am-
monia molecule s. Similarly a quantum path-integral
molecular-dynamics method has been used to demon-
strate tight binding of excess electrons to water clusters
with a coordination number of at least 8. For water, it
has been shown that even a dirner will weakly bind an ex-
cess electron through electron-induced dipole interac-
tions with the water molecules.

Solvated excess charges in polar Quids may also be in
the form of solvated ions such as Li+ or Br . The
theoretical consideration of the solvated ion problem has
been more narrowly centered about the evaluation of sol-
vation energies or the free-energy change per mole of
gaseous ions introduced into a liquid and allowed to form
solvated states. The energetics involved with anionic sol-
vation are equally complex as those of the solvated elec-
tron except that the potential well in which the anionic
excess electron is localized includes the vacuum electron
amenity of the neutral species. An additional complication
associated with the continuum model for the solvent in a
solvated ion problem is that the dielectric behavior of the
medium may not be constant, but often will adopt a value
close to the optical dielectric constant in the immediate
vicinity of the ion before increasing toward the bulk value
at greater distance from the ion. This may occur because
the first solvation layer contracts toward smaller ions
such as Li+ or F, resulting in the partial immobilization
of these molecules, which in turn can restrict the move-
ments of second coordination layer molecules. The im-
mobilized dipoles will then produce an additional contri-
bution to the potential which may be handled through
the introduction of a discrete charge distribution. The
local dielectric behavior is considered by dividing the sol-
vation sphere into multiple shells each characterized by
its own dielectric constant before eventually yielding to
the bulk value at a su%ciently large distance from the
ion' ' However, larger monovalent ions do not pro-
duce significant contraction of the first solvation layer, so
the physical behavior of the surrounding solvent mole-
cules is not markedly different from that of the bulk mol-
ecules. Alternatively one can ascertain whether or not a
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discretization of the ion-solvent molecular interaction
leads to improved results for the solvated ion problem,
such as by modeling the solvent environment by a field of
dipoles. ' ' Another tested method is the molecular-
orbital technique, which models the ionic environment
with predetermined fractional charges located at the sur-
rounding atomic centers. '

In this paper we will consider the case of an excess
anion present in a polar liquid which may be bounded by
a conducting surface. Instead of calculating the solvation
energy of the ion we will directly evaluate the ionization
energy of the excess bound electron with respect to the
photoelectric threshold using a known vacuum electron-
affinity term in the Harniltonian. The calculation also
considers the effect of induced positive image charge den-
sity within a nearby Bat metal surface on the
configuration energy of the excess electron as a function
of ion-interface distance.

As noted above the solvated ion problem is similar to
the solvated electron case in the sense that both versions
of the excess charges are self-trapped by the induced
orientation of surrounding polar molecules. The anionic
excess electron, however, differs from the single-
electronic state in that the excess charge is already resid-
ing in the electron-afFinity potential well of an ion having
a finite core radius. This removes the necessity of creat-
ing a void within the Quid in order to produce a localized
electronic state, as well as construction of a cavity-size-
dependent pseudopotential before invoking a continuum
model for the solvent. For most atomic anions the hard-
core radius is known and the preexisting potential well in
which the excess electron is trapped can be described ac-
curately. ' Thus the main problem in evaluating the ex-
cess electronic binding energy of a solvated anion lies in
describing the behavior of the Landau potential and its
contribution to the overall configuration energy of the
stable state. Since the excess electronic charge density
will not be a known function, the evaluation of the wave-
function-dependent Hamiltonian for the self-trapping
model will be performed self-consistently starting from a
suitable trial wave function.

AN ISOLATED SOLVATED ANION

As a specific case, we consider the excess electronic
binding energy of a Cl ion present in liquid ammonia,
which has a total bulk dielectric constant of 24.2 at 233
K. A continuum model characterized by a bulk dielec-
tric constant will be used for the solvent since it is known
that local dielectric behavior is relatively unimportant for
the larger halide ions. ' The calculation is performed us-
ing a discrete iterative spectral method of solution' em-
ploying a uniformly discretized rectangular coordinate
system centered at the chlorine nucleus. This method is
attractive computationally because of the relative ease
with which the kinematic term is evaluated by using a
fast Pourier transform on an initial trial wave function $0
followed by multiplication by the local value of k on the
conjugate momentum space grid. An inverse fast Fourier
transform is then performed on this new array, which is
then added to Vgo to obtain WPo, where V is a potential

defined on the original configuration space grid. Further-
more, this method lends itself to a direct iterative eigen-
value method, ' ' called the shift-power method, which
accelerates convergence to the ground eigenstate. This is
achieved by normalizing Hgo, which is defined to be g„
which is the new vector used in the subsequent iteration.
Repeating this process often enough will allow the shift-
power method to align the wave function along the
ground-state eigenfunction of the Hamiltonian thereby
yielding the ground-state eigenvalue. The calculation is
done in rectangular coordinates since the induced part of
the potential is done self-consistently by using Cartesian
tensor product cubic spline functions ' to model wave-
function-dependent terms in the Harniltonian. Since the
integrands are factorized, integrations over charge-
density-dependent terms reduce to a sequence of one-
dimensional integrals which may easily be evaluated in
order to obtain the induced potential well function. Add-
ing this expression to the vacuum electron-affinity term
and the kinematic term produces the complete trial Ham-
iltonian. The self-consistent aspect of this method of
solution is implemented by multiplying the induced po-
tential well associated with the nth iteration by 0.85,
which is then added to 0.15 times the nth+1 evaluation
of the induced potential well to arrive at the nth+1 in-
duced potential well function. With this method we can
attain convergence to the ground state in 20 iterations or
less so that an extravagant use of computer resource time
is not required. Atomic units are initially used for con-
venience with a grid spacing of 0.4ao on axes extending
outward from the nucleus 10ao in each direction. The
hard core radius of the Cl ion is 1.81 A or 3.4ao. As-
suming that there is no significant depression of the bulk
dielectric constant in the first solvation layer, one must
still allow for a smooth transition from the polarized
external medium designated by a bulk dielectric constant,
to the screened inaccessible interior of the ion where the
dielectric constant is usually taken to be 1.' ' This is
achieved by defining a sharp, continuous, monotonic in-
ward reduction of the value of the dielectric constant
near the hard-core radius of the ion. In this calculation a
spherical shell of thickness ao centered at a distance of
3.3ao from the ionic nucleus is defined within which the
dielectric constant is smoothly lowered to 1. Within
2. 8ao of the nucleus the self-trapping potential is as-
sumed to be inactive, whereas beyond a distance of 3.8ao
the Landau potential acts with full effect on the excess
electronic wave function. The section of the grid where
e= 1 does not imply extreme dielectric saturation since it
lies entirely internal to the ion comprising only the core
2.2% of the total grid volume. The shell is centered
0.lao inside the hard-core ionic radius in order that the
number of transition shell grid points falling within the
ion is more equal to the number of these grid points lying
outside the ionic radius. This allows the screened ionic
interior and the fully polarized external environment to
equally contribute to the transition in dielectric behavior
from the medium into the ion. Within the transition shell
each grid point carries a factor [(r —2.8)/b, r ] +', multi-
plying the induced potential, where r is the associated nu-
clear distance, Ar is the shell thickness, and l is the order
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of the multipole term contributing to the polarization po-
tential given in Eq. (6). Thus the Coulombic terms will
vanish linearly, the dipole terms quadratically, and so on
for the higher-order terms through the transition shell.
In this case hr =ao, which is almost as short a distance
as possible that a smooth transition can be represented on
this grid.

If r is the radial distance from the Cl nucleus it has
been shown that the potential well which binds the ex-
cess electron within the ion takes the form

2Z
@l(r)= Q(r),

where

Q(r) = [&(e"~ —1)+1]

with the parameters & and d taken as 3.72471 and
1.2065, respectively, for the Z =17, Cl ion. Since this
term appears in the radial Schrodinger equation it must
be readjusted to our Cartesian equation which has no
centrifugal repulsive term. This can be done by removing
the factor r from the denominator and multiplying by an
additional variational parameter a, chosen so as to yield
the known electron affinity of 0.2659 Ry. In this case we
have found that, if 0.=0.6094, the adjusted potential well
yields the correct excess electronic binding energy for the
chloride ion.

Suppose C&, (x) is the electrostatic potential produced
by the excess electronic charge density p(x) in an ion nu-
cleus centered coordinate system. Then, if the polar

I

medium is characterized by the bulk dielectric constant e,
the induced reaction potential is

r

@,(x) —@,(x) =C&„(x) (3)

and the interaction of the excess charge with this poten-
tial is

e@~(x)= —(1 e—')e4, (x) .

Thus

(4)

e4& (x)= —(1—e )e
p(x')
I—x'

= —2(0.95536)f, d x', (5)

where the factor 2 appears and the factor e vanishes on
adopting atomic units with the integral being evaluated
over all space. Since there is only one vacant 3p orbital
remaining before the anion adopts a closed-shell
configuration, we can assume without loss of generality
that the excess electron occupies a 3po state and the in-
verse distance relation reduces to

00 p

I +, PI ( cos 8' )Pj ( cos8 )
I

(6)

in spherical coordinates for a system possessing azimu-
thal symmetry. Thus if r &

=r' and r & =r, the polariza-
tion potential becomes, in Cartesian coordinates,

e@ (x,y, z)= —(1.91071)f f f ~g(x', y',z')~, +z'
(x +y +z )'~ (x +y +z )

3z'+[—', z' —
—,'(x' +y' +z' )]

2 r'
1

2T

Sz'+[—,
'z'3 ——,'z'(x' +y' +z' )]

27

3z + ''' dx dg dz2r' (7)

where (x +y +z )' is replaced by r for convenience in
the higher-order terms. Interchanging the primed and
unprimed variables within the large square brackets, the
ellipsis in Eq. (6) gives the polarization potential for the
case r &

=r' and r & =r. Adding this expression to Eq. (7)
gives us the complete induced polarization potential. In
this calculation all contributions through l =5 were in-
cluded in the polarization potential. Each integrand is
expressed as a three-dimensional 8-spline function in the
factorized form,

X X X eilkr;(x; )s, (y )tk(zk )
1=1j=1i =1

where r, s, and t are cubic Hermite basis splines associat-
ed with each grid point along the x, y, and z axes, respec-
tively. After retaining the spline coefficients c;.k, used to
model the presented samples of a particular integrand,

the basis splines are then integrated one at a time to ob-
tain a representation of the integral function. In order to
maintain a consistent normalization scheme each term
appearing in the complete induced polarization potential
expression is evaluated separately before summing to ob-
tain the polarization potential function. As noted above

vanishes within the core ion and is smoothly activated
through a surrounding thin transition shell before allow-
ing its full effect in order to facilitate the smooth onset of
polarization e6'ects as well as maintaining numerical sta-
bility.

Starting from the initial trial wave function
go=ze " ' (normalized by our iterative procedure) for
the excess electron in an isolated Cl ion, convergence to
the ground-state configuration energy is attained after 17
iterations with a result of 0.615 Ry +0.002 Ry or 8.4 eV.
It has been observed ' that the threshold ionization en-
ergy of a hydrated Cl ion is 8.8 eV. Substituting the
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strength of the reaction potential along the longitudinal
axis is a reAection of this symmetry as well as of the
significance of the higher-order terms in the induced po-
tential expression. One may imagine this potential well
as having the shape of a trough with its nadir line along
the longitudinal axis while steeply rising to essentially
zero in the plane-perpendicular to the z axis. In Fig. 4
the corresponding excess electronic wave-function
profiles are presented. Notice that the wave-function am-
plitudes peak well inside the ionic radius before dropping
to a relatively small value at a distance of 6ao from the
nucleus. Unlike the solvated electron the solvated anion-
ic electron is mainly confined within the first coordina-
tion layer of solvent molecules.

ANION IN PRESENCE GF METAL SURFACE

Suppose the anion is allowed to approach a Oat metal
surface. Due to the electron-electron image interaction,
the Hamiltonian acquires the additional term

in atomic units, where e is the optical dielectric con-
stant of liquid ammonia and z )0 is the distance normal
to the interface. It is the optical dielectric constant
which attenuates the interaction since the intervening
medium cannot react to the fast movement of the
electron-electron image pair. For liquid ammonia
e =n =1.756. The presence of positive image charge
density has an additional efFect beyond that of the
electron-electron image attraction. Since the image
charge is positive, the associated image potential weakens
the induced polarization field associated with the excess
negative charge, so that the polarization term weakens as
the anion approaches the interface. Thus an additional
competing series of terms similar to those involved in the
isolated ion induced potential must be added to our previ-
ous induced polarization potential expression to form an
image charge modified polarization potential. Notice
that the magnitude of the electron image charge density
is just the real excess electron charge density rotated.
through 180 about an axis along the metal interface. If
the origin of the coordinate system is relocated to the in-
terface at the point collinear with the longitudinal axis
through the ionic nucleus, then the distance r' from the
origin to a real charge element will equal the distance r"
to the accompanying image charge element, Thus by az-
imuthal symmetry the image charge element forms an an-
gle m. —0 with respect to the axis normal to the interface
if the real charge element forms angle 6. Since
cos(vr 0)= —cos(g—), the addition of the image terms to
the reaction potential results in the vanishing of all
l =even terms and a multiplication by 2 of all l =odd
terms. An additional factor of 2 is acquired by integra-
tion over the image grid. Thus the complete induced po-
tential well is the sum of the electron-electron image in-
teraction with the modified induced polarization expres-
sion.

We take the Cl nucleus to be located at distances of
6.0ao and 10.0ao from the metal surface. The dotted
lines in Figs. 1 and 2 represent the induced potential
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FIG. 5. %'ave-function profile for the excess electron along
the longitudinal axis when the ion nucleus is positioned 6.0ao
from the metal surface.

wells for the 6.0ao case toward and away from the metal
surface along the longitudinal axis, respectively, and the
dashed lines correspond to the 10.0a o case. The
electron-electron image term is cut ofF at a distance of ao
from the surface as it is necessary to allow the wave func-
tion to vanish at a distance of the order of an atomic ra-
dius from the first layer of metal nuclei. Notice that the
induced potential well is broadened and does not rise as
sharply to the left as does the isolated ion reaction poten-
tial. This is due to the increasing strength of the
electron-electron image attraction in the immediate vicin-
ity of the metal surface. Also notice that the potential
well minimum is about 1 Ry deeper for the 6.0ao ion
than for the isolated ion indicating the presence of an at-
tractive interaction with the metal surface. Notice in
Fig. 2 that the outer potential well minimum is almost as
deep as the potential well toward the surface even though
the further potential well minimum is about 5 times far-
ther away from the metal surface. This occurs because
the electron-electron image term as well as the competing
positive image charge-density contribution to the poten-
tial well both weaken with increasing distance from the
metal surface. Since these two efFects are complementa-
ry, the overall contribution of both of these terms to the
potential well curve is less than the size of the contribu-
tion of either one alone. In Fig. 5 the wave function
profile along the longitudinal axis is shown for the 6.0ao
example. The two lobes are most distinctive away from
the nucleus where the inner lobe vanishes at a distance of
6.0ao due to the presence of the surface but the outer
lobe still has about —,

' of the maximum wave-function am-
plitude at the same distance. Notice that the outer lobe
profile has a conspicuous "tail," which has a perceptible
amplitude at a distance of 10.0ao from the nucleus. Both
lobe profiles peak at a distance of about 1.2ao from the
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nucleus, but the inner lobe vanishes almost linearly with
decreasing distance to the surface.

Returning to Figs. 1 and 2 we observe that the poten-
tial well minima for the 10.0ao example are not as deep
as those for the 6.0ao case, although the difference for
the outer well is not large. Also observe that the 10.0ao
curve is broader than the 6.0ao curve, except near the po-
tential well minima. Both curves are broader than the
isolated ion curve because of the gradients in the
electron-electron image and image charge induced polar-
ization potentials which are nonexistent in the isolated
ion case. The 6.0ao curve is sharper due to the compres-
sion of the associated wave function by the metal surface
as well as the cutoff in the electron-electron image term
near the interface. The outer potential well for the 10ao
case more nearly imitates the behavior of the inner poten-
tial well because of the weaker gradients in the surface re-
lated potentials at this distance from the interface.

The curve in Fig. 6 represents the excess electronic
configuration energy as a function of distance from the
surface. The curve bends sharply downward as the anion
near the surface yielding a binding energy of 0.69 Ry or
9.4 eV at a Cl nucleus distance of 6.0ao from the metal,
which is about 11% deeper than the isolated ion value.
Thus the vertical ionization energy of a solvated anionic
electron increases as the anion approaches a metal sur-
face. The increasing configuration energy of the excess
electron with decreasing distance to the metal surface
shows that the electron-electron image attraction is more
significant to the complete binding energy than the com-
peting image charge contribution to the induced poten-
tial. This is because the electron-electron image contri-
bution increases more rapidly with decreasing ion nu-
cleus distance to the surface than does the decreasing
medium polarization contribution. Also notice that the
curve in Fig. 6 becomes relatively Aat with increasing dis-
tance from the interface, meaning that the excess electron

remains more highly bound than the isolated anionic
electron at substantial distance into the medium. Even at
a distance of 20ao the binding energy is still about 2%%uo

greater than for the isolated ion example. This is due to
the substantial inability of the medium to screen the
electron-electron image pair from each other along their
instantaneous vector. The shape of the curve appearing
in Fig. 6 suggests that a distance of 50ao or more from
the metal surface may be needed in order for one to con-
sider an ion to be isolated. The nucleus is not brought
within 6.0ao of the surface because the integrity of the in-
tervening medium becomes questionable at such short
distances.

The deeper potential well generated by the metal-
electrolyte interference would also affect the binding en-
ergy of any excited state sustained by the bulk excess-
electron complex. It is known that a chlorine anion in
vacuum does not bind an excited bound state, but the
hydrated anion displays a broad absorption band cen-
tered near 1800 A. Since the metal-electrolyte potential
well evolves into the isolated Landau potential with in-
creasing distance from the interface, one would expect
the modified potential well to feature an excited bound
state for sufficiently large metal-anion separation. Alter-
natively, the deeper modified potential well might sustain
a new excited state which would only be resolvable in the
near interface region of the solvent. A possible method
for calculating the excited-state binding energy would be
to impose s-state symmetry on the successive trial wave
functions, which would block convergence to the ground
p state.

CONCLUSION

Our results for the ammoniated Cl ion problem show
that the presence of a Aat metal surface lowers the elec-
tronic binding energy by 1 eV if the ion nucleus is posi-
tioned 6.Oao from the interface. The oxidation-reduction
pair energy difference at this distance can then be deter-
mined by comparing the electronic binding energy before
and after the polar molecules have reacted to the pres-
ence of the excess charge. In this case, the binding ener-

gy without the contribution from the oriented dipoles in
0.452 Ry; consequently the oxidation-reduction pair ener-

gy difference is 0.238 Ry or 3.2 eV. For the 10.0ao case
we have determined the complete binding energy to be
0.642 Ry so that the oxidation-reduction energy
difference increases to 0.266 Ry or 3.6 eV. We therefore
observe a shift in the oxidation-reduction pair energy
difference of 0.4 eV as the complex approaches the metal
surface by 4a0. The bulk value of the oxidation-
reduction pair energy difference is obtained by setting the
electron-electron image term to zero and subtracting the
electron affinity from the complete binding energy of the
isolated state. This yields an oxidation-reduction pair en-
ergy difference of 0.35 Ry or 4.8 eV. Thus the oxidation-
reduction pair energy difference drops by 1.6 eV as the
complex moves from the bulk to a position of 6.0ao from
a Oat metal surface.

Since the binding energy of the Cl electron is 9.4 eV
at a distance of 6.0ao from the interface and typical met-
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al work functions are in the range of 2—5 eV, our solvat-
ed anionic excess electron is prevented from entering the
Fermi level of the metal by an energy barrier of at least
several eV. Solvated electrons, however, have ionization
energies of about 2 eV with typical conduction-band
widths being in the range of 1—2 eV. Thus a solvated
electronic state formed near a metal surface will not be
stable if the excess electronic con6guration energy is

above the Fermi level of the metal. In this situation it be-
comes more energetically favorable for the excess elec-
tron to enter the lowest unoccupied state within the met-
al thereby removing the excess charge from the polar
liquid. Since the medium is now neutral, the aligned po-
lar molecules become disoriented and the induced image
charge vanishes. A similar effect may occur with weakly
bound solvated anionic excess electrons.
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